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## Nomenclature

| Notations |  |
| :--- | :--- |
| $\mathbb{R}$ | Set of all real numbers |
| $\mathbb{R}^{m \times n}$ | Set of all real matrices of dimension $m \times n$ |
| $\mathbb{R}^{n}$ | Set of all real vectors of dimension $n$ |
| $\mathbb{C}$ | Set of all complex numbers |
| $\mathbb{C}^{-}$ | The open left half complex plane |
| $\operatorname{dim}(\mathbf{V})$ | Dimension of a vector space $\mathbf{V}$ |
| I | Identity matrix of the desired order |
| $\mathbf{A}^{-1}$ | Inverse of matrix $\mathbf{A}$ |
| $\mathbf{A}^{\mathrm{T}}$ | Transpose of matrix A |
| $\operatorname{rank} \mathbf{A}$ | Rank of matrix $\mathbf{A}$ |
| $\sigma(\mathbf{A})$ | Set of all eigenvalues of matrix $\mathbf{A}$ |
| $\operatorname{det}(\mathbf{A})$ | Determinant of matrix $\mathbf{A}$ |
| $\sigma(\mathbf{E}, \mathbf{A})$ | Set of all generalised eigenvalues of matrix pencil $(\mathbf{E}, \mathbf{A})$ |
| $\sigma_{f}(\mathbf{E}, \mathbf{A})$ | Set of all finite eigenvalues of matrix pencil $(\mathbf{E}, \mathbf{A})$ |
| $\sigma_{\infty}(\mathbf{E}, \mathbf{A})$ | Set of all infinite eigenvalues of matrix pencil $(\mathbf{E}, \mathbf{A})$ |
| $\operatorname{Ker}(\mathbf{T})$ | Kernel of transformation or matrix $\mathbf{T}$ |
| $\operatorname{Im}(\mathbf{T})$ | Image of transformation or matrix $\mathbf{T}$ |
| $\operatorname{Span}(\mathbf{T})$ | Subspace spanned by the columns of matrix $\mathbf{T}$ |
| $\mathcal{K}_{r}(\mathbf{A}, \mathbf{b})$ | Order-r Krylov subspace generated by matrix $\mathbf{A}$ |
| $\dot{\mathbf{x}}$ or $\mathbf{x}^{\prime}$ | of dimension $n \times n$ and a vector $\mathbf{b}$ of dimension $n$ |
| $\operatorname{Span}\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \cdots, \mathbf{x}_{n}\right\}$ | Derivative of $\mathbf{x}$ with respect to time $t$ |
| $\operatorname{diag}\left\{\mathbf{d}_{1}, \mathbf{d}_{2}, \cdots, \mathbf{d}_{n}\right\}$ | Diagonal matrix with diagonal elements $\mathbf{d}_{1}, \mathbf{d}_{2}, \cdots, \mathbf{d}_{n}$ |
| $\operatorname{Index}-\mu$ DAEs | DAEs of tractability index- $\mu$ |


| Acronyms |  |
| :--- | :--- |
| MOR | Model Order Reduction |
| DAEs | Differential algebraic equations |
| LU | Lower and Upper triangular matrix |
| SVD | Singular valued decomposition |
| CFD | Computational fluid dynamics |
| RLC | Resistor-inductor-capacitor |
| RC | Resistor-capacitor |
| MIMO | Multiple-input Multiple-output system |
| SISO | Single-input Single-output system |
| IMOR | Index-aware model order reduction |
| IIMOR | Implicit index-aware model order reduction |
| ODEs | Ordinary differential algebraic equations |
| LTI | Linear time invariant |
| MNA | Modified nodal analysis |
| PRIMA | Passive Reduced-Order Interconnect Macromodeling Algorithm |
| SPRIM | Structure-preserving reduced-order interconnect macromodeling |
| AE | Algebraic elimination |

## Chapter 1

## Introduction

Large scale differential algebraic equations (DAEs) arise in a variety of applications such as modeling of constrained multibody systems, electrical networks, aerospace engineering, chemical processes, computational fluid dynamics (CFD), gas transport networks, see $[10,12,16,24,35,45]$. Such systems have characteristics of leading to state space descriptions of high dimension in which the coefficient of the first order derivative is a singular matrix. In practice, such applications lead to DAEs with very large dimension compared to the number of inputs and the desired outputs. Despite the ever increasing computational power, simulation of these systems in real time on such large scale is very difficult because of the storage requirements and expensive computations. This is an attractive feature to apply model order reduction (MOR). However, if the initial condition is inconsistent or when the smoothness of the input does not correspond to the index of the DAE, currently available MOR techniques may lead to inaccurate reducedorder models, see [1,2]. These reduced-order models may lead to wrong solutions that do not adequately represent the hidden truly fast modes or are very difficult to solve numerically. In most publications and applications it is assumed that the matrix pencil is regular, and conventional MOR techniques based on either Krylov subspaces or sin-
gular value decomposition (SVD) are used to extract dominant behavior of the transfer function $[3,9,58]$. However, it has recently been shown that such approaches may lead to reduced models that are not adequate, as they do not take into account the special behavior due to infinite state variables of the system [45]. The initial condition of the finite state variables can be chosen arbitrary while the initial condition of the infinite state variables have to satisfy certain hidden constraints. Thus the initial condition of the differential algebraic equations must be a consistent initial value.

However, it happens that the conventional MOR methods $[3,9,58]$ cannot be applied immediately especially to higher index DAEs because they deal only with a system possessing zero initial condition. Moreover, most conventional MOR methods treat DAEs as ODEs, for example PRIMA method [49] sometimes leads to ordinary differential equations (ODEs) reduced-order models even if the original model is a DAE. This may lead to loss of their mathematical properties. As a consequence, new concepts were needed to provide reliable reduced-order models for DAEs. In the new approach, DAEs must first be decoupled into differential and algebraic parts before applying any MOR technique. This observation has lead to the development of new methods specifically for DAEs, see $[17,18,25,32,45]$ and to some extent the modification of the existing MOR methods, see $[25,45]$. Most of these recently developed methods are application based and some are more general. In [45], they proposed the most successful MOR method for DAEs known as the balanced truncation method for descriptor systems, however it is computationally expensive since it involves solving four Lyapunov equations. Then, most recently the computationally cheaper, model reduction of descriptor systems by interpolatory projection methods was proposed in [25]. Both methods are robust and lead to accurate reduced-order models for DAEs. They both use the spectral projectors to split DAEs into differential and algebraic parts before reduction. However, the Kronecker canonical forms are used to construct the spectral projectors which are well known to be numerically infeasible [1,42]. Hence, the existing most accurate MOR methods for DAEs are much limited to DAEs with special structures and can not be extended to DAEs with variable coefficients.

In this thesis, a computationally cheaper way of decoupling and reducing DAEs is proposed. This decoupling procedure relies on the framework of special projector and matrix chain for DAEs, enabling a decomposition into separate differential and algebraic
parts as introduced by März in [42]. However, the März decoupling procedure leads to much larger decoupled system of dimension $n(\mu+1)$, where $n$ and $\mu$ is the dimension and the tractability index of the DAE, respectively. Hence, the März decoupling procedure does not preserve some of the mathematical properties of the DAEs such as dimension and stability. This motivated us to modify the März decoupling procedure using special bases of projectors instead of the full projectors, thus preserving the dimension and stability of DAEs in the decoupled system. Having performed this separation, different reduction methods can be used to each of these parts. For the differential part, one can use the conventional MOR methods while the algebraic part, we have developed new methods since there was no known reduction methods for algebraic systems. This procedure lead to a new MOR method for DAEs which we call the Index-aware MOR method abbreviated as IMOR method [1,2]. The IMOR method is illustrated in Figure 1.1. This method is very robust and leads to simple reduced-order models for even


Figure 1.1: IMOR methods procedure
higher index DAEs. However, the IMOR method has an inherited limitation of matrix inversion which makes it computationally very expensive. This lead to the development of its implicit version which we call the implicit IMOR method which is abbreviated as IIMOR method. The implicit IMOR method is computationally cheaper than the IMOR method. However, experiments show that the IMOR method is more accurate, thus one needs to trade off between complexity and accuracy. Using our decoupled systems, we were able to analyse the limitations of the conventional MOR methods. We observed that
sometimes conventional MOR methods can lead to accurate reduced-order models even for higher index DAEs, if and only if the consistent initial condition does not depend on the derivatives of the input data. This is equivalent to a DAE having a proper transfer function. The explicit and implicit decoupling procedures are also advantageous for solving DAEs more efficiently numerically since they enable one to use the conventional ODEs integration methods to solve higher index DAEs.

Other, well known tools used to investigate DAEs are the transformation into Kronecker normal form and the decoupling by means of Drazin inverses and spectral projectors. These tools are very accurate but they are numerically infeasible and can not be generalized to variable coefficient linear and nonlinear DAEs [42]. However, our decoupling procedures used in both IMOR and IIMOR methods, relies on the matrix and projector chain approach introduced by März [42] which can also be applied to general variable coefficient equations, see [27]. Hence the IMOR and IIMOR methods can be extended to variable coefficient linear and nonlinear DAEs.

## The NWO project

This work is part of the research programme Model Order Reduction for Differential Algebraic Systems, which is (partly) financed by the Netherlands Organisation for Scientific Research (NWO).

The aim of this PhD project is to investigate model order reduction techniques for differential algebraic systems. The ultimate goal of the project is to deliver fundamental mathematical knowledge and efficient numerical tools for the next generation of MOR techniques for differential algebraic equations. This thesis addresses the mathematical aspect of the reduction of differential algebraic equations including the limitations of the conventional MOR methods. We have developed reduction methods for DAEs, using the underlying structure of DAEs, with the aim of obtaining robust reduction methods that can also be applied to DAEs with arbitrary index

## Chapter 2

## Differential Algebraic Equations

In this Chapter, we introduce the differential algebraic equations which we abbreviate as DAEs. DAEs arise in a variety of applications such as modeling of constrained multibody systems, electrical networks, aerospace engineering, chemical processes, computational fluid dynamics (CFD), gas transport networks, see [10, 12, 16, 24, 35, 45]. Therefore their analysis and numerical treatment plays an important role in modern mathematics. In many articles, DAEs are also called singular systems [12], descriptor systems [16, 45, 66], generalized state space systems [45], semi-state systems, degenerated systems, constrained systems, implicit systems but in most literatures they are called DAEs [39, 42, 52]. In this thesis, we shall also call them DAEs.

### 2.1 What are DAEs?

Consider an explicit ordinary differential equations (ODEs),

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x}) \tag{2.1.1}
\end{equation*}
$$

where $\dot{\boldsymbol{x}}=\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{d} t}$ and $\boldsymbol{x} \in \mathbb{R}^{n}, \boldsymbol{f}: \mathbb{R} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. In general the first order ODE can be written in implicit form

$$
\boldsymbol{F}(t, x, \dot{x})=\mathbf{0} .
$$

According to [61], if the Jacobian matrix $\frac{\partial F}{\partial \dot{x}}$ is nonsingular then it is possible to solve (2.1.2) for $\dot{\boldsymbol{x}}$ in order to obtain an ODE (2.1.1). However, if $\frac{\partial F}{\partial \dot{x}}$ is singular, this is no longer possible and the solution $\boldsymbol{x}$ has to satisfy certain algebraic constraints. Hence, if $\frac{\partial F}{\partial \dot{x}}$ is singular, then (2.1.2) is referred to as a DAE. In modeling the formulation of pure ODE problems often requires the combination of ; conservation laws (mass and energy balance), constitutive equations (equations of state, pressure drops, heat transfer) and design constraints (desired operations). This means that there are some problems where not all the equations in a differential system involves derivatives, thus we can come up with a special case of DAEs which can be written as,

$$
\begin{align*}
\dot{x} & =f(t, x, y),  \tag{2.1.3a}\\
0 & =g(t, x, y), \tag{2.1.3b}
\end{align*}
$$

where $\boldsymbol{x}$-differential variables, $\boldsymbol{y}$-algebraic variables and (2.1.3b) is a constraint equation. Equation (2.1.3) is a special type of DAEs which is commonly called the semi-explicit DAEs.

### 2.2 Models for DAEs

According to [16], it is well known from modern control theory that two main mathematical representations for dynamical systems are the transfer matrix representation and the state space representation. The former describes only the input-output property of the system, while the latter gives further insight into the structural property of the system.

### 2.2.1 State space representation

State space representation was developed at the end of the 1950s and the beginning of the 1960s, which has the advantage that it not only provides us with efficient method for control system analysis and synthesis, but also offers us a deeper understanding about the various properties of the systems, see [16]. The state space models of the systems are
obtained mainly using the so-called state space variable method [16]. To obtain a state model of a practical system, we need to choose some physical variables such as currents and voltages in an electrical network. Then, by the physical relationships among the variables or by some model identification techniques such as modified nodal analysis in network analysis, a set of equations can be established. Naturally, this set of equations are usually differential and/or algebraic equations, which form a mathematical model of the system. By properly defining a state vector $\boldsymbol{x}(t)$ and an input vector $\boldsymbol{u}(t)$, which are formed by the physical variables of the system, and an output vector $\boldsymbol{y}(t)$, whose elements are properly chosen measurable variables of the system, this set of equations can be arranged into two equations given by

$$
\begin{array}{r}
\boldsymbol{f}(\dot{\boldsymbol{x}}(t), \boldsymbol{x}(t), \boldsymbol{u}(t), t)=0, \\
\boldsymbol{g}(\boldsymbol{y}(t), \boldsymbol{x}(t), \boldsymbol{u}(t), t)=0, \tag{2.2.2}
\end{array}
$$

where $\boldsymbol{f}$ and $\boldsymbol{g}$ are vector functions of appropriate dimensions with respect to $\dot{\boldsymbol{x}}(t), \boldsymbol{x}(t), \boldsymbol{y}(t)$, $\boldsymbol{u}(t)$ and $t$. Equations (2.2.1) and (2.2.2) are the so-called state equation and output equation, or the observation equation. Equations (2.2.1) and (2.2.2) give the state space representation for a general nonlinear dynamical system. If we consider a special form of (2.2.1)-(2.2.2) :

$$
\begin{align*}
\mathbf{E}(t) \dot{\boldsymbol{x}}(t) & =\mathbf{F}(\boldsymbol{x}(t), \boldsymbol{u}(t), t)  \tag{2.2.3}\\
\boldsymbol{y}(t) & =\mathbf{K}(\boldsymbol{x}(t), \boldsymbol{u}(t), t),
\end{align*}
$$

where $t \geq 0$ is the time variable, $\mathbf{F}$ and $\mathbf{K}$ are appropriate dimensional vector functions, $\boldsymbol{x}(t) \in \mathbb{R}^{n}$ is the state vector, $\boldsymbol{u}(t) \in \mathbb{R}^{m}$ is the control input vector, $\boldsymbol{y}(t) \in \mathbb{R}^{\ell}$ is the measured output vector. The matrix $\mathbf{E}(t)$ must be singular for some $t \geq 0$ for our case since we are considering DAEs. Equation (2.2.3) is the general form of the so-called nonlinear DAEs. If we consider the case, when $\mathbf{F}$ and $\mathbf{K}$ are linear functions of vectors $\boldsymbol{x}(t)$ and $\boldsymbol{u}(t)$, the general nonlinear DAEs (2.2.3) simplifies to the following form:

$$
\begin{align*}
\mathbf{E}(t) \dot{\boldsymbol{x}}(t) & =\mathbf{A}(t) \boldsymbol{x}(t)+\mathbf{B}(t) \boldsymbol{u}(t), \\
\boldsymbol{y}(t) & =\mathbf{C}^{\mathrm{T}}(t) \boldsymbol{x}(t)+\mathbf{D}^{\mathrm{T}}(t) \boldsymbol{u}(t), \tag{2.2.4}
\end{align*}
$$

where $\mathbf{E}(t), \mathbf{A}(t) \in \mathbb{R}^{n \times n}, \mathbf{C}(t) \in \mathbb{R}^{n \times \ell}, \mathbf{D}(t) \in \mathbb{R}^{m \times \ell}, \mathbf{B}(t) \in \mathbb{R}^{n \times m}$ are matrix functions of time $t$, and they are called the coefficients matrices of the system (2.2.4). Equation
(2.2.4) describes the so-called linear time varying DAEs. If the matrix coefficients are constant, i.e., time independent, the system (2.2.4) is called the linear constant coefficient DAEs or linear time invariant (LTI) DAEs which can be written as,

$$
\begin{align*}
\mathbf{E} \dot{\boldsymbol{x}}(t) & =\mathbf{A} \boldsymbol{x}(t)+\mathbf{B} \boldsymbol{u}(t),  \tag{2.2.5a}\\
\boldsymbol{y}(t) & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}(t)+\mathbf{D}^{\mathrm{T}} \boldsymbol{u}(t), \tag{2.2.5b}
\end{align*}
$$

where $\mathbf{E}, \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{C} \in \mathbb{R}^{n \times \ell}, \mathbf{D} \in \mathbb{R}^{m \times \ell}, \mathbf{B} \in \mathbb{R}^{n \times m}$ are constant coefficient matrices. For DAEs of the form (2.2.5), there is also a concept of the dynamical order, which is defined as the rank of singular matrix E. Equations (2.2.4) and (2.2.5) are the two basic classes of DAEs. From this point, we restrict ourselves on the DAE of the form (2.2.5) unless stated otherwise.

### 2.2.2 Transfer matrix representation

In this Section, we discuss the transfer matrix representation. This representation is derived from the state space representation using the Laplace transform . The transfer matrix representation is commonly used to validate reduced-order models in the model order reduction community and is commonly called the transfer function.

Definition 2.2.1 (Laplace transform [58]) The Laplace transform of a function $f(t)$ in the time domain is the function $F(s)$ in the frequency domain and it is defined as,
$\mathcal{L}\{f(t)\}=F(s):=\int_{0}^{\infty} e^{-s t} f(t) \mathrm{d} t$, where $s=\sigma+j \omega \in \mathbb{C}$, with $\sigma, \omega \in \mathbb{R}$.

We shall restrict ourselves on the transfer matrix representation of the LTI DAEs (2.2.5) and also assume $s=j \omega$, i.e $\sigma=0$. Taking the Laplace transform of (2.2.5) and simplifying, we obtain

$$
\begin{equation*}
\boldsymbol{Y}(s)=\left[\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}^{\mathrm{T}}\right] \mathbf{U}(s)+\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{E} \boldsymbol{x}(0), \tag{2.2.6}
\end{equation*}
$$

where $\mathbf{U}(s)$ and $\mathbf{Y}(s)$ are the Laplace transforms of $\mathbf{u}(t)$ and $\boldsymbol{y}(t)$, respectively. The rational matrix-valued function

$$
\begin{equation*}
\mathbf{H}(s)=\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}^{\mathrm{T}} \in \mathbb{R}^{\ell \times m}, \tag{2.2.7}
\end{equation*}
$$

is called the transfer matrix representation of (2.2.5) or transfer function. Then, $\mathbf{H}(s)$ gives the relation between the Laplace transforms of the input $\mathbf{u}(t)$ and the output $\boldsymbol{y}(t)$. In other words, $\mathbf{H}(s)$ describes the input-output behavior of (2.2.5) in the frequency domain.

Definition 2.2.2 ([62]) The transfer function $\mathbf{H}(s)$ is called proper if $\lim _{s \rightarrow \infty} \mathbf{H}(s)<\infty$, and improper otherwise. if $\lim _{s \rightarrow \infty} \mathbf{H}(s)=0$, then $\mathbf{H}(s)$ is called strictly proper.

Almost all conventional MOR methods assume vanishing initial condition, i.e., $\mathbf{E} \boldsymbol{x}(0)=0$, which leads to $\boldsymbol{Y}(s)=\mathbf{H}(s) \mathbf{U}(s)$. We need to ask ourselves wether, we can always describe the transfer matrix representation or transfer function of an entire DAE dynamical system as for the case of ODE systems, i.e., Is it always possible to assume $\mathbf{E} \boldsymbol{x}(0)=0$ in (2.2.6) to obtain $\boldsymbol{Y}(s)=\mathbf{H}(s) \mathbf{U}(s)$ ? This question is answered in Section 2.3.4 after gathering enough knowledge about DAEs.

### 2.3 Linear constant coefficient DAEs

In this Section, we discuss the analysis of LTI DAEs. For simplicity, the coefficient matrix $\mathbf{D}$ in (2.2.5) is assumed to be zero matrix unless specified. Thus, (2.2.5) simplifies to:

$$
\begin{align*}
\mathbf{E} \dot{\boldsymbol{x}}(t) & =\mathbf{A} \boldsymbol{x}(t)+\mathbf{B} \boldsymbol{u}(t), \quad \boldsymbol{x}(0)=\boldsymbol{x}_{0},  \tag{2.3.1a}\\
\boldsymbol{y}(t) & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}(t), \tag{2.3.1b}
\end{align*}
$$

where $\mathbf{E} \in \mathbb{R}^{n \times n}$ is singular, $\mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{n \times \ell}$, the input vector $\boldsymbol{u}(t) \in \mathbb{R}^{m}$, output vector $\boldsymbol{y}(t) \in \mathbb{R}^{\ell}$ and $\boldsymbol{x}_{0} \in \mathbb{R}^{n}$ is the initial value.

### 2.3.1 Solvability of DAEs

Here, we are interested in the solutions of the homogenous system obtained by setting $\boldsymbol{u}(t)=0$, then (2.3.1a) becomes

$$
\begin{equation*}
\mathbf{E} \dot{\boldsymbol{x}}(t)-\mathbf{A} \boldsymbol{x}(t)=\mathbf{0} \tag{2.3.2}
\end{equation*}
$$

As for the case of ODEs using the guess solution $\boldsymbol{x}_{*}(t)=\boldsymbol{x}_{0} e^{\lambda_{*} t}$. Substituting the guess solution into (2.3.2) leads to $e^{\lambda_{*} t}\left(\lambda_{*} \mathbf{E}-\mathbf{A}\right) \boldsymbol{x}_{0}=\mathbf{0}$. Hence according to [34], $\boldsymbol{x}_{*}(t)$ is a nontrivial solution of the $\operatorname{DAE}(2.3 .2)$ if $\lambda_{*}$ is a zero of polynomial $\mathcal{P}(\lambda):=\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})$, $\lambda \in \mathbb{C}$ and $\boldsymbol{x}_{0} \neq \mathbf{0}$ satisfies $\left(\lambda_{*} \mathbf{E}-\mathbf{A}\right) \boldsymbol{x}_{0}=\mathbf{0} . \lambda$ and $\boldsymbol{x}_{0}$ are called the generalized eigenvalues and eigenvectors, respectively. Thus, we say that the DAE (2.3.1a) is solvable provided the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ is regular, see [34]. We note that $\lambda \mathbf{E}-\mathbf{A}$ can also be written as $(\mathbf{E}, \mathbf{A})$ which is called the matrix pencil or matrix pair.

Definition 2.3.1 ( $[\mathbf{3 4}, 52])$ A matrix pair $(\mathbf{E}, \mathbf{A})$ is called regular if the polynomial $\mathcal{P}(\lambda)=\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})$ is not identically zero otherwise singular.

A pair $(\mathbf{E}, \mathbf{A})$ with nonsingular $\mathbf{E}$ is always regular, and its polynomial $\mathcal{P}(\lambda)$ is of degree $n$. In case of singular matrices $\mathbf{E}$, the polynomial degree is lower. According to [33], regularity of a matrix pair is closely related to the solution behavior of the corresponding DAE. In particular, regularity is necessary and sufficient for the property that for every sufficiently smooth inhomogeneity $\mathbf{u}$ the DAE is solvable and the solution is unique for every consistent initial value. This is well understood, if we consider Weierstraß-Kronecker canonical form of a given DAE as discussed in Section 2.3.3.

Definition 2.3.2 ([62]) A pair $(\alpha, \beta) \in \mathbb{C}^{2} \backslash\{(0,0)\}$ is said to be a generalized eigenvalue $\lambda=\frac{\alpha}{\beta}$ of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ if $\operatorname{det}(\alpha \beta \mathbf{E}-\mathbf{A})=0$. If $\beta \neq 0$, then the pair $(\alpha, \beta)$ represents a finite eigenvalue $\lambda=\frac{\alpha}{\beta}$ of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$. But if $\beta=0$, the pair $(\alpha, 0)$ represents an infinite eigenvalue of $\lambda \mathbf{E}-\mathbf{A}$. Clearly, the pencil $\lambda \mathbf{E}-\mathbf{A}$ has an eigenvalue at infinity if and only if the matrix $\mathbf{E}$ is singular.

The set of all finite eigenvalues of the matrix pencil $(\mathbf{E}, \mathbf{A})$ is denoted by $\sigma_{f}(\mathbf{E}, \mathbf{A})$ while the infinite spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$ is denoted by $\sigma_{\infty}(\mathbf{E}, \mathbf{A})$. Thus, the set of all generalized eigenvalues (finite and infinite ) of the matrix pencil $(\mathbf{E}, \mathbf{A})$ is called the spectrum of $(\mathbf{E}, \mathbf{A})$ and donated by $\sigma(\mathbf{E}, \mathbf{A})=\sigma_{f}(\mathbf{E}, \mathbf{A}) \cup \sigma_{\infty}(\mathbf{E}, \mathbf{A})$. We note that if $\mathbf{E}$ is nonsingular, then $\sigma(\mathbf{E}, \mathbf{A})=\sigma_{f}(\mathbf{E}, \mathbf{A})$ which is equal to the spectrum of $\mathbf{E}^{-1} \mathbf{A}$. This also means that if $\mathbf{E}$ is nonsingular, the homogeneous equation (2.3.2) represents an implicit regular ODE and its fundamental solution system forms an $n$-dimensional subspace in $C^{1}$. But what happens if $\mathbf{E}$ is singular, this is closely related to the notion of the regular matrix pencil (E,A) [34] as discussed in Section 2.3.3.

### 2.3.2 Stability of DAEs

According to [16], in practice a practical system should be stable otherwise, it may not work properly or may even be destroyed in practical use. Like the ODE systems case, when studying stability of DAEs, we also need to only consider the homogenous system (2.3.2).

Definition 2.3.3 ([62]) The DAE (2.3.1) is called asymptotically stable if $\lim _{t \rightarrow \infty} \boldsymbol{x}(t)=0$ for all solutions $\boldsymbol{x}(t)$ of the homogenous system $\mathbf{E} \dot{\boldsymbol{x}}(t)=\mathbf{A} \boldsymbol{x}(t)$.

This leads us to the following theorem that collects equivalent conditions for system (2.3.1) to be asymptotically stable.

Theorem 2.3.1 ([12,62]) Consider a DAE (2.3.1) with regular matrix pencil $\lambda \mathbf{E}-\mathbf{A}$. The following statements are equivalent.

1. System (2.3.1) is asymptotically stable.
2. All finite eigenvalues of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ lie in the open left half complex plane, i.e., $\sigma(\mathbf{E}, \mathbf{A}) \subset \mathbb{C}^{-}$, where $\mathbb{C}^{-}=\{s \mid s \in \mathbb{C}, \operatorname{Re}(s)<0\}$ represents the open left half complex plane.

According to [62], the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ is called c-stable if it is regular and all the finite eigenvalues of $\lambda \mathbf{E}-\mathbf{A}$ have negative real part.

We can note that, in view of the above theorem, the infinite eigenvalues of the matrix pencil $(\mathbf{E}, \mathbf{A})$ have no effect on stability of DAEs of the form (2.3.1), since the infinite eigenvalues of $\lambda \mathbf{E}-\mathbf{A}$ do not affect the behavior of the homogenous system at infinity [62].

### 2.3.3 Weierstraß-Kronecker canonical form

In this Section, we present the Weierstraß-Kronecker canonical form. This is the most commonly used tool to understand the DAE structure of constant coefficients linear DAEs [16, 33, 42]. Scaling (2.3.1) by nonsingular matrix $\mathbf{P} \in \mathbb{R}^{n \times n}$ and the state variable $\boldsymbol{x}$ according to $\boldsymbol{x}=\mathbf{Q} \tilde{\boldsymbol{x}}$ with a nonsingular matrix $\mathbf{Q} \in \mathbb{R}^{n \times n}$, we obtain

$$
\begin{align*}
\tilde{\mathbf{E}} \dot{\tilde{\boldsymbol{x}}}(t) & =\tilde{\mathbf{A}} \tilde{\boldsymbol{x}}(t)+\tilde{\mathbf{B}} \boldsymbol{u}(t),  \tag{2.3.3a}\\
\boldsymbol{y}(t) & =\tilde{\mathbf{C}}^{\mathrm{T}} \tilde{\boldsymbol{x}}(t) \tag{2.3.3b}
\end{align*}
$$

where $\tilde{\mathbf{E}}=\mathbf{P E Q}, \tilde{\mathbf{A}}=\mathbf{P A Q}, \tilde{\mathbf{B}}=\mathbf{P B}$ and $\tilde{\mathbf{C}}=\mathbf{Q}^{\mathrm{T}} \mathbf{C}$, which is again a DAE with constant coefficients. According to [33], the relation $\boldsymbol{x}=\mathbf{Q} \tilde{\boldsymbol{x}}$ gives a one-to-one correspondence between the corresponding solution sets. This means that we can consider the transformed problem (2.3.3) instead of (2.3.1) in order to understand the underlying structure of constant coefficients linear DAEs. This leads to the following definition of equivalence [33].

Definition 2.3.4 ([33]) Two matrix pairs $\left(\mathbf{E}_{i}, \mathbf{A}_{i}\right), \mathbf{E}_{i}, \mathbf{A}_{i} \in \mathbb{C}^{m \times n}$ are called (strongly) equivalent if there exits nonsingular matrices $\mathbf{P} \in \mathbb{R}^{m \times m}$ and $\mathbf{Q} \in \mathbb{R}^{n \times n}$ such that

$$
\begin{equation*}
\mathbf{E}_{2}=\mathbf{P E} E_{1} \mathbf{Q}, \quad \mathbf{A}_{2}=\mathbf{P} A_{1} \mathbf{Q} . \tag{2.3.4}
\end{equation*}
$$

If this is the case, we can write $\left(\mathbf{E}_{1}, \mathbf{A}_{1}\right) \sim\left(\mathbf{E}_{2}, \mathbf{A}_{2}\right)$.

As already suggested by the definition, relation (2.3.4) fixes an equivalence relation [33]. Thus, this relation poses reflexivity, transitivity and symmetry.

Lemma 2.3.1 ([33]) The relation introduced in Definition (2.3.4) is an equivalence relation.

Proof 2.3.1 ([33]) We must show that the relation is reflexive, symmetric, and transitive. Reflexivity: We have $(\mathbf{E}, \mathbf{A}) \sim(\mathbf{E}, \mathbf{A})$ by $\mathbf{P}=\mathrm{I}_{m}$ and $\mathbf{Q}=\mathrm{I}_{n}$. Symmetry: From $\left(\mathbf{E}_{1}, \mathbf{A}_{1}\right) \sim\left(\mathbf{E}_{2}, \mathbf{A}_{2}\right)$. It follows that $\mathbf{E}_{2}=\mathbf{P} \mathbf{E}_{1} \mathbf{Q}$ and $\mathbf{A}_{2}=\mathbf{P} A_{1} \mathbf{Q}$ with nonsingular matrices $\mathbf{P}$ and $\mathbf{Q}$. Hence, we have $\mathbf{E}_{1}=\mathbf{P}^{-1} \mathbf{E}_{2} \mathbf{Q}^{-1}, \mathbf{A}_{1}=\mathbf{P}^{-1} \mathbf{A}_{2} \mathbf{Q}^{-1}$ implying that $\left(\mathbf{E}_{2}, \mathbf{A}_{2}\right) \sim\left(\mathbf{E}_{1}, \mathbf{A}_{1}\right)$.
Transitivity: From $\left(\mathbf{E}_{1}, \mathbf{A}_{1}\right) \sim\left(\mathbf{E}_{2}, \mathbf{A}_{2}\right)$ and $\left(\mathbf{E}_{2}, \mathbf{A}_{2}\right) \sim\left(\mathbf{E}_{3}, \mathbf{A}_{3}\right)$ it follows that
$\mathbf{E}_{2}=\mathbf{P}_{1} \mathbf{E}_{1} \mathbf{Q}_{1}, \mathbf{A}_{2}=\mathbf{P}_{1} \mathbf{A}_{1} \mathbf{Q}_{1}$ and $\mathbf{E}_{3}=\mathbf{P}_{2} \mathbf{E}_{2} \mathbf{Q}_{2}, \mathbf{A}_{3}=\mathbf{P}_{2} \mathbf{A}_{2} \mathbf{Q}_{2}$ with nonsingular matrices $\mathbf{P}_{i}, \mathbf{Q}_{i}, i=1,2$.

Having defined an equivalence relation, the standard procedure then is to look for a canonical form, i.e., to look for a matrix pair which is equivalent to a given matrix pair and which has a simple form from which we can directly read off the properties and invariants of the corresponding DAE [33]. In our case, such a canonical form is represented by the so-called Weierstraß-Kronecker canonical form. Here, we briefly discussed about Weierstraß-Kronecker canonical form but more details can be found in $[16,33,52]$. A special case which we want to discuss here in more detail and for
which we want to derive the associated part of the Weierstraß-Kronecker canonical form is that of the so-called regular matrix pairs.

Lemma 2.3.2 ([33]) Every matrix pair which is strongly equivalent to a regular matrix pair is regular.

Proof 2.3.2 ([33]) We only need to discuss square matrices. Let $\mathbf{E}_{2}=\mathbf{P} \mathbf{E}_{1} \mathbf{Q}$ and $\mathbf{A}_{2}=\mathbf{P A}_{1} \mathbf{Q}$ with nonsingular matrices $\mathbf{P}$ and $\mathbf{Q}$. Using Definition 2.3.1 for regular matrix pairs, we have

$$
\begin{aligned}
\mathcal{P}_{2}(\lambda) & =\operatorname{det}\left(\lambda \mathbf{E}_{2}-\mathbf{A}_{2}\right)=\operatorname{det}\left(\lambda \mathbf{P} \mathbf{E}_{1} \mathbf{Q}-\mathbf{P} \mathbf{A}_{1} \mathbf{Q}\right), \\
& =\operatorname{det}(\mathbf{P}) \operatorname{det}\left(\lambda \mathbf{E}_{1}-\mathbf{A}_{1}\right) \operatorname{det}(\mathbf{Q})=c \mathcal{P}_{1}(\lambda), \quad \text { with } c \neq 0 .
\end{aligned}
$$

Theorem 2.3.2 (Weierstraß-Kronecker canonical form [33,52]) Let (E, A) be a regular matrix pencil. Then, we have $(\mathbf{E}, \mathbf{A}) \sim\left(\left(\begin{array}{ll}\mathbf{I} & \mathbf{0} \\ \mathbf{0} & \mathbf{N}\end{array}\right),\left(\begin{array}{ll}\mathbf{J} & \mathbf{0} \\ \mathbf{0} & \mathbf{I}\end{array}\right)\right)$, where $\mathbf{J} \in \mathbb{R}^{k \times k}$ for some nonnegative $k \leq n$, is a matrix in Jordan canonical form and $\mathbf{N} \in \mathbb{R}^{(n-k) \times(n-k)}$ is a nilpotent matrix with index $\mu \leq n-k$ also in Jordan canonical form. Moreover, it is allowed that one or the other block is not present.

The proof of Theorem 2.3.2 can be found in [33]. The regular matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ can be transformed into $\lambda \tilde{\mathbf{E}}-\tilde{\mathbf{A}}$, where

$$
\tilde{\mathbf{E}}=\mathbf{P E Q}=\left(\begin{array}{cc}
\mathbf{I}_{n_{f}} & \mathbf{0}  \tag{2.3.5}\\
\mathbf{0} & \mathbf{N}
\end{array}\right), \quad \tilde{\mathbf{A}}=\mathbf{P A Q}=\left(\begin{array}{cc}
\mathbf{J} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}_{n_{\infty}}
\end{array}\right),
$$

by the use of suitable nonsingular matrices $\mathbf{P}, \mathbf{Q} \in \mathbb{R}^{n \times n}$, where the block matrix $\mathbf{J} \in \mathbb{R}^{n_{f} \times n_{f}}$ corresponds to the finite eigenvalues and has the form [62]

$$
\mathbf{J}=\operatorname{diag}\left(\mathbf{J}_{1,1}, \mathbf{J}_{1,2}, \cdots, \mathbf{J}_{1, m_{1}}, \mathbf{J}_{2,1}, \cdots, \mathbf{J}_{2, m_{2}}, \cdots, \mathbf{J}_{k, 1}, \cdots, \mathbf{J}_{k, m_{k}}\right),
$$

where $\mathbf{J}_{j, q}=\left(\begin{array}{ccccc}\lambda_{j} & 1 & & & \\ & \ddots & \ddots & & \\ & & & \ddots & \\ & & & & \lambda_{j}\end{array}\right)$ is the Jordan block of order $n_{j, q}$ with $\sum_{j=1}^{k} \sum_{q=1}^{m_{j}} n_{j, q}=n_{f}$ and
$\lambda_{j}$ is a finite eigenvalues of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$. According to [62], the number $m_{j}$
is called the geometric multiplicity of $\lambda_{j}$, the number $a_{j}=\sum_{q=1}^{m_{j}} n_{j, q}$ is called the algebraic multiplicity of $\lambda_{j}$ and $n_{f}$ is the dimension of the left and right deflating subspaces of $\lambda \mathbf{E}-\mathbf{A}$ corresponding to the finite eigenvalues. The definition of deflating subspaces of a matrix pencil can be found in [62]. The block matrix $\mathbf{N}$ in (2.3.5) corresponds to the eigenvalues at infinity of the pencil $\lambda \mathbf{E}-\mathbf{A}$ and has the form $\mathbf{N}=\operatorname{diag}\left(\mathbf{N}_{n_{1}}, \cdots, \mathbf{N}_{n_{t}}\right)$, where $\mathbf{N}_{n_{j}}=\left(\begin{array}{ccccc}0 & 1 & & & \\ & \ddots & \ddots & & \\ & & & \ddots & \\ & & & & 0\end{array}\right)$ is a nilpotent Jordan block of order $n_{j}$. The size of the largest nilpotent block, denoted by $\mu$, is called the index of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ or the index of the DAE (2.3.1a). This index concept is commonly called the Kronecker index $[16,33,42,52,62]$. We can clearly observe that $\mathbf{N}^{\mu-1} \neq 0$ and $\mathbf{N}^{\mu}=0$. If the matrix $\mathbf{E}$ is nonsingular, then matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ is of index zero $(\mu=0)$. According to [62], the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ is of index one if and only if it has exactly $\mathbf{n}_{f}=\operatorname{rank}(\mathbf{E})$ finite eigenvalues. We note that it is possible to have $n_{f}=0$, meaning $\tilde{\mathbf{E}}=\mathbf{N}, \tilde{\mathbf{A}}=\mathbf{I}$ this implies that the spectrum of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ has only infinite spectrum, i.e., $\sigma(\mathbf{E}, \mathbf{A})=\sigma_{\infty}(\mathbf{E}, \mathbf{A})$. Also if $\mathbf{E}$ is nonsingular then $n_{f}=n$ which yields $\tilde{\mathbf{E}}=\mathbf{I}, \tilde{\mathbf{A}}=\mathbf{J}$, this implies that the spectrum of the matrix pencil $\sigma(\mathbf{E}, \mathbf{A})=\sigma_{f}(\mathbf{E}, \mathbf{A})$ has only finite spectrum. Assuming the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ has both the finite and infinite spectrum, then the matrices $\tilde{\mathbf{B}}$ and $\tilde{\mathbf{C}}$ can be partitioned in blocks corresponding to the partitions of $\tilde{\mathbf{E}}$ and $\tilde{\mathbf{A}}$ given by $\tilde{\mathbf{B}}=\left(\begin{array}{ll}\tilde{\mathbf{B}}_{1}^{\mathrm{T}} & \tilde{\mathbf{B}}_{2}^{\mathrm{T}}\end{array}\right)^{\mathrm{T}}$ and $\tilde{\mathbf{C}}=\left(\tilde{\mathbf{C}}_{1}^{\mathrm{T}} \quad \tilde{\mathbf{C}}_{2}^{\mathrm{T}}\right)^{\mathrm{T}}$. Under the coordinate transformation $\tilde{\boldsymbol{x}}=\mathbf{Q}^{-1} \boldsymbol{x}=\left(\tilde{\boldsymbol{x}}_{1}^{\mathrm{T}}(t), \tilde{\boldsymbol{x}}_{2}^{\mathrm{T}}(t)\right)^{\mathrm{T}}$, system (2.3.3a) can be written as WeierstraßKronecker canonical form which leads to an equivalent decoupled system

$$
\begin{align*}
\dot{\tilde{\boldsymbol{x}}}_{1}(t) & =\mathbf{J} \tilde{\boldsymbol{x}}_{1}(t)+\tilde{\mathbf{B}}_{1} \boldsymbol{u}(t),  \tag{2.3.6a}\\
\mathbf{N} \dot{\boldsymbol{x}}_{2}(t) & =\tilde{\boldsymbol{x}}_{2}(t)+\tilde{\mathbf{B}}_{2} \boldsymbol{u}(t) . \tag{2.3.6b}
\end{align*}
$$

We observe that (2.3.6a) represent a standard explicit ODE and without loss of generality the solution of (2.3.6b) can be written as

$$
\begin{equation*}
\tilde{\boldsymbol{x}}_{2}(t)=-\sum_{i=0}^{\mu-1} \mathbf{N}^{i} \tilde{\mathbf{B}}_{2} \boldsymbol{u}^{(i)}(t), \tag{2.3.7}
\end{equation*}
$$

since $\mathbf{N}$ is a nilpotent matrix with index- $\mu$, where $\boldsymbol{u}^{(i)}(t)=\frac{\mathrm{d}^{i}}{\mathrm{~d} t} \boldsymbol{u}(t)$ provided $\mathbf{u}(t)$ is smooth enough, that is, at least $\mu-1$ times differentiable. Equation (2.3.7) shows the dependence of the solution $\boldsymbol{x}(t)$ of (2.3.1a) on the derivatives of the input function $\mathbf{u}(t)$. We can observe that the higher the index- $\mu$, the more differentiations are involved. It is only in the index-1 case where, we have $\mathbf{N}=\mathbf{0}$, hence $\tilde{\boldsymbol{x}}_{2}(t)=-\tilde{\mathbf{B}}_{2} \boldsymbol{u}(t)$, and no derivatives are involved. According to [34,42], since numerical differentiations in these circumstances may cause considerably trouble numerically, it is very important to know the index- $\mu$ of the DAE (2.3.1a) as well as details on the structure responsible for a higher index $(\mu>1)$ when modeling and simulating with DAEs in practice. From (2.3.6), we can observe that the number of finite eigenvalues, $n_{f}$ and infinite eigenvalues, $n_{\infty}$ are equal to the number of differential and algebraic equations, respectively, in a given DAE. Thus, for the case of index-1 DAEs the number of differential equations is equal to the rank of singular matrix $\mathbf{E}$. We also note that the solutions $\tilde{\boldsymbol{x}}_{1}$ and $\tilde{\boldsymbol{x}}_{2}$ which corresponds to the differential and algebraic part are commonly known as the slow and fast solutions, respectively $[12,16,33,62]$. We can also observe that the general solution of the homogeneous DAE (2.3.2), if matrix pencil $(\mathbf{E}, \mathbf{A})$ is regular, is of the form $\boldsymbol{x}(t)=\mathbf{Q}\binom{e^{-t \boldsymbol{J}}}{\mathbf{0}} \tilde{\boldsymbol{x}}_{1}(0), \tilde{\boldsymbol{x}}_{1}(0) \in \mathbb{R}^{k}$, this means that the solution space has dimension $k$ according to [34]. We can easily prove that the differential part of (2.3.6) inherits the stability of DAEs of the form (2.3.1), that is, $\sigma_{f}(\mathbf{E}, \mathbf{A})=\sigma(\mathbf{J})$.

## Index concept of DAEs

An index of a DAE is commonly defined as the measure of the difficulties arising in the theoretical and numerical treatment of a given DAE. According to [33], the motivation to introduce an index is to classify different types of DAEs with respect to the difficulty to solve them analytically as well as numerically. Sometimes the index of a DAE is defined as a measure of how much the DAE deviates from an ODE. In the previous Section, we have defined index $-\mu$ as the nilpotency index of a nilpotent matrix $\mathbf{N}$. This index is also known as the Kronecker index of a DAE. They are many other index concepts that exist, see $[8,52,61]$, but in this thesis we shall restrict ourselves to only three, i.e., Kronecker index, differentiation index and tractability index. We note that all these index concepts coincide for the case of linear DAEs with constant matrices. If we differentiate (2.3.7) with respect to $t$, we obtain: $\dot{\tilde{\boldsymbol{x}}}_{2}(t)=-\sum_{i=0}^{\mu-1} \mathbf{N}^{i} \tilde{\mathbf{B}}_{2} \boldsymbol{u}^{(i+1)}(t)$. This means that exactly $\mu$ differ-
entiations are needed to transform (2.3.6) into a system of explicit ordinary differential equations. Hence, the Kronecker and the differentiation index coincide for LTI DAEs. This type of index is called the differentiation index and it is defined as in Definition 2.3.5. According to [33], the differentiation index was introduced to determine how far the DAE is away from an ODE, for which the analysis and numerical techniques are well established.

Definition 2.3.5 ([61]) The nonlinear DAE, $\boldsymbol{F}(t, \boldsymbol{x}, \dot{\boldsymbol{x}})=\mathbf{0}$, has differentiation index $\gamma$, if $\gamma$ is the minimal number of differentiations

$$
\begin{equation*}
\boldsymbol{F}(t, \boldsymbol{x}, \dot{\boldsymbol{x}})=\mathbf{0}, \frac{d}{d t}(\boldsymbol{F}(t, \boldsymbol{x}, \dot{\boldsymbol{x}}))=\mathbf{0}, \cdots, \frac{d^{y}}{d t}(\boldsymbol{F}(t, \boldsymbol{x}, \dot{\boldsymbol{x}}))=\mathbf{0}, \tag{2.3.8}
\end{equation*}
$$

in order to extract an explicit ordinary differentiation system $\dot{\boldsymbol{x}}=\boldsymbol{f}(t, \boldsymbol{x})$ using only algebraic manipulations.

This can be illustrated in the example below.

Example 2.3.1 Consider a semi-explicit DAE of the form,

$$
\begin{align*}
\dot{x} & =f(x, y),  \tag{2.3.9}\\
\mathbf{0} & =\mathbf{g}(x, y) .
\end{align*}
$$

Using chain rule on the constraint equation:

$$
\begin{aligned}
& \dot{x}=f(x, y), \\
& \dot{\mathbf{y}}=-\mathbf{g}_{y}(x, y)^{-1}\left[\mathbf{g}_{x}(x, y) f(x, y)\right] .
\end{aligned}
$$

The DAE has a differentiation index $\gamma=1$ provided $\operatorname{det}\left(\mathbf{g}_{y}\right) \neq 0$.

In the next example, we compare the differentiation index and the Kronecker index.
Example 2.3.2 Consider a DAE of the form (2.3.1) with system matrices,

$$
\mathbf{E}=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{2.3.11}\\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \mathbf{A}=\left(\begin{array}{rrrr}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
-1 & 0 & 0 & 1 \\
0 & 1 & 1 & 1
\end{array}\right), \mathbf{B}=\left(\begin{array}{r}
0 \\
0 \\
0 \\
-1
\end{array}\right) \quad \text { and } \quad \mathbf{C}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right) .
$$

The matrix pencil $(\mathbf{E}, \mathbf{A})$ is regular since $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})=\lambda^{2}+\lambda+1 \neq 0$. Using Theorem 2.3.2, we can choose nonsingular matrices, $\mathbf{Q}=\left(\begin{array}{rrrr}1 & 0 & 1 & -1 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 1 \\ 0 & 0 & 1 & 0\end{array}\right)$ and $\mathbf{P}=\left(\begin{array}{rrrr}1 & 0 & 0 & 0 \\ -1 & -1 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 1\end{array}\right)$ such that $(\mathbf{E}, \mathbf{A}) \sim\left(\left(\begin{array}{ll}\mathbf{I} & \mathbf{0} \\ \mathbf{0} & \mathbf{N}\end{array}\right),\left(\begin{array}{l}\mathbf{J} \\ \mathbf{J} \\ \mathbf{0}\end{array}\right)\right)$, where $\mathbf{J}=\left(\begin{array}{rr}-1 & -1 \\ 1 & 0\end{array}\right)$ and $\mathbf{N}=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$. Thus this DAE is of Kronecker index-1, since $\mathbf{N}$ is of nilpotent index one. Next, we compute the differentiation index. This can be done as follows: We need to first rewrite system (2.3.11) in the semi-explicit form (2.3.9) where $x=\binom{x_{1}}{x_{3}}, y=\binom{x_{2}}{x_{4}}, f(x, y)=\binom{x_{2}}{x_{1}}$ and $g(x, y)=\binom{-x_{1}+x_{4}}{x_{2}+x_{3}+x_{4}}$. Thus, $\mathbf{g}_{y}=\left(\begin{array}{ll}0 & 1 \\ 1 & 1\end{array}\right)$. Since $\operatorname{det}\left(\mathbf{g}_{y}\right)=-1 \neq 0$, then $\operatorname{DAE}$ (2.3.11) has differentiation index-1. Hence the Kronecker index and differentiation index coincide, that is, $\mu=\gamma=1$.

## Consistent initial condition of DAEs

From system (2.3.6), we observe that (2.3.6a) is a linear differential equation which can easily be solved when an arbitrary initial condition $\tilde{\boldsymbol{x}}_{1}(0)$ is applied and its analytic solution can be written as:

$$
\begin{equation*}
\tilde{\boldsymbol{x}}_{1}(t)=\tilde{\boldsymbol{x}}_{1}(0) e^{t \mathbf{J}}+e^{t \mathbf{J}} \int_{0}^{\mathrm{T}} e^{-\tau \mathbf{J}} \tilde{\mathbf{B}}_{1} \boldsymbol{u}(\tau) \mathrm{d} \tau . \tag{2.3.12}
\end{equation*}
$$

We observe that the solution (2.3.12) of (2.3.6a) is always unique for any choice of the initial value $\tilde{\boldsymbol{x}}_{1}(0)$ while the initial value of (2.3.6b) has to satisfy the hidden constraint,

$$
\begin{equation*}
\tilde{\boldsymbol{x}}_{2}(0)=-\sum_{i=0}^{\mu-1} \mathbf{N}^{i} \tilde{\mathbf{B}}_{2} \boldsymbol{u}^{(i)}(0) . \tag{2.3.13}
\end{equation*}
$$

We can observe that, we have no enough freedom to arbitrary choose the initial values $\tilde{\boldsymbol{x}}_{2}(0)$. For example, if $\mu=1$, we have to choose the initial value such that $\tilde{\boldsymbol{x}}_{2}(0)=-\tilde{\mathbf{B}}_{2} \boldsymbol{u}(0)$. For $\mu>1$, equation (2.3.13) is a differentiation problem, thus the initial value $\tilde{\boldsymbol{x}}_{2}(0)$ is fixed, and the input function $\boldsymbol{u}(t)$ has to be at least $\mu-1$ times differentiable, i.e., $\boldsymbol{u}(t) \in C^{\mu-1}$. The initial value problems for (2.3.1) lead to unique classical solutions if the initial value $\boldsymbol{x}(0)=\boldsymbol{x}_{0}$ is consistent, that is

$$
\begin{equation*}
\boldsymbol{x}(0)=\mathbf{Q} \tilde{\mathbf{x}}(0)=\mathbf{Q}\left(\tilde{\boldsymbol{x}}_{1}(0)^{\mathrm{T}} \tilde{\boldsymbol{x}}_{2}(0)^{\mathrm{T}}\right)^{\mathrm{T}} \tag{2.3.14}
\end{equation*}
$$

where $\tilde{\boldsymbol{x}}_{1}(0)$ is a free parameter while $\tilde{\boldsymbol{x}}_{2}(0)$ has to satisfy (2.3.13). Thus $\boldsymbol{x}(0)$ must be a consistent initial condition of the DAE (2.3.1a). We note that, if the initial condition $x_{0}$ is inconsistent or the input function $\boldsymbol{u}(t)$ is not sufficiently smooth, then the solution of a DAE (2.3.1a) may have impulsive modes, see [12,62].

### 2.3.4 Transfer matrix representation of the Kronecker form

Using (2.3.6) and the decomposed output equation, the control problem (2.3.1) can also be written in equivalent form

$$
\begin{align*}
\dot{\boldsymbol{x}}_{1}(t) & =\mathbf{J} \tilde{\boldsymbol{x}}_{1}(t)+\tilde{\mathbf{B}}_{1} \boldsymbol{u}(t),  \tag{2.3.15a}\\
\tilde{\boldsymbol{x}}_{2}(t) & =-\sum_{i=0}^{\mu-1} \mathbf{N}^{i} \tilde{\mathbf{B}}_{2} \boldsymbol{u}^{(i)}(t),  \tag{2.3.15b}\\
\boldsymbol{y}(t) & =\tilde{\mathbf{C}}_{1}^{\mathrm{T}} \tilde{\boldsymbol{x}}_{1}(t)+\tilde{\mathbf{C}}_{2}^{\mathrm{T}} \tilde{\boldsymbol{x}}_{2}(t) \tag{2.3.15c}
\end{align*}
$$

Taking the Laplace transform of (2.3.15) and using the fact that

$$
\mathcal{L}\left\{f^{(n)}(t)\right\}=s^{n} \mathcal{L}\{f(t)\}-\sum_{k=1}^{n} s^{k-1} f^{(n-k)}(0),
$$

and simplifying we obtain,

$$
\begin{align*}
\boldsymbol{Y}(s) & =\tilde{\mathbf{C}}_{1}^{\mathrm{T}}(s \mathbf{I}-\mathbf{J})^{-1} \tilde{\mathbf{B}}_{1} \mathbf{U}(s)+\tilde{\mathbf{C}}_{1}^{\mathrm{T}}(s \mathbf{I}-\mathbf{J})^{-1} \tilde{\boldsymbol{x}}_{1}(0)+ \\
& -\tilde{\mathbf{C}}_{2}^{\mathrm{T}} \sum_{i=0}^{\mu-1} \mathbf{N}^{i} \tilde{\mathbf{B}}_{2}\left[s^{i} \mathbf{U}(s)-\sum_{k=1}^{i} s^{k-1} \mathbf{u}^{(i-k)}(0)\right] . \tag{2.3.16}
\end{align*}
$$

Recall from Section 2.2.2, in order to obtain the transfer matrix representation we need to assume vanishing initial data $\tilde{\boldsymbol{x}}(0)$ for the case of ODEs. Here comes the answer to our question wether it always possible to set initial data to zero also for case of DAEs. This is discussed as follows. We have already discussed that for the case of DAEs, we always need to apply consistent initial data $\tilde{\boldsymbol{x}}(0)=\left(\tilde{\boldsymbol{x}}_{1}(0), \tilde{\boldsymbol{x}}_{2}(0)\right)^{\mathrm{T}}$, where $\tilde{\boldsymbol{x}}_{1}(0)$ can be chosen arbitrary, thus we can set $\tilde{\boldsymbol{x}}_{1}(0)=0$ while $\tilde{\boldsymbol{x}}_{2}(0)$ has to satisfy some constraint equation (2.3.13) which depends on the smoothness of the input vector $\boldsymbol{u}(t)$. Setting $\tilde{\boldsymbol{x}}_{1}(0)=0$,
simplifies (2.3.16) to,

$$
\begin{equation*}
\boldsymbol{Y}(s)=\left[\mathbf{H}_{1}(s)+\mathbf{H}_{2}(s)\right] \mathbf{U}(s)+\tilde{\mathbf{C}}_{2}^{\mathrm{T}} \sum_{i=0}^{\mu-1} \mathbf{N}^{i} \tilde{\mathbf{B}}_{2} \sum_{k=1}^{i} s^{k-1} \mathbf{u}^{(i-k)}(0), \tag{2.3.17}
\end{equation*}
$$

where $\mathbf{H}_{1}(s)=\tilde{\mathbf{C}}_{1}^{\mathrm{T}}(s \mathrm{I}-\mathbf{J})^{-1} \tilde{\mathbf{B}}_{1}$ and $\mathbf{H}_{2}(s)=-\tilde{\mathbf{C}}_{2}^{\mathrm{T}} \sum_{i=0}^{\mu-1} \mathbf{N}^{i} \tilde{\mathbf{B}}_{2} s^{i}$.
Lemma 2.3.3 ([16]) Two systems with matrix coefficients ( $\mathbf{E}, \mathbf{A}, \mathbf{B}, \mathbf{C})$ and $(\tilde{\mathbf{E}}, \tilde{\mathbf{A}}, \tilde{\mathbf{B}}, \tilde{\mathbf{C}})$ whose matrix pairs $(\mathbf{E}, \mathbf{A})$ and $(\tilde{\mathbf{E}}, \tilde{\mathbf{A}})$, respectively, are (strongly) equivalent. Their transfer functions must coincide.

Proof 2.3.3 Let $\tilde{\mathbf{E}}=\mathbf{P E Q}, \tilde{\mathbf{A}}=\mathbf{P A Q}, \tilde{\mathbf{B}}=\mathbf{P B}$ and $\tilde{\mathbf{C}}=\mathbf{Q}^{\mathrm{T}} \mathbf{C}$ with nonsingular $\mathbf{P}$ and Q. Then,

$$
\begin{aligned}
\tilde{\mathbf{H}}(s) & =\tilde{\mathbf{C}}^{\mathrm{T}}(s \tilde{\mathbf{E}}-\tilde{\mathbf{A}})^{-1} \tilde{\mathbf{B}}=\mathbf{C}^{\mathrm{T}} \mathbf{Q}(s \mathbf{P E Q}-\mathbf{P A Q})^{-1} \mathbf{P B}, \\
& =\mathbf{C}^{\mathrm{T}} \mathbf{Q} \mathbf{Q}^{-1}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{P}^{-1} \mathbf{P B}, \\
& =\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}=\mathbf{H}(s) .
\end{aligned}
$$

From the above Lemma, $\tilde{\mathbf{H}}(s)=\mathbf{H}_{1}(s)+\mathbf{H}_{2}(s)$ coincides with the conventional definition of the transfer function $\mathbf{H}(s)=\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}$, since (2.3.1) and (2.3.15) are equivalent systems, i.e., $\tilde{\mathbf{H}}(s)=\mathbf{H}(s)$. Thus, the input-output function (2.3.17) can be written as $\mathbf{Y}(s)=\mathbf{H}(s) \mathbf{U}(s)+\mathcal{P}(s)$, where $\mathcal{P}(s):=\tilde{\mathbf{C}}_{2}^{T} \sum_{i=0}^{\mu-1} \mathbf{N}^{i} \tilde{\mathbf{B}}_{2} \sum_{k=1}^{i} s^{k-1} \mathbf{u}^{(i-k)}(0)$. This means that assuming $\operatorname{Ex}(0)=0$ implies $\tilde{\boldsymbol{x}}_{1}(0)=0$ and $\mathbf{N} \tilde{\boldsymbol{x}}_{2}(0)=0$ as a result the hidden polynomial $\mathcal{P}(s)$ is forced to zero. But, we can observe that this polynomial contains some parts of the DAE which might be vital. Thus assuming $\mathbf{E x}(0)=0$ may lead to loss of important information of the DAE especially for higher index $(\mu>1)$ DAEs. For the case of index-1 DAE, the nilpotent matrix $\mathbf{N}=0$, thus $\mathbf{N} \tilde{\boldsymbol{x}}_{2}(0)=0$ always and the polynomial $\mathcal{P}(s)$ does not exist. Thus, for index-1 DAE assuming $\mathbf{E x}(0)=0$ has no effect on the conventional MOR methods. However for higher index DAEs, the nilpotent $\mathbf{N} \neq \mathbf{0}$, thus $\mathbf{N} \tilde{\boldsymbol{x}}_{2}(0) \neq \mathbf{0}$ and the polynomial $\mathcal{P}(s)$ exists and $\mathcal{P}(s) \neq 0$, apart from some special cases when $\tilde{\mathbf{B}}_{2}=0$. We can observe that (2.3.17) can also be written in decomposed form as

$$
\boldsymbol{Y}(s)=\boldsymbol{Y}_{1}(s)+\boldsymbol{Y}_{2}(s),
$$

where $\boldsymbol{Y}_{1}(s)=\mathbf{H}_{1}(s) \mathbf{U}(s)$ and $\boldsymbol{Y}_{2}(s)=\mathbf{H}_{2}(s) \mathbf{U}(s)+\mathcal{P}(s)$ represent the input-output function of the differential and algebraic parts, respectively. We note that the $\mathbf{H}_{1}(s)$ and $\mathbf{H}_{2}(s)$ are commonly called the strictly proper and the polynomial parts of $\mathbf{H}(s)$, respectively, see $[25,62]$. We observe that the input-output relation of the differential part is given by $\boldsymbol{Y}_{1}(s)=\mathbf{H}_{1}(s) \mathbf{U}(s)$, where $\mathbf{H}_{1}(s)$ is its transfer matrix representation and it is independent of the index- $\mu$ of the DAE (2.3.1a) while input-output relation of the algebraic part is given by $\boldsymbol{Y}_{2}(s)=\mathbf{H}_{2}(s) \mathbf{U}(s)+\mathcal{P}(s)$ which depends on the index- $\mu$ of the DAE (2.3.1a). This explains why the conventional MOR techniques based on the assumption that $\mathbf{E x}(0)=0$ can only be used on index-1 DAEs but become cumbersome for higher index DAEs. This is illustrated with some numerical examples in Section 3.2.1. Hence, the best way to apply model order reduction on DAEs is to first split the control DAE (2.3.1) into differential and algebraic parts. Then, apply reduction on the two parts separately. According to [39, 52], transforming (2.3.1) into a Kronecker canonical form is just in theory, but practical implementation may be difficult or impossible. This is due to the fact that computing the Kronecker canonical form in finite precision arithmetic is, in general, an ill-conditioned problem in the sense that small changes in the data may extremely change the Kronecker canonical form [62]. Proper formulations and projector methods attempt to overcome these drawbacks, allowing additionally for an extension of the results to the time varying context [52]. These techniques provide an index characterization in terms of the original problem description. This motivated us to use the projector and matrix chain approach in order to decompose DAEs into differential and algebraic parts as introduced by März in [42]. This is discussed in Chapter 4.

### 2.4 Real-life applications of DAEs

DAEs appear in many fields as mentioned earlier. In this Section, we present some of the applications of DAEs in the real-world. After modeling these applications, they lead to DAEs of the form (2.3.1a) with singular matrix $\mathbf{E}$, since some of the rows are always zeros as illustrated in examples below.

### 2.4.1 Electrical network problems

Many electrical circuit systems can be described by DAEs. This is due to the fact that, the most commonly used method in electrical circuit networks design is the modified
nodal analysis (MNA). This approach leads a DAE when modeling a network involving resistor networks such as RLC network, i.e., Resistor-Inductor-Capacitor network, RC network, i.e., Resistor-Capacitor network, RL network, i.e., Resistor-Inductor network and so on, see $[28,43,64]$. For illustration, we consider only RLC and RC networks.
(i) RLC network. Consider a linear RLC electric network, that is, a network which connects linear capacitors, inductors and resistors, and current sources, $\boldsymbol{v}(t) \in \mathbb{R}^{n_{V}}$ and $\boldsymbol{l}(t) \in \mathbb{R}^{n_{1}}$. The unknowns which describe the network are the node potentials $\boldsymbol{e}(t) \in \mathbb{R}^{n}$, and the currents through inductors $\boldsymbol{J}_{L}(t) \in \mathbb{R}^{n_{L}}$.

Following the formalism of modified nodal analysis [28, 43], we introduce: the incidence matrices $\boldsymbol{A}_{C} \in \mathbb{R}^{n \times n_{C}}, \boldsymbol{A}_{L} \in \mathbb{R}^{n \times n_{L}}$ and $\boldsymbol{A}_{R} \in \mathbb{R}^{n \times n_{G}}$, which describe the branch-node relationships for capacitors, inductors and resistors; the incidence matrices $\boldsymbol{A}_{V} \in \mathbb{R}^{n \times n_{V}}$ and $\boldsymbol{A}_{I} \in \mathbb{R}^{n \times n_{I}}$, which describe this relationship for voltage and current sources, respectively. Then, the DAE model for the RLC network with unknown $\boldsymbol{x}=\left(\boldsymbol{e}, \boldsymbol{J}_{L}, \boldsymbol{J}_{V}\right)^{\mathrm{T}}$ is given by [5]

$$
\left(\begin{array}{ccc}
\boldsymbol{A}_{C} \boldsymbol{C} \boldsymbol{A}_{C}^{\mathrm{T}} & \mathbf{0} & \mathbf{0}  \tag{2.4.1}\\
\mathbf{0} & \boldsymbol{L} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right) \frac{d \boldsymbol{x}}{d \boldsymbol{x}}=\left(\begin{array}{ccc}
-\boldsymbol{A}_{R} \boldsymbol{G} \boldsymbol{A}_{R}^{\mathrm{T}} & -\boldsymbol{A}_{L} & -\boldsymbol{A}_{V} \\
\boldsymbol{A}_{L}^{\mathrm{T}} & \mathbf{0} & \mathbf{0} \\
\boldsymbol{A}_{V}^{\mathrm{T}} & \mathbf{0} & \mathbf{0}
\end{array}\right) \boldsymbol{x}+\left(\begin{array}{cc}
-\boldsymbol{A}_{I} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & -\mathrm{I}
\end{array}\right)\binom{\boldsymbol{\imath}}{\boldsymbol{v}} .
$$

where $\boldsymbol{C} \in \mathbb{R}^{n_{C}, n_{C}}, \mathbf{L} \in \mathbb{R}^{n_{L}, n_{L}}$ and $\mathcal{G} \in \mathbb{R}^{n_{G}, n_{G}}$ are the capacitance, inductance and conductance matrices, respectively which are usually assumed to be symmetric and positive definite.
(ii) RC network. The RC model can be derived from that of the RLC model (2.4.1) by simply eliminating the inductor currents $\boldsymbol{J}_{L}$. Then, the DAE model of the RC network with unknown $\boldsymbol{x}=\left(\boldsymbol{e}, \boldsymbol{J}_{V}\right)^{\mathrm{T}}$ is given by

$$
\left(\begin{array}{cc}
\boldsymbol{A}_{C} \boldsymbol{C} \boldsymbol{A}_{C}^{\mathrm{T}} & \mathbf{0}  \tag{2.4.2}\\
\mathbf{0} & \mathbf{0}
\end{array}\right) \frac{d \boldsymbol{x}}{d t}=\left(\begin{array}{cc}
-\boldsymbol{A}_{R} \boldsymbol{G} \boldsymbol{A}_{R}^{\mathrm{T}} & -\boldsymbol{A}_{V} \\
\boldsymbol{A}_{V}^{\mathrm{T}} & \mathbf{0}
\end{array}\right) \boldsymbol{x}+\left(\begin{array}{cc}
-\boldsymbol{A}_{I} & \mathbf{0} \\
\mathbf{0} & -\mathrm{I}
\end{array}\right)\binom{\boldsymbol{l}}{\boldsymbol{v}} .
$$

We can observe that (2.4.1) and (2.4.2) are DAEs of the form (2.3.1a).

### 2.4.2 Computational fluid dynamics problems

(i) Supersonic Inlet flow example. This example originates from [35]. Consider an unsteady flow through a supersonic diffuser as shown in Figure 2.1. The diffuser
operates at a nominal Mach number of 2.2, however it is subject to perturbations in the incoming flow, which may be due to atmospheric variations. In nominal operation, there is a strong shock downstream of the diffuser throat, as can be seen from the Mach contours plotted in Figure 2.1. Incoming disturbances can cause the shock to move forward towards the throat. When the shock sits at the throat, the inlet is unstable, since any disturbance that moves the shock slightly upstream will cause it to move forward rapidly, leading to unstart of the inlet. This is extremely undesirable, since unstart results in a large loss of thrust. In order to prevent unstart from occurring, one option is to actively control the position of the shock. This control may be effected through flow bleeding upstream of the diffuser throat. In order to derive effective active control strategies, it is imperative to have low-order models which accurately capture the relevant dynamics. Figure 2.2


Figure 2.1: Steady-state mach contours inside diffuser.
presents the schematic of the actuation mechanism. Incoming flow with possible disturbances enters the inlet and is sensed using pressure sensors. The controller then adjusts the bleed upstream of the throat in order to control the position of the shock and to prevent it from moving upstream. In simulations, it is difficult to automatically determine the shock location. The average Mach number at the diffuser throat provides an appropriate surrogate that can be easily computed. There are several transfer functions of interest in this problem. The shock position will be controlled by monitoring the average Mach number at the diffuser throat. The reduced-order model must capture the dynamics of this output in response to two inputs: the incoming flow disturbance and the bleed actuation. In addition, total pressure measurements at the diffuser wall are used for sensing. The response of this output to the two inputs must also be captured. This problem is modeled using


Figure 2.2: Supersonic diffuser active flow control problem setup
an unsteady, two-dimensional flow of an inviscid, compressible fluid which is governed by the Euler equations. The two-dimensional integral Euler equations are linearized about the steady state solution to obtain a semi-explicit DAE of index-1 of the form (2.3.1) with system matrices

$$
\mathbf{E}=\left(\begin{array}{cc}
\mathbf{E}_{11} & \mathbf{E}_{12}  \tag{2.4.3}\\
\mathbf{0} & \mathbf{0}
\end{array}\right), \mathbf{A}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right), \mathbf{B}=\binom{\mathbf{B}_{1}}{\mathbf{B}_{2}}, \mathbf{C}=\binom{\mathbf{C}_{1}}{\mathbf{C}_{2}}, \boldsymbol{x}=\binom{\boldsymbol{x}_{1}}{\boldsymbol{x}_{2}},
$$

where $\mathbf{E}_{11} \in \mathbb{R}^{n_{1} \times n_{1}}$ and $\mathbf{A}_{21} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{22} \in \mathbb{R}^{n_{2} \times n_{2}}$ are nonsingular matrices due to index-1 property and $n=n_{1}+n_{2}$ is the dimension of the DAE.
(ii) Semidiscretized Stokes equation. In this Section, we present the semidiscretized Stokes equation originating from [45]. Consider the instationary Stokes equation describing the flow of an incompressible fluid

$$
\begin{align*}
\frac{\partial v}{\partial t} & =\Delta v-\nabla \boldsymbol{p}+\boldsymbol{f}, \quad(\zeta, t) \in \Omega \times(0, \mathrm{~T})  \tag{2.4.4}\\
0 & =\operatorname{div} v,
\end{align*}
$$

with appropriate initial condition and boundary condition. Here $v(\zeta, t) \in \mathbb{R}^{d}$ is the velocity vector ( $\mathrm{d}=2$ or 3 is the dimension of the spatial domain), $\boldsymbol{p}(\zeta, t) \in \mathbb{R}$ is the pressure, $\boldsymbol{f}(\zeta, t) \in \mathbb{R}^{d}$ is the vector of external forces, $\Omega \in \mathbb{R}^{d}$ is a bounded open domain and $\mathrm{T}>0$ is the endpoint of the time interval. The spatial discretization of the Stokes equation (2.4.4) by either the finite difference or finite element meth-
ods on a uniform staggered grid leads to a DAE of the form (2.3.1) with system matrices;

$$
\mathbf{E}=\left(\begin{array}{cc}
\mathbf{E}_{11} & \mathbf{0}  \tag{2.4.5}\\
\mathbf{0} & \mathbf{0}
\end{array}\right), \mathbf{A}=\left(\begin{array}{cc}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{12}^{\mathrm{T}} & \mathbf{0}
\end{array}\right), \mathbf{B}=\binom{\mathbf{B}_{1}}{\mathbf{B}_{2}}, \mathbf{C}=\binom{\mathbf{C}_{1}}{\mathbf{C}_{2}}, \boldsymbol{x}=\binom{v_{h}}{\boldsymbol{p}_{h}}
$$

where $v_{h} \in \mathbb{R}^{n_{1}}$ and $\boldsymbol{p}_{h} \in \mathbb{R}^{n_{2}}$ are the semidiscretized vectors of velocity and pressure, respectively, see [45]. The matrix $\mathbf{E}_{11} \in \mathbb{R}^{n_{1} \times n_{1}}$ is a nonsingular matrix, but for this case $\mathbf{E}_{11}=\mathrm{I}, \mathbf{A}_{11} \in \mathbb{R}^{n_{1} \times n_{1}}$ is the discrete Laplace operator, $-\mathbf{A}_{12} \in \mathbb{R}^{n_{1} \times n_{2}}$ and $-\mathbf{A}_{12}^{\mathrm{T}} \in \mathbb{R}^{n_{2} \times n_{1}}$ are, the discrete gradient and divergence operators, respectively. Due to the non-uniqueness of the pressure, the matrix $\mathbf{A}_{12}$ has a rank defect one. In this case, instead of $\mathbf{A}_{12}$ we can take a full column rank matrix obtained from $\mathbf{A}_{12}$ by discarding the last column. Therefore, in the following we will assume without loss of generality that $\mathbf{A}_{12}$ has full column rank. In this case system with matrix coefficients (2.4.5) is of index-2. The matrices $\mathbf{B}_{1} \in \mathbb{R}^{n_{1} \times m}, \mathbf{B}_{2} \in \mathbb{R}^{n_{2} \times m}$ and the control input $\boldsymbol{u}(t) \in \mathbb{R}^{m}$ are the resulting from the boundary condition and external forces, the output $\boldsymbol{y}(t) \in \mathbb{R}^{\ell}$ is the vector of interest. The order $n=n_{1}+n_{2}$ of system (2.4.5) depends on the level of refinement of the discretization and is usually very large, whereas the number $m$ of inputs and the number $\ell$ of outputs are typically small.

### 2.4.3 Constrained mechanical problems

This example originates from [45]. We consider the holonomically constrained damped mass-spring system as illustrated in Figure 2.3. The $i$ th mass of weight $m_{i}$ is connected to the $(i+1)$ st mass by a spring and a damper with constants $k_{i}$ and $d_{i}$, respectively, and also to the ground by a spring and a damper with constants $k_{i}$ and $\delta_{i}$, respectively. Additionally, the first mass is connected to the last one by a rigid bar and it is influenced by the control $\boldsymbol{u}(t)$. The vibration of this system is described by a DAE of the form (2.3.1) with system matrices

$$
\mathbf{E}=\left(\begin{array}{ccc}
\mathrm{I} & \mathbf{0} & \mathbf{0}  \tag{2.4.6}\\
\mathbf{0} & \mathbf{M} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right), \mathbf{A}=\left(\begin{array}{ccc}
\mathbf{0} & \mathrm{I} & \mathbf{0} \\
\mathbf{K} & \mathbf{D} & -\mathbf{G}^{\mathrm{T}} \\
\mathbf{G} & \mathbf{0} & \mathbf{0}
\end{array}\right), \mathbf{B}=\left(\begin{array}{c}
\mathbf{0} \\
\mathbf{B}_{2} \\
\mathbf{0}
\end{array}\right), \mathbf{C}=\left(\begin{array}{c}
\mathbf{C}_{1} \\
\mathbf{0} \\
\mathbf{0}
\end{array}\right), \boldsymbol{x}(t)=\left(\begin{array}{c}
\boldsymbol{p}(t) \\
\boldsymbol{v}(t) \\
\boldsymbol{\lambda}(t)
\end{array}\right),
$$



Figure 2.3: A damped mass-spring system with a holonomic constraint.
where $\boldsymbol{p}(t) \in \mathbb{R}^{g}$ is the position vector, $\boldsymbol{v}(t) \in \mathbb{R}^{g}$ is the velocity vector, $\lambda(t) \in \mathbb{R}$ is the Lagrange multiplier, $\mathbf{M}=\operatorname{diag}\left(m_{1}, \cdots, m_{g}\right)$ is the mass matrix, $\mathbf{D}$ and $\mathbf{K}$ are the tridiagonal damping and stiffness matrices, $\mathbf{G}=[1,0, \cdots, 0,-1] \in \mathbb{R}^{1 \times g}$ is the constraint matrix, $\mathbf{B}_{2}=\boldsymbol{e}_{1}$ and $\mathbf{C}_{1}=\left[\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \cdots, \boldsymbol{e}_{g-1}\right]^{\mathrm{T}}$. Here $\boldsymbol{e}_{i}$ denotes the $i$ th column of the identity matrix $\mathrm{I}_{g}$. Thus the system is of dimension $n=2 g+1$. According [45], system (2.4.6) is of index-3 since $\mathbf{G}$ is a full row rank.

## Chapter 3

## Model Order Reduction

In this Chapter, we introduce the Model Order Reduction (MOR) or Model Reduction. In simple words, model order reduction can be defined as a mathematical theory to replace a given mathematical model of a control system or a control process by a model that is much smaller than the original model, but still describes at least approximately certain aspects of the system or process, see [16]. This is normally achieved by preserving the input-output relationship commonly knows as the transfer function. These system of equations can sometimes be ODEs or DAEs. However model order reduction, was mainly developed for ODEs, this is the reason why many methods reduce mainly linear ODE systems and very few methods can reduce either algebraic equations or DAEs, see $[3,9,48,58]$. Hence, model order reduction techniques for DAEs are a lot less developed and less well understood than the ODE ones. MOR techniques for ODEs are often applied to DAEs [19, 49], which may lead to inaccurate reduced-order models or reduced-order models which are very difficult to solve numerically, see [1,2]. This is also illustrated in Example 3.2.1 and 3.2.2.

### 3.1 Introduction

Consider a LTI system

$$
\begin{align*}
\mathbf{E} \dot{\boldsymbol{x}}(t) & =\mathbf{A} \boldsymbol{x}(t)+\mathbf{B} \boldsymbol{u}(t), \quad \boldsymbol{x}(0)=\boldsymbol{x}_{0}  \tag{3.1.1a}\\
\boldsymbol{y}(t) & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}(t), \tag{3.1.1b}
\end{align*}
$$

where $\mathbf{E}, \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{n \times \ell}$, the input vector $\boldsymbol{u}(t) \in \mathbb{R}^{m}$ and output vector $\boldsymbol{y}(t) \in \mathbb{R}^{\ell}$ of the system. $\boldsymbol{x}(t) \in \mathbb{R}^{n}$ is the state vector and $\boldsymbol{x}_{0}$ is the initial value. The number of state variables $n$ is called the order of system or the state-space dimension. $m$ and $\ell$ are the number of inputs and outputs, respectively. If $\mathrm{I}=\mathbf{E}$, then (3.1.1) is a standard state space system. Otherwise, (3.1.1) is a descriptor system or generalized state space system, see [44]. According to [45], modeling of complex physical and technical process such as fluid flow, very large system integrated (VLSI) chip design or mechanical systems simulation, leads to descriptor systems of very large order $n$, while the number $m$ of inputs and the number $\ell$ of outputs are typically small compared to $n$. Despite the ever increasing computational power, simulation of these systems in real- time for such large scale is very difficult because of the storage requirements and expensive computations. This is an attractive feature to apply model order reduction. This is done by replacing (3.1.1) by a reduced-order model

$$
\begin{align*}
\mathbf{E}_{r} \dot{\boldsymbol{x}}_{r}(t) & =\mathbf{A}_{r} \boldsymbol{x}_{r}(t)+\mathbf{B}_{r} \mathbf{u}(t)  \tag{3.1.2}\\
\boldsymbol{y}_{r}(t) & =\mathbf{C}_{r} \boldsymbol{x}_{r}(t),
\end{align*}
$$

where $\mathbf{E}_{r}, \mathbf{A}_{r} \in \mathbb{R}^{r \times r}, \mathbf{B}_{r} \in \mathbb{R}^{r \times m}, \mathbf{C}_{r} \in \mathbb{R}^{r \times \ell}$ and the reduced dimension $r \ll n$. In model order reduction, we require the reduced-order model (3.1.2) to preserve mathematical properties of the original model (3.1.1) such as regularity, stability and passivity. It is also desired for the approximation error $\left\|\boldsymbol{y}-\boldsymbol{y}_{r}\right\|$ to be small, in a suitable norm and the computation of the reduced-order system should be numerically reliable and more efficient than the original model. For higher index DAEs, we may also need to preserve the index. The biggest challenge in model order reduction is to measure the quality of the reduced-order models, the commonly used concept is the concept of the use of the transfer function $\mathbf{H}(s)$. In the next Section, we shall see that the transfer function being accurate does not mean that the output solutions are also accurate for the case of higher index DAEs. Hence, we require both the approximation error $\left\|\mathbf{H}-\mathbf{H}_{r}\right\|$ and $\left\|\boldsymbol{y}-\boldsymbol{y}_{r}\right\|$ to
be small in the suitable norm.

### 3.2 Conventional MOR methods

In this Section, we discuss about the conventional or traditional MOR methods. By conventional MOR methods, we mean those reduction techniques originally developed to reduce ODEs. In [45], conventional MOR methods are called model reduction approaches for standard state space systems. These approaches include balanced truncation [3, 63], moment matching approximation [19, 49, 58], singular perturbation approximation [37] and optimal Hankel norm approximation [3]. Model order reduction approaches can be divided into two basic methods: Krylov subspace based methods or moment-matching methods such as PRIMA [49], SPRIM [19] and the singular value decomposition (SVD) based methods such as the balanced truncation method [45]. Overview of these methods can be found in $[3,9,48,58]$ and also for some special applications in [29, 38, 65]. Traditionally these methods were developed for ODE dynamical systems in standard state space system, i.e., $\mathbf{E}=\mathrm{I}$. It is just recent that MOR methods have been developed to reduce systems in descriptor form or generalized state space system with $\mathbf{E}$ nonsingular or singular, see [19,29,38,45,49]. However, little effort has been made to develop MOR methods specifically for DAEs, i.e., $\mathbf{E}$ is singular. What is currently been done is to just replace I with $\mathbf{E}$ in the conventional MOR method especially for the Krylov subspace based methods, see [19,49], but this is not always lead to good reduced-order model especially with DAEs with index great than one [2]. For the case of the SVD based methods especially the balanced truncation method, this problem has already been noticed and solved, see [45], however the computations are too expensive and much restricted on DAEs with special structures. In this thesis, we focus more on the Krylov subspace based methods. This is discussed as follows. MOR techniques based on Krylov subspace methods also known as moment matching techniques aim at generating a reduced-order model which preserves a reasonable number of moments of the transfer function of the original model. This is done by using projection methods. There is a large variety of projection methods such as the Lanczos-type and the Arnoldi processes, but we shall restrict ourselves on Arnoldi process commonly known as PRIMA method [49]. PRIMA method's main features are provably passive reduced-order models and a Padé-type approximation property [19]. It employs a block version of the Arnoldi process. This is done as follows. We choose an arbitrary $s_{0} \in \mathbb{C}$ as the expansion point such that the mat-
rix pencil $s_{0} \mathbf{E}-\mathbf{A}$ is regular. In practice, $s_{0}$ is chosen such that it is in some sense close to the frequency range of interest. The frequency range of interest is usually a subset of the imaginary axis in the complex s-plane. In order to use the Krylov subspace techniques, we need to rewrite the transfer $\mathbf{H}(s)$ of the original system (3.1.1) using the identity: $\mathbf{H}(s)=\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}=\mathbf{C}^{\mathrm{T}}\left[\mathrm{I}+\left(s-s_{0}\right) \mathbf{M}\right]^{-1} \mathbf{R}$, where $\mathbf{M}=\mathbf{M}\left(s_{0}\right)=\left(s_{0} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{E}$ and $\mathbf{R}=\mathbf{R}\left(s_{0}\right)=\left(s_{0} \mathbf{E}-\mathbf{A}\right)^{-1} \mathbf{B}$. The function $\mathbf{H}(s)$ admits the Taylor expansion

$$
\mathbf{H}(s)=\mathbf{h}^{(0)}+\mathbf{h}^{(1)}\left(s-s_{0}\right)+\mathbf{h}^{(2)}\left(s-s_{0}\right)^{2}+\cdots+\mathbf{h}^{(j)}\left(s-s_{0}\right)^{j}+\cdots
$$

about $s_{0}$. The coefficients $\mathbf{h}^{(j)}, j=0,1, \ldots$, are called the moments of the transfer function of system (3.1.1) about the expansion point $s_{0}$. These moments can be constructed as follows. Using the Neumann expansion [23]: $(\mathrm{I}-\eta \mathbf{G})^{-1}=\sum_{k=0}^{\infty}(\eta \mathbf{G})^{k}$, where $\mathbf{G}$ is a square matrix and $\eta>0$. Then we have

$$
\begin{equation*}
\mathbf{H}(s)=\sum_{k=0}^{\infty} \mathbf{h}^{(k)}\left(s-s_{0}\right)^{k}, \tag{3.2.1}
\end{equation*}
$$

where $\mathbf{h}^{(k)}=(-1)^{k} \mathbf{C}^{\mathbf{T}} \mathbf{M}^{k} \mathbf{R}, k=0,1, \ldots$ defines the moments of the transfer function around the expansion point $s_{0}$. We then consider the order-r Krylov subspace generated by $\mathbf{M}$ and $\mathbf{R}$ given by $\mathcal{K}_{r}(\mathbf{M}, \mathbf{R})=\operatorname{span}\left\{\mathbf{R}, \mathbf{M} \mathbf{R}, \ldots, \mathbf{M}^{r-1} \mathbf{R}\right\}, r \leq n$, and denote by $\mathbf{V} \in \mathbb{R}^{n \times r m}$ the matrix of an orthonormal basis for $\mathcal{K}_{r}(\mathbf{M}, \mathbf{R})$, so that $\mathbf{V}^{\mathrm{T}} \mathbf{V}=\mathrm{I}_{r m}$. Then we seek an approximate solution of the form $\mathbf{x}=\mathbf{V} \mathbf{x}_{r}$ that is,

$$
\begin{align*}
\mathbf{V}^{\mathrm{T}} \mathbf{E V} \dot{\mathbf{x}}_{r}(t) & =\mathbf{V}^{\mathrm{T}} \mathbf{A} \mathbf{V} \mathbf{x}_{r}(t)+\mathbf{V}^{\mathrm{T}} \mathbf{B u}(t), \quad \mathbf{x}_{r}(0)=\mathbf{V}^{\mathrm{T}} \mathbf{x}_{0}  \tag{3.2.2a}\\
\mathbf{y}_{r}(t) & =\mathbf{C}^{\mathrm{T}} \mathbf{V} \mathbf{x}_{r}(t) . \tag{3.2.2b}
\end{align*}
$$

From (3.2.2), the matrices of the reduced-order model (3.1.2) are given by

$$
\mathbf{E}_{r}=\mathbf{V}^{\mathrm{T}} \mathbf{E V}, \mathbf{A}_{r}=\mathbf{V}^{\mathrm{T}} \mathbf{A} \mathbf{V}, \mathbf{B}_{r}=\mathbf{V}^{\mathrm{T}} \mathbf{B} \quad \text { and } \quad \mathbf{C}_{r}=\mathbf{V}^{\mathrm{T}} \mathbf{C},
$$

and its transfer function is given by $\mathbf{H}_{\mathbf{r}}(s)=\mathbf{C}_{r}^{\mathrm{T}}\left(s \mathbf{E}_{r}-\mathbf{A}_{r}\right)^{-1} \mathbf{B}_{r}$. Then, we have

$$
\mathbf{H}_{r}(s)=\sum_{k=0}^{r}(-1)^{k} \mathbf{C}_{r}{ }^{\mathrm{T}} \mathbf{M}_{r}^{k} \mathbf{R}_{r}\left(s-s_{0}\right)^{k},
$$

where $\mathbf{M}_{r}=\left(s_{0} \mathbf{E}_{r}-\mathbf{A}_{r}\right)^{-1} \mathbf{E}_{r}$ and $\mathbf{R}_{r}=\left(s_{0} \mathbf{E}_{r}-\mathbf{A}_{r}\right)^{-1} \mathbf{B}_{r}$. Then, the $k$-th moment, $\mathbf{h}_{r}^{(k)}$, of the transfer function for the reduced model is given by $\mathbf{h}_{r}^{(k)}=(-1)^{k} \mathbf{C}_{r}^{\mathrm{T}} \mathbf{M}_{r}^{k} \mathbf{R}_{r}$. According to [45], the moment matching approximation problem for the DAE (3.1.1) consists in determining a rational matrix-valued function $\mathbf{H}_{r}(s)$ at $s_{0}$ has the form

$$
\mathbf{H}_{r}(s)=\mathbf{h}_{r}^{(0)}+\mathbf{h}_{r}^{(1)}\left(s-s_{0}\right)+\mathbf{h}_{r}^{(2)}\left(s-s_{0}\right)^{2}+\cdots+\mathbf{h}_{r}^{(k)}\left(s-s_{0}\right)^{k}+\cdots
$$

where the moments $\mathbf{h}_{r}^{(k)}$ satisfy the moment matching conditions $\mathbf{h}_{r}^{(k)}=\mathbf{h}^{(k)}$, $k=0,1,2, \ldots, r-1$. If $s_{0}=\infty$, the $\mathbf{h}_{r}^{(k)}$ are the Markov parameters of (3.1.1) and the corresponding approximation problem is known as partial realization [21]. For $s_{0}$, the approximation problem reduces to the padé approximation problem [30]. For an arbitrary complex number $s_{0} \neq 0$, the moment matching approximation of the problem of rational interpolation or shifted Padé approximation that has been considered in [23]. Apart from a single interpolation point one can construct a reduced-order system with the transfer function $\mathbf{H}_{r}(s)$ that matches $\mathbf{H}(s)$ at multiple points $\left\{s_{0}, s_{1}, \cdots, s_{k}\right\}$. Such as approximation is called a multi-point Padé approximation or a rational interpolant [30].

### 3.2.1 Limitation of conventional MOR methods

In this Section, we discuss the limitations of conventional MOR methods. We note that for some special cases conventional MOR methods can be used to reduce higher index DAEs and lead to accurate reduced-order models. But in general, conventional MOR methods may not always lead to accurate reduced-order models, so one has to be very careful. Using conventional MOR methods may lead to reduced-order models which lead to wrong solutions or they are very difficult to solve numerically especially those with index higher than one. This is illustrated in Example 3.2.1 and 3.2.2.

Example 3.2.1 This example originates from [2]. Consider an index-2 DAE of the form (3.1.1) with system matrices

$$
\mathbf{E}=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \quad \mathbf{A}=\left(\begin{array}{rrrrr}
-4 & 2 & -1 & 1 & 0.5 \\
1 & -1 & 1 & 0 & -0.5 \\
-1 & 1 & 0 & 1 & 0 \\
1.25 & 2.25 & 0 & -4 & 1 \\
-0.5 & -0.5 & 0 & 1 & 0
\end{array}\right), \quad \mathbf{C}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
1 \\
0
\end{array}\right) .
$$

This system is solvable since the polynomial $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})=2 \lambda+3$ does not vanish identically and in addition, we assume that input function $\mathbf{u}$ is differentiable in the desired
time interval and $\boldsymbol{x}(0)$ is a consistent initial condition. In this example we consider two different cases of control input matrix $\mathbf{B}$ with input data $\mathbf{u}(t)=\cos (t)$.
(i) If $\mathbf{B}=\left(\begin{array}{lllll}-1 & 0 & 0 & 0 & 0\end{array}\right)^{\mathrm{T}}$, then the consistent initial condition is given by

$$
\boldsymbol{x}(0)=\left(\begin{array}{lllll}
3 & 1 & -4 & 2 & -1
\end{array}\right)^{\mathrm{T}} \boldsymbol{x}_{2}(0)+\left(\begin{array}{lllll}
0 & 0 & -\frac{1}{2} & 0 & -\frac{1}{2}
\end{array}\right)^{\mathrm{T}} \mathbf{u}(0),
$$

where $\boldsymbol{x}_{2}(0)$ can be chosen arbitrary. We then apply the PRIMA method [49] on the DAE. Using $s_{0}=0$ as the expansion point. We were able to obtain a reduced-order model of dimension 3. We observed that the reduced-order model is an ODE. We compared the transfer function of the original model with that of the reduced-order model. We observed that the transfer functions coincide with a very small approximation error as shown in Figure 3.1. Then, we numerically solved the reduced-order model and the


Figure 3.1: Comparison of the transfer function and error.
original DAE model using the Matlab software implicit ODE solver ode15s. We observed that the solution of the original model coincides with that of the reduced-order model (PRIMA model) as shown in Figure 3.2. Thus, the PRIMA model is a good reduced-order model for the original model since the reduced-order model leads to accurate solutions with ease.


Figure 3.2: Comparison of the solutions
(ii) If $\mathbf{B}=\left(\begin{array}{lllll}0 & 0 & 0 & 0 & -1\end{array}\right)^{\mathrm{T}}$, then the consistent initial condition is given by

$$
\boldsymbol{x}(0)=\left(\begin{array}{lllll}
3 & 1 & -4 & 2 & -1
\end{array}\right)^{\mathrm{T}} \boldsymbol{x}_{2}(0)+\left(\begin{array}{lllll}
2 & 0 & -\frac{5}{4} & 2 & \frac{7}{2}
\end{array}\right)^{\mathrm{T}} \mathbf{u}(0)+\left(\begin{array}{lllll}
0 & 0 & 0 & 0 & 1
\end{array}\right)^{\mathrm{T}} \mathbf{u}^{\prime}(0)
$$

where $\boldsymbol{x}_{2}(0)$ can be chosen arbitrary, for our case we chose $\boldsymbol{x}_{2}(0)=-0.5$. Using the same expansion point as before we obtain a reduced-order model of dimension 3. Still the PRIMA method leads to a ODE reduced-order model and also for this case the transfer function of the original model coincides with that of the reduced-order model with very small approximation error as shown in Figure 3.3. We also numerically solved


Figure 3.3: Comparison of the transfer function and error.
the reduced-order model using the Matlab software implicit ODE solver ode15s. We
observed that the reduced-order model leads to a good solution, provided the absolute error tolerance is greater than $10^{-2}\left(\mathrm{AbsTol}>10^{-2}\right)$ otherwise the implicit ODE solver fails after a few time-steps. For more details of the choice of AbsTol the reader should refer to the MATLAB documentation. In Figure 3.4, we compare the solutions of the reduced-order model and the original model at different choices of absolute error tolerances. We can observe that the solutions of the PRIMA reduced-order model coincides with that of the original model when the absolute error tolerance is greater than $10^{-2}$ in this given time interval. We note that different Matlab software implicit ODE solvers can have different limits but all fails if you use very small absolute error tolerance. However, if one uses the backward Euler method this difficulty is not visible. Hence for this case one should always use the low order implicit integration techniques instead of the the higher order techniques.


Figure 3.4: Comparison of the solutions at different absolute error tolerances

Example 3.2.1 illustrates that using conventional MOR methods on higher index DAEs may lead to less accurate reduced-order models. This is due to the fact that the consistent initial condition $\boldsymbol{x}_{0}$ in this example depends on $\mathbf{u}$ and its derivative, while in the former it only depends on $\mathbf{u}$. In the previous Chapter, we have already discussed that conventional MOR methods always assume that $\mathbf{E x}(0)=0$, but this assumption is not valid for DAEs, since we do not have enough freedom to choose the initial condition because of the hidden constraints. Making this assumption, implies that some mathematical information of the original DAE is not inherited in the reduced-order system. However, they are some special cases where assuming $\mathbf{E x}(0)=0$ does not affect the conventional methods. One
of the special cases is if the consistent initial condition $\boldsymbol{x}(0)$ of the DAEs only depends on $\mathbf{u}$, as illustrated in Example 3.2.1(i). In the previous example, we have discussed that the difficult of solving the reduced order model from conventional MOR methods can be avoided by using lower order implicit integration techniques such as the backward Euler method. However, this remedy only works for some special cases. For worst case scenario the reduced-order model may be unsolvable if one applies conventional MOR methods on higher index DAEs as illustrated in the next example.

Example 3.2.2 In this example, we use the generator model originating from [20], as described in Figure 3.5. In this model: The input function is the angle $\phi_{\text {in }}$ on the left


Figure 3.5: A model of a generator
axis. This axis is connected to a rotating mass with inertia $J$ which is rotated at an angle $\phi$ and rotates with the angular velocity $\omega$. The torque acting on the left side of the mass is $M_{1}$ and the torque on the right side is $M_{2}$. The mass is then connected to a second axis which is connected to the actual generator. The variables describing the second axis and the electrical quantities are then assumed to depend on each other according to $M_{2}=k \mathrm{I}$ and $\mathbf{u}_{1}=k \omega$ for some constant $k$. The rest of the electrical circuit consists of two resistors and one inductor. The measured output is the voltage $\mathbf{u}_{4}$. This model leads to an index-3 DAE of the form (3.1.1) with system matrices

$$
\mathbf{E}=\left(\begin{array}{lllllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{3.2.3}\\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & J & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & L & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \mathbf{A}=\left(\begin{array}{rrrrrrrrr}
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & k & 0 & 0 & 0 & 0 \\
0 & 0 & k & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & R_{1} & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & R_{2} & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & -1 & 1 & 1 & 1
\end{array}\right), \mathbf{B}=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right), \mathbf{C}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right),
$$

and $\boldsymbol{x}=\left(\begin{array}{llllllll}M_{1} & M_{2} & \omega & \phi & \text { I } & \mathbf{u}_{1} & \mathbf{u}_{2} & \mathbf{u}_{3}\end{array} \mathbf{u}_{4}\right)^{\mathrm{T}}, \quad \mathbf{u}=\phi_{i n}$. This system is solvable since $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})=-R_{1}-R_{2}-\lambda L$ does not vanish identically. Letting $J=1, k=-1, R_{1}=1$, $R_{2}=1, L=1$ and using $s_{0}=0$ as the expansion point, we are able to construct the
orthonormal basis matrix $\mathbf{V}_{r}$ using the PRIMA method. We then used this $\mathbf{V}_{r}$ to construct PRIMA reduced-order model of (3.2.3) given by

$$
\begin{align*}
& \mathbf{E}_{r}=\left(\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
-0.2774 & 0.4615 & -0.1155 & 0.0665 \\
-0.0595 & -0.2227 & 0.0557 & -0.0321 \\
-0.2637 & -0.1197 & 0.0299 & -0.0172
\end{array}\right), \mathbf{A}_{r}=\left(\begin{array}{rrrr}
0 & 0 & 0 & 0 \\
-0.2774 & 0.1538 & -0.7175 & 0 \\
-0.8326 & 0.0330 & 0.2944 & -0.0278 \\
0.4795 & 0.1463 & 0.0962 & -0.0483
\end{array}\right), \\
& \mathbf{B}_{r}=\left(\begin{array}{lllll}
0 & 0.2774 & 0.8326 & -0.4795
\end{array}\right)^{\mathrm{T}}, \text { and } \mathbf{C}_{r}=\left(\begin{array}{llll}
0 & 0.2774 & 0.0595 & 0.2637
\end{array}\right)^{\mathrm{T}} . \tag{3.2.4}
\end{align*}
$$

We can see that the original model is reduced to dimension 4. The next step is to check the validity of the derived reduced-order model. Unfortunately the reduced-order model leads to a singular matrix pencil since $\operatorname{det}\left(\lambda \mathbf{E}_{r}-\mathbf{A}_{r}\right)=0$. Thus, the reduced-order model is unsolvable even if the original system is solvable. Hence, we cannot use the conventional MOR methods to reduce the DAE (3.2.3). If we look closely at the Krylov sequence $\mathcal{V}=\left\{\mathbf{R}, \mathbf{M R}, \mathbf{M}^{2} \mathbf{R}, \cdots, \mathbf{M}^{8} \mathbf{R}\right\}$, where $\mathbf{M}=-\mathbf{A}^{-1} \mathbf{E}$ and $\mathbf{R}=-\mathbf{A}^{-1} \mathbf{B}$ generated by the PRIMA method. We observe that the sequence can be written as $\mathcal{V}=\left\{\mathcal{V}_{1}, \mathcal{V}_{1}\right\}$, where $\mathcal{V}_{1}=\left\{\mathbf{R}, \mathbf{M R}, \mathbf{M}^{2} \mathbf{R}\right\}$ and $\mathcal{V}_{2}=\left\{\mathbf{M}^{3} \mathbf{R}, \frac{1}{2} \mathbf{M}^{3} \mathbf{R}, \frac{1}{2^{2}} \mathbf{M}^{3} \mathbf{R}, \frac{1}{2^{3}} \mathbf{M}^{3} \mathbf{R}, \frac{1}{2^{4}} \mathbf{M}^{3} \mathbf{R}, \frac{1}{2^{5}} \mathbf{M}^{3} \mathbf{R}\right\}$ is a geometric sequence with common ratio $\frac{1}{2}$ and $\mathbf{M}^{3} \mathbf{R}$ as the starting term. Thus, the Krylov subspace $\mathcal{K}_{9}(\mathbf{M}, \mathbf{R})$ has a maximum dimension $4<9$. But this information does not tell us why the PRIMA method lead to an unsolvable reduced-order model. Hence more research is still need in this direction.

From the above examples, we have seen that not always we can reduce DAEs using conventional MOR methods and lead to accurate reduced-order models. So one has to be very careful when applying conventional MOR methods on DAEs. We note that this limitation is not just on PRIMA method but also other MOR methods developed specifically for ODEs such as the interpolatory model reduction, see [25]. This observation has lead to the development of new MOR methods specifically for DAEs, see [17, 18, 25, 32, 45] and to some extent the modification of the existing MOR methods for ODEs, see [25,45]. Most of these recently developed methods are application based and some are more general such as [25,45]. In the next section, we briefly discuss some of these methods.

### 3.3 Recent MOR methods for DAEs

In this Section, we discuss the recently developed MOR methods specifically for DAEs. All these methods find the way of manipulating the index of the DAEs. As we have already discussed in the previous Chapter that the index of the DAE is the source of difficult of both reducing and solving DAEs. Earlier developed methods focused on index reduction than preserving the index of the DAE, but this is very dangerous since it may lead to loss of the important mathematics properties of the DAE. Other earlier methods developed were application specific, see $[17,18]$ and cannot be used on general DAEs. The main characteristics of these methods is to extract differential equations from original DAEs and then apply the conventional MOR methods.

### 3.3.1 Kron reduction method

There are systematic ways to extract several sets of ODEs from the original DAEs. The algebraic variables are excluded from the DAE, e.g., using Kron reduction [14]. According to [13], the Kron reduction can be demonstrated as follows. Consider a linear DAE (3.1.1a), where the variable $\boldsymbol{x}$ is partitioned into the state variables $\boldsymbol{x}_{1}$ and algebraic variables, $\boldsymbol{x}_{2}$. Then (3.1.1a) can be rewritten as:

$$
\left(\begin{array}{cc}
\mathbf{E}_{11} & \mathbf{0}  \tag{3.3.1}\\
\mathbf{0} & \mathbf{0}
\end{array}\right)\binom{\boldsymbol{x}_{1}}{\boldsymbol{x}_{2}}^{\prime}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right)\binom{\boldsymbol{x}_{1}}{\boldsymbol{x}_{2}}+\binom{\mathbf{B}_{1}}{\mathbf{B}_{2}} \boldsymbol{u}(t)
$$

Assuming $\mathbf{A}_{22}$ and $\mathbf{E}_{11}$ is nonsingular, we can then eliminate the algebraic variables leading to a differential equation given by

$$
\mathbf{E}_{11} \boldsymbol{x}_{1}^{\prime}=\left[\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{A}_{22}^{-1} \mathbf{A}_{21}\right] \boldsymbol{x}_{1}+\left[\mathbf{B}_{1}-\mathbf{A}_{22} \mathbf{B}_{2}\right] \boldsymbol{u}(t)
$$

Then the algebraic variables $\boldsymbol{x}_{2}$ can be obtained from the state variables $\boldsymbol{x}_{1}$ and the input function $\boldsymbol{u}(t)$ using $\boldsymbol{x}_{2}=-\mathbf{A}_{22}^{-1} \mathbf{A}_{21} \boldsymbol{x}_{1}-\mathbf{A}_{22}^{-1} \mathbf{B}_{2} \boldsymbol{u}(t)$. According to [13], the above step is called the Kron reduction. The main idea is transforming a DAE into an ODE. This procedure can be viewed as an index reduction procedure. In the recent publications $[17,18]$ the same approach has been used to reduce the index of the DAEs from power systems. If we also partition $\mathbf{C}$ as $\mathbf{C}=\left(\mathbf{C}_{1}^{\mathrm{T}} \mathbf{C}_{2}^{\mathrm{T}}\right)^{\mathrm{T}}$, we can further transform a DAE into
an ODE given by

$$
\begin{align*}
\hat{\boldsymbol{x}}^{\prime} & =\hat{\mathbf{A}} \hat{\boldsymbol{x}}+\hat{\mathbf{B}} \mathbf{u}(t),  \tag{3.3.2a}\\
\boldsymbol{y} & =\hat{\mathbf{C}}^{\mathrm{T}} \hat{\boldsymbol{x}}+\hat{\mathbf{D}}^{\mathrm{T}} \mathbf{u}(t), \tag{3.3.2b}
\end{align*}
$$

where $\hat{\mathbf{A}}=\mathbf{E}_{11}^{-1}\left[\mathbf{A}_{11}-\mathbf{A}_{12} \mathbf{A}_{22}^{-1} \mathbf{A}_{21}\right], \hat{\mathbf{B}}=\mathbf{E}_{11}^{-1}\left[\mathbf{B}_{1}-\mathbf{A}_{12} \mathbf{A}_{22}^{-1} \mathbf{B}_{2}\right], \hat{\mathbf{C}}^{\mathrm{T}}=\mathbf{C}_{1}^{\mathrm{T}}-\mathbf{C}_{2}^{\mathrm{T}} \mathbf{A}_{22}^{-1} \mathbf{A}_{21}$ and $\hat{\mathbf{D}}^{\mathrm{T}}=-\mathbf{C}_{2} \mathbf{A}_{22}^{-1} \mathbf{B}_{2}$ and $\hat{\boldsymbol{x}}=\boldsymbol{x}_{1}$. Then the conventional MOR methods can be used to further reduce system (3.3.2). We can observe that algebraic part is not reduced, it is rather just hidden. Unfortunately it is not always possible to transform (3.1.1a) into (3.3.1), hence this approach is much restricted on index-1 DAEs. Moreover, the numerical solutions of the index-reduced problems will most likely suffer from the so called "drift off" effect, see [26]. Hence this approach cannot be applied on general DAEs.

### 3.3.2 Balanced truncation method for DAEs

Balanced truncation MOR method is one of the conventional MOR methods which have been extended or modified to be able to reduce DAEs, see [45]. If we assume $\mathbf{E}=\mathrm{I}$ the balanced truncation method makes use of two Lyapunov equations,

$$
\begin{equation*}
\mathbf{A} \mathcal{P}+\mathcal{P} \mathbf{A}^{\mathrm{T}}=-\mathbf{B} \mathbf{B}^{\mathrm{T}}, \quad \mathbf{A}^{\mathrm{T}} \mathbf{Q}+\mathbf{Q} \mathbf{A}=-\mathbf{C} \mathbf{C}^{\mathrm{T}} \tag{3.3.3}
\end{equation*}
$$

The solutions $\mathcal{P} \in \mathbb{R}^{n \times n}$ and $Q \in \mathbb{R}^{n \times n}$ of these equations are called the controllability and observability Gramians, respectively. The balanced truncation method consists of transforming the state space system into a balanced form whose controllability and observability Gramians become diagonal and equal, together with a truncation of those states that are both difficult to reach and observe. This method is one of few well known method which fulfills almost all goals of model order reduction, moreover even the existence of a priori computable error bound that allows an adaptive choice of the state space dimension $r$ of the reduced model depending on how accurate the approximation is needed. The main drawback of the balanced truncation used to be that the two matrix Lyapunov equations (3.3.3) have to be solved, followed by an SVD and that both steps are computationally very expensive, since they require $O\left(n^{2}\right)$ storage and $O\left(n^{3}\right)$ flops [3]. However, recently a low rank approximations to the solutions of Lyapunov equations make the balanced truncation model reduction approach attractive to large
scale systems [45]. In [45], they extended the balanced truncation method to descriptor system or DAEs, i.e., $\mathbf{E}$ is singular, using spectral projectors. This is done as follows: From (2.3.5), there exist nonsingular matrices $\mathbf{P}$ and $\mathbf{Q}$ such that

$$
\mathbf{E}=\mathbf{P}^{-1}\left(\begin{array}{ll}
\mathbf{I} & \mathbf{0}  \tag{3.3.4}\\
\mathbf{0} & \mathbf{N}
\end{array}\right) \mathbf{Q}^{-1}, \quad \mathbf{A}=\mathbf{P}^{-1}\left(\begin{array}{ll}
\mathbf{J} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}
\end{array}\right) \mathbf{Q}^{-1}
$$

where matrices $\mathbf{J}$ and $\mathbf{N}$ are defined as in Theorem 2.3.2. In [45], they used these nonsingular matrices to construct the spectral projectors given by

$$
\mathbf{P}_{r}=\mathbf{Q}\left(\begin{array}{cc}
\mathrm{I}_{n_{f}} & \mathbf{0}  \tag{3.3.5}\\
\mathbf{0} & \mathbf{0}
\end{array}\right) \mathbf{Q}^{-1} \quad \text { and } \quad \mathbf{P}_{l}=\mathbf{P}\left(\begin{array}{rr}
\mathrm{I}_{n_{f}} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right) \mathbf{P}^{-1}
$$

onto the right and left deflating subspaces, respectively of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ corresponding to the finite eigenvalues. It has been proven in [62] that the proper controllability and observability Gramians are unique symmetric, positive definite solutions of the projected generalized continuous-time Lyapunov equations

$$
\begin{array}{ll}
\mathbf{E} \mathcal{G}_{p c} \mathbf{A}^{\mathrm{T}}+\mathbf{A} \mathcal{G}_{p c} \mathbf{E}^{\mathrm{T}}=-\mathbf{P}_{l} \mathbf{B} \mathbf{B}^{\mathrm{T}} \mathbf{P}_{l}^{\mathrm{T}}, & \mathcal{G}_{p c}=\mathbf{P}_{r} \mathcal{G}_{p c} \mathbf{P}_{r}^{\mathrm{T}} \\
\mathbf{E}^{\mathrm{T}} \mathcal{G}_{p o} \mathbf{A}+\mathbf{A}^{\mathrm{T}} \mathcal{G}_{p o} \mathbf{E}=-\mathbf{P}_{r} \mathbf{C C}^{\mathrm{T}} \mathbf{P}_{r}^{\mathrm{T}}, & \mathcal{G}_{p o}=\mathbf{P}_{l}^{\mathrm{T}} \mathcal{G}_{p o} \mathbf{P}_{l} \tag{3.3.7}
\end{array}
$$

Also, the improper controllability and observability Gramians are unique symmetric, positive definite solutions of the projected generalized discrete-time algebraic Lyapunov equations

$$
\begin{align*}
& \mathbf{A} \mathcal{G}_{i c} \mathbf{A}^{\mathrm{T}}-\mathbf{E} \mathcal{G}_{i c} \mathbf{E}^{\mathrm{T}}=\left(\mathrm{I}-\mathbf{P}_{l}\right) \mathbf{B} \mathbf{B}^{\mathrm{T}}\left(\mathrm{I}-\mathbf{P}_{l}\right)^{\mathrm{T}},  \tag{3.3.8}\\
& \mathbf{P}_{r} \mathcal{G}_{i c} \mathbf{P}_{r}^{\mathrm{T}}=0,  \tag{3.3.9}\\
& \mathbf{A}^{\mathrm{T}} \mathcal{G}_{i o} \mathbf{A}-\mathbf{E}^{\mathrm{T}} \mathcal{G}_{i o} \mathbf{E}=\left(\mathrm{I}-\mathbf{P}_{r}\right)^{\mathrm{T}} \mathbf{C} \mathbf{C}^{\mathrm{T}}\left(\mathrm{I}-\mathbf{P}_{r}\right),
\end{align*} \mathbf{P}_{l}^{\mathrm{T}} \mathcal{G}_{i o} \mathbf{P}_{l}=0 .
$$

Similarly as in standard state space systems or ODEs, the controllability and observability Gramians can be used to define Hankel singular values for the descriptor system (3.1.1) that are of great importance in model reduction via balanced truncation, see [45] for more details about this method. From this point, we can observe that for the case of DAEs one needs to solve four Lyapunov equations (3.3.6), (3.3.7), (3.3.8) and (3.3.9). This means that the computational effort has now doubled and moreover in Chapter 2, we have already discussed that computing the Kronecker canonical form in finite precision arithmetic is, in general, an ill-conditioned problem. Hence numerical computational of
spectral projectors (3.3.5) may not be feasible for general DAEs. However, for some structured problems arising in circuit simulation, multibody systems and computational fluid dynamics, these projectors can be constructed in an explicit form that significantly reduces the computation complexity of the balanced truncation method for DAEs. Consider the matrices $\mathcal{G}_{p c} \mathbf{E}^{\mathrm{T}} \mathcal{G}_{p o} \mathbf{E}$ and $\mathcal{G}_{i c} \mathbf{A}^{\mathrm{T}} \mathcal{G}_{i o} \mathbf{A}$. According to [45], these matrices play the same role for DAEs as the product of controllability and observability Gramians for standard state space systems. Since the proper and improper controllability and observability Gramians are symmetric and positive semidefinite, there exist Cholesky factorizations

$$
\begin{equation*}
\mathcal{G}_{p c}=\mathbf{R}_{p} \mathbf{R}_{p}^{\mathrm{T}}, \quad \mathcal{G}_{p o}=\mathbf{L}_{p} \mathbf{L}_{p}^{\mathrm{T}}, \quad \mathcal{G}_{i c}=\mathbf{R}_{i} \mathbf{R}_{i}^{\mathrm{T}}, \quad \mathcal{G}_{i o}=\mathbf{L}_{i} \mathbf{L}_{i}^{\mathrm{T}}, \tag{3.3.10}
\end{equation*}
$$

where the matrices $\mathbf{R}_{p}, \mathbf{L}_{p}, \mathbf{R}_{i}, \mathbf{L}_{i} \in \mathbb{R}^{n \times n}$ are Cholesky factors of the Gramians. In this case the proper Hankel singular values of system (3.1.1) can be computed as the $n_{f}$ largest singular values of the matrix $\mathbf{L}_{p}^{\mathrm{T}} \mathbf{E R}$, and the improper Hankel singular values of (3.1.1) are the $n_{\infty}$ largest singular values of the matrix $\mathbf{L}_{i}^{\mathrm{T}} \mathbf{A R}$. The square roots of the largest $n_{f}$ eigenvalues of the matrix $\mathcal{G}_{p c} \mathbf{E}^{\mathrm{T}} \mathcal{G}_{p o} \mathbf{E}$ denoted by $\zeta_{j}$, are called the proper Hankel singular values of the continuous-time DAE (3.1.1). The square roots of the largest $n_{\infty}$ eigenvalues of the matrix $\mathcal{G}_{i c} \mathbf{A}^{\mathrm{T}} \mathcal{G}_{i o} \mathbf{A}$, denoted by $\theta_{j}$, are called the improper Hankel singular values of the system (3.1.1). $n_{f}$ and $n_{\infty}$ are the dimensions of the deflating subspaces of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ corresponding to the finite and infinite eigenvalues, respectively. Assume that the proper and improper Hankel singular values are order decreasingly, i.e., $\zeta_{1} \geq \zeta_{2} \geq \cdots \geq \zeta_{n_{f}} \geq 0$ and $\theta_{1} \geq \theta_{2} \geq \cdots \geq \theta_{n_{\infty}} \geq 0$.

Definition 3.3.1 ([45]) A realization $[\mathbf{E}, \mathbf{A}, \mathbf{B}, \mathbf{C}]$ of the transfer function $\mathbf{H}(s)$ is called balanced if

$$
\mathcal{G}_{p c}=\mathcal{G}_{p o}=\left(\begin{array}{ll}
\Sigma & 0 \\
0 & 0
\end{array}\right) \quad \text { and } \quad \mathcal{G}_{i c}=\mathcal{G}_{i o}=\left(\begin{array}{ll}
0 & 0 \\
0 & \Theta
\end{array}\right) \text {, }
$$

where $\Lambda=\operatorname{diag}\left(\zeta_{1}, \ldots, \zeta_{n_{f}}\right)$ and $\Theta=\operatorname{diag}\left(\theta_{1}, \ldots, \theta_{n_{\infty}}\right)$.

According to [45], for a minimal realization $[\mathbf{E}, \mathbf{A}, \mathbf{B}, \mathbf{C}]$ with a c-stable matrix pencil $\lambda \mathbf{E}-\mathbf{A}$, it is possible to find nonsingular transformation matrices $\mathbf{W}_{b}$ and $\mathbf{T}_{b}$ such that the transformed realization $\left[\mathbf{W}_{b}^{\mathrm{T}} \mathbf{E T}_{b}, \mathbf{W}_{b}^{\mathrm{T}} \mathbf{A T}_{b}, \mathbf{W}_{b}^{\mathrm{T}} \mathbf{B}, \mathbf{C}^{\mathrm{T}} \mathbf{T}_{b}\right]$ is balanced. These matrices
are given by

$$
\mathbf{W}_{b}=\left[\begin{array}{ll}
\mathbf{L}_{p} \mathbf{U}_{p} \Sigma^{-1 / 2}, & \left.\mathbf{L}_{i} \mathbf{U}_{i} \Theta^{-1 / 2}\right], \mathbf{T}_{b}=\left[\mathbf{R}_{p} \mathbf{V}_{p} \Sigma^{-1 / 2}, \quad \mathbf{R}_{i} \mathbf{V}_{i} \Theta^{-1 / 2}\right. \tag{3.3.11}
\end{array}\right] .
$$

Observe, however, as for the ODEs, the balancing transformation for DAEs is not unique [45]. It should also be noted that for the matrices $\mathbf{W}_{p}$ and $\mathbf{T}_{b}$ as in (3.3.11), we have

$$
\begin{align*}
& \mathbf{E}_{b}=\mathbf{W}_{b}^{\mathrm{T}} \mathbf{E T}_{b}=\left(\begin{array}{cc}
\mathrm{I}_{n_{f}} & \mathbf{0} \\
\mathbf{0} & \mathbf{E}_{2}
\end{array}\right), \quad \mathbf{A}_{b}=\mathbf{W}_{b}^{\mathrm{T}} \mathbf{A T}_{b}=\left(\begin{array}{cc}
\mathbf{A}_{1} & \mathbf{0} \\
\mathbf{0} & \mathrm{I}_{n_{\infty}}
\end{array}\right), \\
& \mathbf{B}_{b}=\mathbf{W}_{b}^{\mathrm{T}} \mathbf{B}=\binom{\mathbf{B}_{1}}{\mathbf{B}_{2}}, \quad \mathbf{C}_{b}=\mathbf{T}_{b}^{\mathrm{T}} \mathbf{C}=\binom{\mathbf{C}_{1}}{\mathbf{C}_{2}}, \tag{3.3.12}
\end{align*}
$$

where the matrix $\mathbf{E}_{2}=\Theta^{-1 / 2} \mathbf{U}_{i}^{\mathrm{T}} \mathbf{L}_{i}^{\mathrm{T}} \mathbf{E} \mathbf{R}_{i} \mathbf{V}_{i} \Theta^{-1 / 2}$ is nilpotent and the matrix $\mathbf{A}_{1}=\Sigma^{-1 / 2} \mathbf{U}_{p}^{\mathrm{T}} \mathbf{L}_{p}^{\mathrm{T}} \mathbf{A} \mathbf{R}_{p} \mathbf{V}_{p} \Sigma^{-1 / 2}$ is nonsingular. Thus, the pencil $\lambda \mathbf{E}_{b}-\mathbf{A}_{b}$ of a balanced DAE is in a form that resembles the Weierstraß-Kronecker canonical form discussed in Section 2.3.3. We can observe that the balanced DAE (3.3.12) can be decoupled into differential and algebraic parts. These two parts can then be reduced separately. For the balanced system (3.3.12), the differential states related to the small proper Hankel singular values $\Sigma$ are difficult to reach and to observe at the same time. The truncation of these states essentially does not change system properties [45] and reduces the order of the differential part. Unfortunately, this does not hold for the improper Hankel singular values. If we truncate the algebraic states that correspond to the small non-zero improper Hankel singular values, then the pencil of the reduced-order system may get finite eigenvalues in the closed right half-plane, see [36]. In this case the approximation may be inaccurate. According to [45], reducing the order of the algebraic subsystem of system (3.3.12) is equivalent to the balanced model reduction of the discrete-time system

$$
\begin{aligned}
\xi_{k+1} & =\mathbf{E}_{2} \xi_{k}+\mathbf{B}_{2} \mathbf{u}_{k}, \\
y_{2, k} & =\mathbf{C}_{2} \xi_{k} .
\end{aligned}
$$

The Hankel singular values of this system are just the improper Hankel singular values of (3.1.1), see [45]. Since we truncate only the states corresponding to the zero improper Hankel values, the polynomial part of the transfer function $\mathbf{H}(s)$ of the reduced and original model are equal and the index of the system is equal to the degree of the polynomial part plus one. In this case the error system is strictly proper, and we have the
following $\mathbb{H}_{\infty}-$ norm error bound [45]

$$
\left\|\mathbf{H}(s)-\mathbf{H}_{r}(s)\right\|_{\mathbb{H}_{\infty}} \leq 2\left(\zeta_{\ell_{f}+1}+\cdots+\zeta_{n_{f}}\right) .
$$

Existence of the error bound is an important property of the balanced truncation model reduction approach for DAEs. It makes this approach preferable compared, for instance, to moment matching techniques [45]. However the balanced truncation model reduction approach for DAEs is computationally very expensive and it relies on WeierstraßKronecker canonical form to construct the spectral projectors (3.3.5). This limits its application to DAEs with special structure. Hence alternative procedures are required to decouple the DAE more efficiently.

### 3.3.3 Interpolatory projection method for DAEs

In this Section, we discuss the interpolatory projection method which was extended in order to reduce DAEs of the form (3.1.1) accurately. This extension is proposed in [25]. Consider the reduced-order model (3.1.2) with system matrices

$$
\begin{equation*}
\mathbf{E}_{r}=\mathbf{W}^{\mathrm{T}} \mathbf{E V}, \mathbf{A}_{r}=\mathbf{W}^{\mathrm{T}} \mathbf{A V}, \mathbf{B}_{r}=\mathbf{W}^{\mathrm{T}} \mathbf{B} \quad \text { and } \quad \mathbf{C}_{r}=\mathbf{V}^{\mathrm{T}} \mathbf{C}, \tag{3.3.13}
\end{equation*}
$$

where the $n \times r$ projection matrices $\mathbf{V}$ and $\mathbf{W}$ determine the subspaces of interest and can be computed in many different ways depending on the model order reduction method. According to [25], in the projection-based interpolatory model reduction methods, the choice of $\mathbf{V}$ and $\mathbf{W}$ enforces certain tangential interpolation of the transfer function $\mathbf{H}(s)$. In [25], they stress that extending interpolatory model order reduction from standard state space systems with $\mathbf{E}=$ I to descriptor systems (DAEs) with singular $\mathbf{E}$ is not as simple as replacing I by $\mathbf{E}$. This is illustrated in [25], by example showing that the naive approach may lead to a poor approximation with an unbounded error $\mathbf{H}(s)-\mathbf{H}_{r}(s)$ although the classical interpolatory subspace conditions are satisfied. According to [25], the reason is simple, even though $\mathbf{E}$ is singular, $\mathbf{E}_{r}$ may genetically be a nonsingular matrix . Then the transfer function $\mathbf{H}_{r}(s)$ of the reduced-order model (3.3.1) is proper, although $\mathbf{H}(s)$ might be improper. In this case $\mathbf{H}(s)$ can be decomposed as $\mathbf{H}(s)=\mathbf{H}_{s p}(s)+\mathcal{P}(s)$, where $\mathbf{H}_{s p}(s)$ and $\mathcal{P}(s)$ denote the strictly proper and the polynomial parts of $\mathbf{H}(s)$, respectively. Hence, special care needs to be taken in order to match the polynomial part of $\mathbf{P}(s)$. This agrees with our observation in Section 2.3.4.

In [25], they modified the classical interpolatory subspace condition in order to enforce bounded error using spectral projectors, see [25] for more details. In their modified interpolatory subspace condition they ensured that the polynomial part of $\mathbf{H}_{r}(s)$ has to match $\mathbf{P}(s)$ exactly. Based on the literature from [25], the interpolatory projection methods for descriptor systems which we call DAEs in this thesis is briefly discussed as follows. In order to have bounded $\mathcal{H}_{2}$ and $\mathcal{H}_{\infty}$ errors, the polynomial part of $\mathbf{H}_{r}(s)$ has to match the polynomial part of $\mathbf{H}(s)$ exactly, see [25]. They enforced that the transfer function $\mathbf{H}_{r}(s)$ of the reduced order model (3.3.13) to have the decomposition $\mathbf{H}_{r}(s)=\mathbf{H}_{s p_{r}}(s)+\mathcal{P}_{r}(s)$ with $\mathcal{P}_{r}(s)=\mathcal{P}(s)$. This implies that the error transfer function does not contain a polynomial part, i.e.,

$$
\mathbf{H}_{e r r}(s)=\mathbf{H}(s)-\mathbf{H}_{r}(s)=\mathbf{H}_{s p}(s)-\mathbf{H}_{s p_{r}}(s)
$$

is strictly proper meaning $\lim _{s \rightarrow \infty} \mathbf{H}_{\text {err }}(s)=0$. Clearly if $\mathbf{H}_{s p_{r}}(s)$ interpolates $\mathbf{H}_{s p}(s)$, we can be able to enforce that $\mathbf{H}_{r}(s)$ interpolates $\mathbf{H}(s)$. According to [25], the spectral projectors $\mathbf{P}_{l}$ and $\mathbf{P}_{r}$ as defined in (3.3.5) plays a vital role in interpolatory-based model reduction. This lead to the following theorem that provides the projection matrices $\mathbf{W}$ and $\mathbf{V}$ satisfying subspace conditions such that the reduced-order model $\mathbf{H}_{r}(s)$ obtained by projections as in (3.3.13) will not only satisfy the interpolation conditions but also match the polynomial part of $\mathbf{H}(s)$.

Theorem 3.3.1 ([25]) Given a full-order model $\mathbf{H}(s)=\mathbf{C}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}+\mathbf{D}$, define $\mathbf{P}_{l}$ and $\mathbf{P}_{r}$ to be the spectral projectors onto the left and right deflating subspaces of the matrix pencil $\lambda \mathbf{E}-\mathbf{A}$ corresponding to the finite eigenvalues. Let the columns of $\mathbf{W}_{\infty}$ and $\mathbf{V}_{\infty}$ span the left and right deflating subspaces of $\lambda \mathbf{E}-\mathbf{A}$ corresponding to the eigenvalue at infinity. Let $\sigma, \mu \in \mathbb{C}$ be interpolation points such that $s \mathbf{E}-\mathbf{A}$ and $s \mathbf{E}_{r}-\mathbf{A}_{r}$ are nonsingular for $s=\sigma, \mu$ and let $\mathbf{b} \in \mathbb{C}^{m}$ and $\mathbf{c} \in \mathbb{C}^{\ell}$. Define $\mathbf{V}_{f}$ and $\mathbf{W}_{f}$ such that

$$
\begin{aligned}
\operatorname{Im}\left(\mathbf{V}_{f}\right) & =\operatorname{span}\left\{\left((\sigma \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}\right)^{j-1}(\sigma \mathbf{E}-\mathbf{A})^{-1} \mathbf{P}_{l} \mathbf{B} \mathbf{b}, j=1, \cdots, N\right\}, \\
\operatorname{Im}\left(\mathbf{W}_{f}\right) & =\operatorname{span}\left\{\left((\mu \mathbf{E}-\mathbf{A})^{-1} \mathbf{E}\right)^{j-1}(\mu \mathbf{E}-\mathbf{A})^{-1} \mathbf{P}_{r}^{\mathrm{T}} \mathbf{C}^{\mathrm{T}} \mathbf{c}, j=1, \cdots, M\right\} .
\end{aligned}
$$

Then, with the choice of $\mathbf{W}=\left[\mathbf{W}_{f}, \mathbf{W}_{\infty}\right]$ and $\mathbf{V}=\left[\mathbf{V}_{f}, \mathbf{V}_{\infty}\right]$, the reduced-order model $\mathbf{H}_{r}(s)=\mathbf{C}_{r}\left(s \mathbf{E}_{r}-\mathbf{A}_{r}\right)^{-1} \mathbf{B}+\mathbf{D}_{r}$ obtained via projection as in (3.3.13) satisfies

1. $\mathcal{P}_{r}(s)=\mathcal{P}(s)$,
2. $\mathbf{H}^{(\ell)}(\sigma) \mathbf{b}=\mathbf{H}_{r}^{(\ell)}(\sigma) \mathbf{b}$ for $\ell=0,1, \cdots, N-1$,
3. $\mathbf{c}^{\mathrm{T}} \mathbf{H}^{(\ell)}(\mu)=\mathbf{c}^{\mathrm{T}} \mathbf{H}_{r}^{(\ell)}(\sigma)$ for $\ell=0,1, \cdots, M-1$.

If $\sigma=\mu$, we have, additionally, $\mathbf{c}^{\mathrm{T}} \mathbf{H}^{(\ell)}(\mu) \mathbf{b}=\mathbf{c}^{\mathrm{T}} \mathbf{H}_{r}^{(\ell)}(\sigma) \mathbf{b}$ for $\ell=0, \cdots, M+N+1$.
The proof of this theorem can be found in [25]. In this proof, they were able to show that the matrices of the reduced-order model (3.3.13) have the form

$$
\begin{align*}
& \mathbf{E}_{r}=\left(\begin{array}{cc}
\mathbf{W}_{f}^{\mathrm{T}} \mathbf{E} \mathbf{V}_{f} & \mathbf{0} \\
\mathbf{0} & \mathbf{W}_{\infty}^{\mathrm{T}} \mathbf{E} \mathbf{V}_{\infty}
\end{array}\right), \quad \mathbf{A}_{r}=\left(\begin{array}{cc}
\mathbf{W}_{f}^{\mathrm{T}} \mathbf{A} \mathbf{V}_{f} & \mathbf{0} \\
\mathbf{0} & \mathbf{W}_{\infty}^{\mathrm{T}} \mathbf{A \mathbf { V } _ { \infty }}
\end{array}\right), \\
& \mathbf{B}_{r}=\binom{\mathbf{W}_{f}^{\mathrm{T}} \mathbf{B}}{\mathbf{W}_{\infty}^{\mathrm{T}} \mathbf{B}}, \quad \mathbf{C}_{r}=\left(\mathbf{W}_{f}^{\mathrm{T}} \mathbf{C} \quad \mathbf{W}_{\infty}^{\mathrm{T}} \mathbf{C}\right) . \tag{3.3.14}
\end{align*}
$$

From (3.3.14), we can observe that the reduced-order model is decoupled into differential and algebraic part. Also, from Theorem 3.3.1 we can observe that the interpolatory projection method is only applied on the differential part and the algebraic part is unreduced. This makes sense since in [25] , they emphasize the polynomial part of $\mathbf{H}(s)$ and $\mathbf{H}_{r}(s)$ to be exact. The model reduction approach also involves the explicit computation of the spectral projectors (3.3.5), which could be numerically infeasible for general large-scale problems. Hence this limits it application to general DAEs.

### 3.4 MOR methods for algebraic systems

Currently, there is no yet known published MOR method specifically for algebraic systems. However there is a lot of progress made in reducing algebraic systems from electrical networks especially the resistor networks, see $[15,59]$. The underlying method used is the Kron reduction method [32]. This method is used in [15,59], to reduce resistor networks. The basic idea of the Kron reduction method for algebraic systems can be discussed as follows. We note that most of the literature presented in this Section is from [59]. Consider a linear resistor electric network, that is, a network which connects linear resistors and current sources, $\boldsymbol{l}(t) \in \mathbb{R}^{n_{I}}$. The unknowns which describe the network are the node potentials $\boldsymbol{e}(t) \in \mathbb{R}^{n}$. Following the formalism of modified nodal analysis (MNA), we introduce: the incidence matrix $\boldsymbol{A}_{R} \in \mathbb{R}^{n \times n_{G}}$, which describe the branch-node relationships for resistors; the incidence matrix $\boldsymbol{A}_{I} \in \mathbb{R}^{n \times n_{I}}$, which describe this relationship for current sources. Then the model for a resistor network for the unknown $\boldsymbol{v}$ is given by

$$
\begin{equation*}
\boldsymbol{A}_{R} \boldsymbol{G} \boldsymbol{A}_{R}^{\mathrm{T}} \boldsymbol{v}=-\boldsymbol{A}_{I} \boldsymbol{l}, \tag{3.4.1}
\end{equation*}
$$

where $\boldsymbol{G}$ is the conductance matrix. For convenience (3.4.1) can be written as

$$
\begin{equation*}
\mathcal{G} \boldsymbol{v}=\boldsymbol{i}_{i n} \tag{3.4.2}
\end{equation*}
$$

where $\boldsymbol{G}=\boldsymbol{A}_{R} \boldsymbol{G} \boldsymbol{A}_{R}^{\mathrm{T}}$ is symmetric positive semidefinite matrix and $\boldsymbol{i}_{\text {in }}=-\boldsymbol{A}_{\boldsymbol{I}} \boldsymbol{l}$ are in injected node currents. Since currents can only be injected in external nodes, and not in internal nodes of the network, system (3.4.2) can be reordered to obtain the following partitioned structure:

$$
\left(\begin{array}{ll}
\boldsymbol{G}_{11} & \boldsymbol{G}_{12}  \tag{3.4.3}\\
\boldsymbol{G}_{12}^{\mathrm{T}} & \boldsymbol{G}_{22}
\end{array}\right)\binom{\boldsymbol{v}_{e}}{\boldsymbol{v}_{i n}}=\binom{\boldsymbol{b}}{0} \boldsymbol{l}
$$

where $\boldsymbol{v}_{e} \in \mathbb{R}^{n_{e}}$ and $\boldsymbol{v}_{i n} \in \mathbb{R}^{n_{i}}$ are the voltages of external and internal nodes, respectively, and $\boldsymbol{b} \in \mathbb{R}^{n_{e} \times n_{I}}$ is the incidence matrix for the current injections. The next step is to reduce (3.4.3). The most trivial reduction is to eliminate all the internal nodes which are not connected to the external currents which leads to a reduced linear system which is given by

$$
\begin{equation*}
\boldsymbol{G}_{r} \boldsymbol{v}_{r}=\boldsymbol{b} \boldsymbol{\imath} \tag{3.4.4}
\end{equation*}
$$

where $\boldsymbol{G}_{r}=\boldsymbol{G}_{11}-\boldsymbol{G}_{12} \boldsymbol{\mathcal { G }}_{22}^{-1} \boldsymbol{\mathcal { G }}_{12}^{\mathrm{T}} \in \mathbb{R}^{n_{e} \times n_{e}}$ and $\boldsymbol{v}_{r}=\boldsymbol{v}_{e}$. We note that $\boldsymbol{\mathcal { G }}_{r}$ is the Schur compliment of $\boldsymbol{G}_{22}$. Thus the system is reduced from $n$ to $n_{e}$. This is illustrated in the next example.

Example 3.4.1 Consider a resistor network with incidence matrices

$$
\mathbf{A}_{R}=\left(\begin{array}{rrrrrr}
1 & 0 & 0 & 0 & 0 & 0  \tag{3.4.5}\\
-1 & 1 & 0 & 1 & 0 & 0 \\
0 & -1 & -1 & 0 & 1 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & -1
\end{array}\right), \quad \mathbf{A}_{I}=\left(\begin{array}{rrr}
-1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right),
$$

and the conductance matrix given by $\boldsymbol{G}=\operatorname{diag}\left(\boldsymbol{G}_{1}, \boldsymbol{G}_{2}, \boldsymbol{G}_{3}, \boldsymbol{G}_{4}, \boldsymbol{G}_{5}, \boldsymbol{G}_{6}\right)$. Thus substituting (3.4.5) and the conductance matrix into (3.4.1). We obtain a linear system of order 6
given by

$$
\left(\begin{array}{cccccc}
G_{1} & -G_{1} & 0 & 0 & 0 & 0  \tag{3.4.6}\\
-G_{1} & G_{1}+G_{2}+G_{4} & -G_{2} & 0 & -G_{4} & 0 \\
0 & -G_{2} & G_{2}+G_{3}+G_{5} & -G_{3} & -G_{5} & 0 \\
0 & 0 & -G_{3} & G_{3} & 0 & 0 \\
0 & -G_{4} & -G_{5} & 0 & G_{4}+G_{5}+G_{6} & -G_{6} \\
0 & 0 & 0 & 0 & -G_{6} & G_{6}
\end{array}\right)\left(\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3} \\
v_{4} \\
v_{5} \\
v_{6}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & -1
\end{array}\right)\left(\begin{array}{l}
\boldsymbol{v}_{1} \\
\boldsymbol{v}_{2} \\
\boldsymbol{v}_{3}
\end{array}\right) .
$$

After reordering the above system, we obtain a system in a partitioned structure of the form (3.4.3) given by

$$
\left(\begin{array}{ccccccc}
G_{1} & 0 & 0 & \vdots & -G_{1} & 0 & 0 \\
0 & G_{3} & 0 & \vdots & 0 & -G_{3} & 0 \\
0 & 0 & G_{6} & \vdots & 0 & 0 & -G_{6} \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
-G_{1} & 0 & 0 & \vdots & G_{1}+G_{2}+G_{4} & -G_{2} & -G_{4} \\
0 & -G_{3} & 0 & \vdots & -G_{2} & G_{2}+G_{3}+G_{5} & -G_{5} \\
0 & 0 & -G_{6} & \vdots & -G_{4} & -G_{5} & G_{4}+G_{5}+G_{6}
\end{array}\right)\left(\begin{array}{c}
v_{1} \\
v_{4} \\
v_{5} \\
\cdots \\
v_{2} \\
v_{6} \\
v_{3}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1 \\
\cdots & \cdots & \cdots \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
\boldsymbol{t}_{1} \\
\boldsymbol{v}_{2} \\
\boldsymbol{u}_{3}
\end{array}\right) .
$$

We can observe that the voltages of the external and internal nodes are given by $\boldsymbol{v}_{e}=\left(\begin{array}{lll}\boldsymbol{v}_{1} & \boldsymbol{v}_{4} & \boldsymbol{v}_{5}\end{array}\right)^{\mathrm{T}}, \boldsymbol{v}_{i n}=\left(\begin{array}{lll}\boldsymbol{v}_{2} & \boldsymbol{v}_{6} & \boldsymbol{v}_{3}\end{array}\right)^{\mathrm{T}}$ and the incidence matrix for current injections given by $\boldsymbol{b}=\left(\begin{array}{rrr}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & -1\end{array}\right)$. For convenience, we can set all the resistors to $\mathbf{G}_{i}=1$,
$i=1,2, \cdots, 6$. Thus, we can now eliminate all the internal nodes which are not connected to the external currents which leads to a reduced-order system

$$
\left(\begin{array}{rrr}
0.50 & -0.25 & -0.25  \tag{3.4.7}\\
-0.25 & 0.50 & -0.25 \\
-0.25 & -0.25 & 0.50
\end{array}\right)\left(\begin{array}{l}
v_{1} \\
v_{4} \\
v_{5}
\end{array}\right)=\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right) \boldsymbol{l},
$$

Hence the original system (3.4.6) is reduced to a reduced-order system (3.4.7) of dimension 3 using Kron reduction method.

This technique is also known as reduction by Elimination Internal Nodes in [59]. In practice, since the number $n_{e}$ of terminals is usually much smaller than the number $n_{i}$ of internal unknowns, in terms of unknowns this leads in general to a huge reduction. According to [59], in many cases, however, elimination of all internal nodes leads to a dramatic increase in the number of resistors and is hence not advisable. However, if you
construct an efficient way of finding these specific internal nodes, that cause the most fill-in can greatly improve this reduction procedure. In [59], they were able to solve this problem by using the graph and matrix reordering algorithms that can be applied to very large scale networks. Two algorithms: fastR and reduceR, for efficient computations with large resistors networks were developed, see [59] for more details. However these algorithms are much restricted on the resistor networks, hence reduction MOR methods for general algebraic systems still need to be developed.

## Chapter 4

## Decoupling of DAEs using special projectors

In Section 2.3, we discussed the decoupling of DAEs into differential and algebraic parts. This was done by transforming the DAE into a Weierstraß-Kronecker canonical form. However, this form is numerically infeasible, thus it can not be used in practice. Other tools that can be used to decoupled DAEs are the Drazin inverses and spectral projectors. According to [42], these tools are much restricted on linear constant DAEs and there are no sufficiently good ideas on appropriate generalizations for variable coefficient linear DAEs and nonlinear ones, respectively. This motivated März to decouple DAEs in a different way using special projector and matrix chain [22]. Fortunately, the matrix and projector chain approach applies also in the case of general variable coefficient equations, see [27]. According to [42], there is some first experience to use these decoupling via linearizations for lower index nonlinear problems, in particular. These projectors are approved to be a useful tool, e.g., for stating local solvability, asymptotical stability, see [40]. Actually, some of the most important questions in discussing DAEs seem to be whether the DAE induces a vector field on a manifold and how the state manifold can
be described in terms of the original DAE (cf. [50,51]). Also from this point of view the canonical projector chain has proved its value, see [41]. In [42], these matrix and projector chain were extended to linear constant coefficient DAEs. In this Chapter, we discuss the März decoupling procedure for linear constant coefficient DAEs based on the content in her paper [42].

### 4.1 März decoupling method

In this Section, instead of using the Weierstraß-Kronecker canonical form, we use projector and matrix chain to decouple DAEs into differential and algebraic parts. This is done iteratively, based on the literature from [42] as follows. Consider linear constant coefficient DAEs of the form

$$
\begin{equation*}
\mathbf{E} \dot{\boldsymbol{x}}=\mathbf{A} \boldsymbol{x}+\mathbf{B} \boldsymbol{u}, \boldsymbol{x}(0)=\boldsymbol{x}_{0}, \tag{4.1.1}
\end{equation*}
$$

where $\mathbf{E}, \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}$ with $\mathbf{E}$ singular and the input vector $\boldsymbol{u} \in \mathbb{R}^{m}$. We intend to decouple (4.1.1) into differential and algebraic parts, using projector and matrix chains. The construction of these projector and matrix chains is based on the definition of the tractability index below.

Definition 4.1.1 (Tractability index [42]) If we assume that (4.1.1) is solvable, i.e., the matrix pair $(\mathbf{E}, \mathbf{A})$ is regular. We define a matrix and projector chain by setting $\mathbf{E}_{0}:=\mathbf{E}$ and $\mathbf{A}_{0}:=\mathbf{A}$, then

$$
\begin{equation*}
\mathbf{E}_{j+1}:=\mathbf{E}_{j}-\mathbf{A}_{j} \mathbf{Q}_{j}, \quad \mathbf{A}_{j+1}:=\mathbf{A}_{j} \mathbf{P}_{j}, \text { for } j \geq 0, \tag{4.1.2}
\end{equation*}
$$

where $\mathbf{Q}_{j}$ are projectors onto $\operatorname{Ker} \mathbf{E}_{j}$ and $\mathbf{P}_{j}=\mathrm{I}-\mathbf{Q}_{j}$. There exists an index $\mu$ such that $\mathbf{E}_{\mu}$ is nonsingular and all $\mathbf{E}_{j}$ are singular for all $0 \leq j<\mu-1$. This type of index is called the tractability index and we say that the system (4.1.1) has tractability index- $\mu$.

Next, we use the matrix and projector chain defined in (4.1.2) to decouple (4.1.1) as follows. For the initial step, we set: $\mathbf{E}_{0}:=\mathbf{E}, \mathbf{A}_{0}:=\mathbf{A}$. Then (4.1.1) can be written as

$$
\begin{equation*}
\mathbf{E}_{0} \dot{\boldsymbol{x}}=\mathbf{A}_{0} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} . \tag{4.1.3}
\end{equation*}
$$

We then choose projector $\mathbf{Q}_{0}$ such that it projects onto the nullspace of $\mathbf{E}_{0}$, i.e., $\operatorname{Im} \mathbf{Q}_{0}=\operatorname{Ker} \mathbf{E}_{0}$ and its complementary projector $\mathbf{P}_{0}:=\mathrm{I}-\mathbf{Q}_{0}$.
At step 1, we have to define matrices, $\mathbf{E}_{1}:=\mathbf{E}_{0}-\mathbf{A}_{0} \mathbf{Q}_{0}, \quad \mathbf{A}_{1}:=\mathbf{A}_{0} \mathbf{P}_{0}$, which satisfy the identities

$$
\begin{equation*}
\mathbf{E}_{1} \mathbf{P}_{0}=\mathbf{E}_{0}, \quad \mathbf{A}_{1}-\mathbf{E}_{1} \mathbf{Q}_{0}=\mathbf{A}_{0} . \tag{4.1.4}
\end{equation*}
$$

Substituting the identities (4.1.4) into (4.1.3), we obtain:

$$
\begin{equation*}
\mathbf{E}_{1}\left[\mathbf{P}_{0} \dot{x}+\mathbf{Q}_{0} \boldsymbol{x}\right]=\mathbf{A}_{1} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} . \tag{4.1.5}
\end{equation*}
$$

If we assume $\mathbf{E}_{1}$ to be nonsingular, then (4.1.5) can be written as

$$
\begin{equation*}
\mathbf{P}_{0} \dot{x}+\mathbf{Q}_{0} \boldsymbol{x}=\mathbf{E}_{1}^{-1}\left[\mathbf{A}_{1} x+\mathbf{B} \boldsymbol{u}\right] . \tag{4.1.6}
\end{equation*}
$$

Since $\mathbf{E}_{1}$ nonsingular, then we say that the DAE (4.1.1) is of tractability index-1 or index-1 DAE, since the subscript of $\mathbf{E}_{1}$ is $\mu=1$. We can observe that by left multiplying (4.1.6) by $\mathbf{P}_{0}$ and $\mathbf{Q}_{0}$, we obtain the differential and algebraic parts, respectively of the DAE (4.1.1). Thus, the decoupled equivalent system of (4.1.1) with its output equation can be written as:

$$
\begin{align*}
\dot{\boldsymbol{x}}_{P} & =\mathbf{P}_{0} \mathbf{E}_{1}^{-1} \mathbf{A}_{0} \boldsymbol{x}_{P}+\mathbf{P}_{0} \mathbf{E}_{1}^{-1} \mathbf{B} \boldsymbol{u},  \tag{4.1.7a}\\
\boldsymbol{x}_{Q} & =\mathbf{Q}_{0} \mathbf{E}_{1}^{-1} \mathbf{A}_{0} \boldsymbol{x}_{P}+\mathbf{Q}_{0} \mathbf{E}_{1}^{-1} \mathbf{B} \boldsymbol{u},  \tag{4.1.7b}\\
\boldsymbol{y} & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{P}+\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{Q}, \tag{4.1.7c}
\end{align*}
$$

where $\boldsymbol{x}_{P}:=\mathbf{P}_{0} \boldsymbol{x}$ and $\boldsymbol{x}_{Q}:=\boldsymbol{Q}_{0} \boldsymbol{x}$. Thus (4.1.7a) and (4.1.7b) are the differential and algebraic parts of system (4.1.1) and (4.1.7c) is the decomposed output equation.
If $\mathbf{E}_{1}$ is singular, we need to repeat the process iteratively as follows: Assume matrices $\mathbf{E}_{j}, \mathbf{A}_{j} \in \mathbb{R}^{n \times n}$ and the projectors $\mathbf{Q}_{j} \in \mathbb{R}^{n \times n}$ onto $\operatorname{Ker} \mathbf{E}_{j}$, and $\mathbf{P}_{j}=\mathrm{I}-\mathbf{Q}_{j}, j>0$ satisfy: $\mathbf{E}_{j} \mathbf{Q}_{j}=0, \quad \mathbf{Q}_{j}^{2}=\mathbf{Q}_{j}, \quad \mathbf{Q}_{j}+\mathbf{P}_{j}=\mathrm{I}$. We also assume that the following form of system (4.1.1) holds, then

$$
\begin{equation*}
\mathbf{E}_{j}\left[\mathbf{P}_{j-1} \cdots \mathbf{P}_{0} \dot{x}+\mathbf{Q}_{0} \boldsymbol{x}+\cdots+\mathbf{Q}_{j-1} \boldsymbol{x}\right]=\mathbf{A}_{j} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} \tag{4.1.8}
\end{equation*}
$$

Equation (4.1.8) coincides with (4.1.5) for $j=1$. Then, we define the matrices

$$
\mathbf{E}_{j+1}:=\mathbf{E}_{j}-\mathbf{A}_{j} \mathbf{Q}_{j}, \quad \mathbf{A}_{j+1}:=\mathbf{A}_{j} \mathbf{P}_{j}
$$

which satisfy the identities

$$
\mathbf{E}_{j+1} \mathbf{P}_{j}=\mathbf{E}_{j}, \quad \mathbf{A}_{j+1}-\mathbf{E}_{j+1} \mathbf{Q}_{j}=\mathbf{A}_{j}
$$

Using the above identities in (4.1.8), we obtain [42]

$$
\begin{equation*}
\mathbf{E}_{j+1}\left[\mathbf{P}_{j} \cdots \mathbf{P}_{0} \dot{x}+\mathbf{Q}_{0} \boldsymbol{x}+\cdots+\mathbf{Q}_{j} \boldsymbol{x}\right]=\mathbf{A}_{j+1} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} \tag{4.1.9}
\end{equation*}
$$

This procedure can be continued indefinitely, but after a finite number of iterations, we end up with a non-singular matrix $\mathbf{E}_{\mu}$. Then, we have $\mathbf{E}_{\mu+j}=\mathbf{E}_{\mu}, \mathbf{A}_{\mu+j}=\mathbf{A}_{\mu} \forall j \geq 0$. The index $-\mu$ is the so called the tractability index of the DAE (4.1.1) or simply the index of the DAE. For $j=\mu-1$, the form (4.1.9) becomes:

$$
\begin{equation*}
\mathbf{E}_{\mu}\left[\mathbf{P}_{\mu-1} \cdots \mathbf{P}_{0} \dot{\boldsymbol{x}}+\mathbf{Q}_{0} \boldsymbol{x}+\cdots+\mathbf{Q}_{\mu-1} \boldsymbol{x}\right]=\mathbf{A}_{\mu} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} \tag{4.1.10}
\end{equation*}
$$

Since $\mathbf{E}_{\mu}$ is nonsingular, we have,

$$
\begin{equation*}
\mathbf{P}_{\mu-1} \cdots \mathbf{P}_{0} \dot{\boldsymbol{x}}+\mathbf{Q}_{0} \boldsymbol{x}+\cdots+\mathbf{Q}_{\mu-1} \boldsymbol{x}=\mathbf{E}_{\mu}^{-1}\left[\mathbf{A}_{\mu} \boldsymbol{x}+\mathbf{B} \boldsymbol{u}\right] \tag{4.1.11}
\end{equation*}
$$

Equation (4.1.11) is the generalization of (4.1.6). Also, the projectors form a generalized decomposition of the identity,

$$
\begin{equation*}
\mathrm{I}=\mathbf{P}_{\mu-1} \cdots \mathbf{P}_{0}+\mathbf{Q}_{0}+\cdots+\mathbf{Q}_{\mu-1} \tag{4.1.12}
\end{equation*}
$$

It can be proved that the projectors product $\mathbf{P}_{\mu-1} \cdots \mathbf{P}_{0}$ in this decomposition are not projectors, i.e. $\left(\mathbf{P}_{\mu-1} \cdots \mathbf{P}_{0}\right)^{2} \neq \mathbf{P}_{\mu-1} \cdots \mathbf{P}_{0}, \forall \mu>1$, if we only use Definition (4.1.2) to construct projector chain. Moreover, to decompose higher index DAEs $(\mu>1)$ into differential and algebraic parts, we need to use other decompositions of the identity matrix. Thus, we need to choose somewhat special projectors $\mathbf{Q}_{j}$ within (4.1.2), in order to obtain an appropriate tool for decoupling the DAE (4.1.1). This is done by introducing an additional constraint [42]

$$
\begin{equation*}
\mathbf{Q}_{j} \mathbf{Q}_{i}=0, \quad j>i \tag{4.1.13}
\end{equation*}
$$

in the projector and matrix chain construction. We use this condition (4.1.13) to obtain the absorption properties below:

$$
\mathbf{P}_{j} \mathbf{Q}_{i}=\mathbf{Q}_{i}, \quad \mathbf{Q}_{j} \mathbf{P}_{i}=\mathbf{Q}_{j}, \quad \forall j>i,
$$

which in turn imply, $\mathbf{P}_{j} \mathbf{P}_{j-1} \cdots \mathbf{P}_{0}=\mathrm{I}-\sum_{i=0}^{j} \mathbf{Q}_{i}, \forall j>0$. We use the absorption properties to come up with other decompositions of the identity matrix. Hence to decouple (4.1.11), we need to first choose special projectors $\mathbf{Q}_{j}, j>0$ that satisfy (4.1.13). We note that these special projectors that satisfy (4.1.13) exist in practice and their construction is well discussed in [44]. According to [42], to decouple (4.1.1), we need to decompose the identity matrix into two ways:

$$
\begin{align*}
& \mathrm{I}=\mathbf{P}_{0}+\mathbf{Q}_{0}=\Pi_{\mu-1}+\Pi_{\mu-2} \mathbf{Q}_{\mu-1}+\cdots+\Pi_{0} \mathbf{Q}_{1}+\mathbf{Q}_{0},  \tag{4.1.14}\\
& \mathrm{I}=\mathbf{P}_{\mu-1}+\mathbf{Q}_{\mu-1}=\Pi_{0}^{*}+\mathbf{Q}_{0} \Pi_{1}^{*}+\cdots+\mathbf{Q}_{\mu-2} \Pi_{\mu-1}^{*}+\mathbf{Q}_{\mu-1}, \tag{4.1.15}
\end{align*}
$$

where $\Pi_{j}:=\mathbf{P}_{0} \mathbf{P}_{1} \cdots \mathbf{P}_{j}, \quad \Pi_{j}^{*}=\mathbf{P}_{j} \mathbf{P}_{j+1} \cdots \mathbf{P}_{\mu-1}, \quad j=0,1, \ldots, \mu-1$. If (4.1.13) holds then both decompositions of identity matrix are made up of mutually orthogonal projectors. We can now use these two decompositions to decompose higher index DAE into differential and algebraic equations. This done as follows: Decomposition (4.1.14) is used to define the differential and algebraic components:

$$
\begin{equation*}
\boldsymbol{x}_{P}:=\Pi_{\mu-1} \boldsymbol{x}, \quad \boldsymbol{x}_{Q, 0}:=\mathbf{Q}_{0} \boldsymbol{x}, \quad \boldsymbol{x}_{Q, i}:=\Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{x}, \quad i=1, \ldots \mu-1 . \tag{4.1.16}
\end{equation*}
$$

The second decomposition (4.1.15) is used to derive the differential and algebraic parts. In general, using the decompositions (4.1.14) and (4.1.15), provided (4.1.13) is valid, we can decompose DAEs with arbitrary index into differential and algebraic parts. Without loss of generality, if the DAE (4.1.1) is of tractability index $-\mu$, then its decoupled system is given by

$$
\begin{align*}
\dot{\boldsymbol{x}}_{P} & =\Pi_{0}^{*} \mathbf{E}_{\mu}^{-1}\left(\mathbf{A}_{\mu} \boldsymbol{x}_{P}+\mathbf{B} \boldsymbol{u}\right), \quad \boldsymbol{x}_{P}(0)=\Pi_{\mu-1} \boldsymbol{x}(0),  \tag{4.1.17a}\\
\boldsymbol{x}_{Q, \mu-1} & =\Pi_{\mu-2} \mathbf{Q}_{\mu-1} \mathbf{E}_{\mu}^{-1}\left(\mathbf{A}_{\mu} \boldsymbol{x}_{P}+\mathbf{B} \boldsymbol{u}\right),  \tag{4.1.17b}\\
\boldsymbol{x}_{Q, i} & =\Pi_{i-1} \mathbf{Q}_{i} \Pi_{i+1}^{*} \mathbf{E}_{\mu}^{-1}\left(\mathbf{A}_{\mu} \boldsymbol{x}_{P}+\mathbf{B} \boldsymbol{u}\right)+\sum_{j=i+1}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i, j} \dot{\boldsymbol{x}}_{Q, j}, \quad i=\mu-2, \ldots 0, \tag{4.1.17c}
\end{align*}
$$

where, $\mathbf{Q}_{i, j}= \begin{cases}\mathbf{Q}_{i} \mathbf{Q}_{i+1}, & j=i+1, \\ \mathbf{Q}_{i} \mathbf{P}_{i+1} \ldots \mathbf{P}_{j-1} \mathbf{Q}_{j}, & j>i+1\end{cases}$
Then, solution (4.1.1) can be obtained using the formula $\boldsymbol{x}=\boldsymbol{x}_{P}+\sum_{i=0}^{\mu-1} \boldsymbol{x}_{Q, i}$. Equations (4.1.17a)-(4.1.17c) can be solved in the following way: first, the differential part $\boldsymbol{x}_{P}$ is computed from the purely differential equation (4.1.17a); then the algebraic parts are computed, starting from the last one, $\boldsymbol{x}_{Q, \mu-1}$, given by (4.1.17b), and substituting the computed values in the last but one equation for $x_{Q, \mu-2}$, given by (4.1.17c) for $i=\mu-2$, and so on, up to the first equation for $\boldsymbol{x}_{Q, 0}$. We observe that at each substitution, an additional time derivative appears. In the next example, we illustrate the decoupling of index-1 DAE using März decoupling procedure.

Example 4.1.1 Consider a semi-explicit index-1 DAE with the following system matrices:

$$
\mathbf{E}=\left(\begin{array}{cc}
\mathbf{E}_{11} & \mathbf{E}_{12}  \tag{4.1.18}\\
\mathbf{0} & \mathbf{0}
\end{array}\right), \mathbf{A}=\left(\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12} \\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right), \mathbf{B}=\binom{\mathbf{B}_{1}}{\mathbf{B}_{2}} \quad \text { and } \quad \mathbf{C}=\binom{\mathbf{C}_{1}}{\mathbf{C}_{2}} .
$$

We assume $\mathbf{E}_{11} \in \mathbb{R}^{n_{1}, n_{1}}$ and $\mathbf{A}_{21} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{22} \in \mathbb{R}^{n_{2} \times n_{2}}$ are nonsingular blocks due to index-1 property and $n=n_{1}+n_{2}$ is the dimension of the DAE. Let $\mathbf{E}_{0}=\mathbf{E}$ and $\mathbf{A}_{0}=\mathbf{A}$. We can then choose projectors $\mathbf{Q}_{0}$ and $\mathbf{P}_{0}$ given by

$$
\mathbf{Q}_{0}=\left(\begin{array}{cc}
\mathbf{0} & -\mathbf{E}_{11}^{-1} \mathbf{E}_{12}  \tag{4.1.19}\\
\mathbf{0} & \mathrm{I}
\end{array}\right) \quad \text { and } \quad \mathbf{P}_{0}=\left(\begin{array}{cc}
\mathrm{I} & \mathbf{E}_{11}^{-1} \mathbf{E}_{12} \\
\mathbf{0} & \mathbf{0}
\end{array}\right)
$$

such that $\operatorname{Im} \mathbf{Q}_{0}=\operatorname{Ker} \mathbf{E}_{0}$ and $\mathbf{P}_{0}=\mathrm{I}-\mathbf{Q}_{0}$. Next, we compute $\mathbf{E}_{1}=\mathbf{E}_{0}-\mathbf{A}_{0} \mathbf{Q}_{0}$ given by:

$$
\mathbf{E}_{1}=\left(\begin{array}{cc}
\mathbf{E}_{11} & \left(\mathrm{I}+\mathbf{A}_{11} \mathbf{E}_{11}^{-1}\right) \mathbf{E}_{12}-\mathbf{A}_{12}  \tag{4.1.20}\\
\mathbf{0} & \mathbf{A}_{21} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{22}
\end{array}\right)
$$

Since $\mathbf{E}_{1}$ is nonsingular, thus (4.1.18) is indeed an index-1 DAE. Substituting Equations (4.1.18)-(4.1.20) into (4.1.7), we obtain the decoupled system of (4.1.18) using März decoupling procedure. This leads to a decoupled system of dimension $2 n$. Hence this decoupling procedure does not preserve the dimension of the DAE.

In [42, Sec. 2], it is shown that the projectors $\mathbf{P}_{j}$ may be chosen such that they are canonical, i.e., the related decoupling becomes complete. This implies that (4.1.17) can be
decoupled completely using the canonical projectors. In [42], März also compared these projectors with spectral projector decoupling and she was able to show that $\mathbf{P}_{0} \mathbf{P}_{1} \cdots \mathbf{P}_{\mu-1}$ represents in fact the projector onto the subspace corresponding to the finite eigenvalues of the matrix pencil $(\mathbf{E}, \mathbf{A})$ along its infinite eigenspace.

## Remark 4.1.1 The tractability index- $\mu$ is independent of the choice of the projectors $\mathbf{Q}_{j}$

 and it coincides with the differentiation and Kronecker index for the case of linear constant coefficient DAEs. The tractability index concept is numerically feasible compared to other index concepts because it does not involve computing derivatives arrays.However, the drawback of the projector and matrix approach used to be the computationally expensive construction of projectors $\mathbf{Q}_{j}$ onto the nullspace of $\mathbf{E}_{j}$ for large-scale sparse matrices. The standard way to compute these projectors is to use SVD or alike decompositions to find the nullspace of the singular matrix $\mathbf{E}_{j}$, which can be very expensive for very large-size matrices. Fortunately, they have been successful development in efficient construction of such projectors, see [66] for more details. This is briefly discussed below. We discuss a fast way to construct projector $\mathbf{Q}_{j}$ onto the nullspace of $\mathbf{E}_{j}$ of large sparse matrix. This approach uses the sparse LU decomposition- based routine presented in [66], called LUQ. This routine decomposes a singular sparse matrix $\mathbf{E}_{j}$, into $\mathbf{E}_{j}^{\mathrm{T}}=\mathbf{L}_{j}\left(\begin{array}{rr}\mathbf{U}_{j} & \mathbf{0} \\ \mathbf{0} & \mathbf{0}\end{array}\right) \mathbf{R}_{j}$, where $\mathbf{L}_{j}, \mathbf{R}_{j} \in \mathbb{R}^{n \times n}$ are nonsingular matrices, $\mathbf{U}_{j} \in \mathbb{R}^{r \times r}$ is a nonsingular upper triangular matrix, $r$ is the rank $\mathbf{E}_{j}$. Using this routine as a starting step and using the fact that the nullspace of $\mathbf{E}_{j}$ can be computed via its left nullspace of $\mathbf{E}_{j}^{\mathrm{T}}$, we can compute projectors $\mathbf{Q}_{j}$ onto nullspace of $\mathbf{E}_{j}$ in an optimal way. Hence, this algorithm can be used to compute projectors $\mathbf{Q}_{j}$ onto the nullspace of $\mathbf{E}_{j}$ for large sparse matrices and it is numerically tested on large-scale sparse matrices, see [66]. We have discussed how to decouple constant coefficients linear DAEs using the März decoupling procedure. This procedure can be implemented numerically and leads to good solutions. However the März decomposition procedure has two main limitations.
(i) It can easily proved that the DAE (4.1.1) of index- $\mu$ with dimension $n$ leads to a decoupled system (4.1.17) of total dimension $n(\mu+1)$. Thus the März decoupling procedure does not preserve the dimension of the DAEs, see [44].
(ii) This decoupling procedure does not also preserve the spectrum of the matrix pencil.

Hence it is impractical to apply model order reduction on the decoupled system (4.1.17).

## Chapter 5

## Decoupling of DAEs using special bases

In Chapter 4, we have already discussed that the März decoupling procedure which uses projector and matrix chain to decouple the DAE into one differential and $\mu$ algebraic parts. However, this decoupling procedure leads to a much larger decoupled system of total dimension $n(\mu+1)$. This limits us from using März decoupling procedure in its original form to apply model order reduction. The reason of the increase in the dimension of the decoupled system is due to the use of projectors whose column rank is always less than their respective dimension. This introduces some redundancy into the decoupled system. In this Chapter, we present away of avoiding this redundancy. The main idea is to decouple the DAE using the linearly independent columns of the projector matrices intend of using the projectors matrices themselves.

### 5.1 Modification of März decoupling procedure

In this Section, we propose a procedure to modify the März decoupling procedure in order to preserve the mathematical properties of the DAE. The main idea of this procedure is to use bases of the projectors instead of the full projectors. Our main tool is the Rank-Nullity theorem below.

Theorem 5.1.1 (Rank-Nullity Theorem [47]) Let $\mathbf{V}$ and $\mathbf{W}$ be vector spaces over a field $\mathbb{F}$, and let $T: \mathbf{V} \rightarrow \mathbf{W}$ be a linear transformation. Assuming the dimension of $\mathbf{V}$ is finite, then $\operatorname{dim}(\mathbf{V})=\operatorname{dim}(\operatorname{Ker}(T))+\operatorname{dim}(\operatorname{Im}(T))$.

The proof can be found in [47].

### 5.2 Index-1 DAEs

In Section 4.1, we observed that when decoupling index-1 DAEs using März decoupling procedure leads to a decoupled system of dimension $2 n$. In this Section, we propose a procedure which can lead to a decoupled system which preserves the dimension of index-1 DAEs. This can be done as follows: Recall from Section 4.1, we can decouple index-1 DAEs using März decoupling procedure leading to

$$
\begin{align*}
\dot{\boldsymbol{x}}_{P} & =\mathbf{P}_{0} \mathbf{E}_{1}^{-1} \mathbf{A}_{0} \boldsymbol{x}_{P}+\mathbf{P}_{0} \mathbf{E}_{1}^{-1} \mathbf{B} \boldsymbol{u},  \tag{5.2.1a}\\
\boldsymbol{x}_{Q} & =\mathbf{Q}_{0} \mathbf{E}_{1}^{-1} \mathbf{A}_{0} \boldsymbol{x}_{P}+\mathbf{Q}_{0} \mathbf{E}_{1}^{-1} \mathbf{B} \boldsymbol{u},  \tag{5.2.1b}\\
\boldsymbol{y} & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{P}+\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{Q}, \tag{5.2.1c}
\end{align*}
$$

where $\boldsymbol{x}_{P}:=\mathbf{P}_{0} \boldsymbol{x} \in \mathbb{R}^{n}$, and $\boldsymbol{x}_{Q}:=\mathbf{Q}_{0} \boldsymbol{x} \in \mathbb{R}^{n}$ are the differential and algebraic components, respectively. The solution of the DAE is obtained using the formula, $\boldsymbol{x}=\boldsymbol{x}_{P}+\boldsymbol{x}_{Q} \in \mathbb{R}^{n}$, leading to a decomposed output equation (5.2.1c). We can observe that decoupled system (5.2.1) is of dimension $2 n$. This is because the projectors $\mathbf{Q}_{0}, \mathbf{P}_{0} \in \mathbb{R}^{n \times n}$ introduces some redundancy in the decoupled system as a result, we obtained $2 n$ linearly dependent equations. We can remove this redundancy as follows: Using the rank-nullity Theorem 5.1.1. Let $n_{p}=\operatorname{rank}\left(\mathbf{E}_{0}\right), n_{q}=n-n_{p}$, and let us consider a basis matrix $(\boldsymbol{q}, \boldsymbol{p})=\left\{\boldsymbol{q}_{1}, \cdots, \boldsymbol{q}_{n_{q}}, \boldsymbol{p}_{1}, \cdots, \boldsymbol{p}_{n_{p}}\right\} \in \mathbb{R}^{n}$ made of $n_{q}$ independent columns
of projection matrix $\mathbf{Q}_{0}$ and $n_{p}$ independent columns of the complementary projection matrix $\mathbf{P}_{0}$, such that,

$$
\begin{equation*}
\mathbf{Q}_{0} \boldsymbol{q}=\boldsymbol{q}, \quad \mathbf{Q}_{0} \boldsymbol{p}=0, \quad \mathbf{P}_{0} \boldsymbol{q}=0, \quad \mathbf{P}_{0} \boldsymbol{p}=\boldsymbol{p} \tag{5.2.2}
\end{equation*}
$$

holds. Then, we can expand $\boldsymbol{x}$ with respect to the new basis, obtaining $\boldsymbol{x}=\boldsymbol{q} \xi_{q}+\boldsymbol{p} \xi_{p}, \quad \xi_{q} \in \mathbb{R}^{n_{q}}, \quad \xi_{p} \in \mathbb{R}^{n_{p}}$, which implies that $\boldsymbol{x}_{P}=\boldsymbol{p} \xi_{p} \quad$ and $\quad \boldsymbol{x}_{Q}=\boldsymbol{q} \xi_{q}$. Since $(\boldsymbol{q}, \boldsymbol{p})$ is a basis matrix, it is invertible, and let $\left(\boldsymbol{q}^{* T} \boldsymbol{p}^{* T}\right)^{\mathrm{T}}$ be its inverse, where $\boldsymbol{q}^{* \mathrm{~T}} \in \mathbb{R}^{n_{q} \times n}$ and $\boldsymbol{p}^{* \mathrm{~T}} \in \mathbb{R}^{n_{p} \times n}$. Then, we have

$$
\begin{equation*}
\boldsymbol{q}^{* \mathrm{~T}} \boldsymbol{q}=\mathrm{I}, \quad \boldsymbol{q}^{* \mathrm{~T}} \boldsymbol{p}=0, \quad \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{q}=0, \quad \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{p}=\mathrm{I}, \tag{5.2.3}
\end{equation*}
$$

which gives $\boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{x}=\xi_{p} \quad$ and $\quad \boldsymbol{q}^{* T} \boldsymbol{x}=\xi_{q}$. In terms of $\xi_{p}$ and $\xi_{q}$, system (5.2.1) simplifies to

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
\xi_{q} & =\mathbf{A}_{q} \xi_{p}+\mathbf{B}_{q} \boldsymbol{u},  \tag{5.2.4}\\
\mathbf{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q},
\end{align*}
$$

where
$\mathbf{A}_{p}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{E}_{1}^{-1} \mathbf{A}_{0} \boldsymbol{p} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{E}_{1}^{-1} \mathbf{B} \in \mathbb{R}^{n_{p} \times m}, \mathbf{A}_{q}=\boldsymbol{q}^{* \mathrm{~T}} \mathbf{E}_{1}^{-1} \mathbf{A}_{0} \boldsymbol{p} \in \mathbb{R}^{n_{q} \times n_{p}}$, $\mathbf{B}_{q}=\boldsymbol{q}^{* \mathrm{~T}} \mathbf{E}_{1}^{-1} \mathbf{B} \in \mathbb{R}^{n_{q} \times m}$ and $\mathbf{C}_{q}=\boldsymbol{q}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{n_{q} \times \ell}, \mathbf{C}_{p}=\boldsymbol{p}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{n_{p} \times \ell}$. We can observe that the total dimension of the decoupled system is $n=n_{p}+n_{q}$, which is equal to the dimension of the decoupled system. This system also preserves the spectrum of the matrix pair $(\mathbf{E}, \mathbf{A})$ since it can easily be proved that $\sigma_{f}(\mathbf{E}, \mathbf{A})=\sigma\left(\mathbf{A}_{p}\right)$. Thus this procedure preserve the dimension of the DAE in contrast with the März decoupling procedure. The example below illustrates how one can decouple index-1 DAE using the modified März decoupling procedure for index-1 DAEs.

Example 5.2.1 In this example, we use system matrices (4.1.18) from Example 4.1.1, for comparison. Thus, we use the same procedure (4.1.18)-(4.1.20) to construct matrix and projector chain: $\mathbf{E}_{0}, \mathbf{E}_{1}$ and $\mathbf{Q}_{0}, \mathbf{P}_{0}$. Here, we only need to construct the bases of projectors $\mathbf{P}_{0}$ and $\mathbf{Q}_{0}$, and their respective inverses given by

$$
\boldsymbol{p}_{0}=\binom{\mathrm{I}}{\mathbf{0}}, \boldsymbol{q}_{0}=\binom{-\mathbf{E}_{11}^{-1} \mathbf{E}_{12}}{\mathrm{I}} \quad \text { and } \quad \boldsymbol{p}^{* \mathrm{~T}}=\left(\begin{array}{ll}
\mathrm{I} & \mathbf{E}_{11}^{-1} \mathbf{E}_{12}
\end{array}\right), \boldsymbol{q}^{* \mathrm{~T}}=\left(\begin{array}{ll}
\mathbf{0} & \mathrm{I} \tag{5.2.5}
\end{array}\right) .
$$

Finally substituting (4.1.18)-(4.1.20) and (5.2.5) into (5.2.4), we obtain the modified decoupled system of (4.1.18) with coefficient matrices given by

$$
\begin{aligned}
& \mathbf{A}_{p}=\mathbf{E}_{11}^{-1}\left[\mathbf{A}_{11}-\left(\mathbf{A}_{11} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{12}\right)\left(\mathbf{A}_{21} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{22}\right)^{-1} \mathbf{A}_{21}\right] \in \mathbb{R}^{n_{1} \times n_{1}}, \\
& \mathbf{B}_{p}=\mathbf{E}_{11}^{-1}\left[\mathbf{B}_{1}-\left(\mathbf{A}_{11} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{12}\right)\left(\mathbf{A}_{21} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{22}\right)^{-1} \mathbf{B}_{2}\right] \in \mathbb{R}^{n_{1} \times m}, \\
& \mathbf{A}_{q}=\left(\mathbf{A}_{21} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{22}\right)^{-1} \mathbf{A}_{21} \in \mathbb{R}^{n_{2} \times n_{1}}, \quad \mathbf{B}_{q}=\left(\mathbf{A}_{21} \mathbf{E}_{11}^{-1} \mathbf{E}_{12}-\mathbf{A}_{22}\right)^{-1} \mathbf{B}_{2} \in \mathbb{R}^{n_{2} \times m}, \\
& \mathbf{C}_{p}=\mathbf{C}_{1} \in \mathbb{R}_{1} \times \ell, \quad \mathbf{C}_{q}=\mathbf{C}_{2}-\mathbf{E}_{12}^{\mathrm{T}} \mathbf{E}_{11}^{-T} \mathbf{C}_{1} \in \mathbb{R}^{n_{2} \times \ell} .
\end{aligned}
$$

We can observe that the DAE (4.1.18) is decoupled into $n_{1}$ differential equations and $n_{2}$ algebraic equations, whose total dimension is $n=n_{1}+n_{2}$. Hence the dimension of the DAE system is preserved. If we compare Example 5.2.1 and Example 4.1.1, we observe that the Example 5.2 .1 preserves the dimension and the stability of the DAE while Example 4.1.1 does not.

### 5.3 Index-2 DAEs

In this Section, we assume (4.1.1) is a DAE of tractability index-2. Thus, we need to assume that projectors $\mathbf{Q}_{0}$ and $\mathbf{Q}_{1}$ satisfy the condition (4.1.13), that is, $\mathbf{Q}_{1} \mathbf{Q}_{0}=0$. We can, then decouple system (4.1.1) using the März decoupling procedure. Substituting $\mu=2$ into (4.1.17), we obtain a decoupled system for index-2 DAEs given by

$$
\begin{align*}
\dot{\boldsymbol{x}}_{P} & =\mathbf{P}_{0} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{A}_{2} \boldsymbol{x}_{P}+\mathbf{P}_{0} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \boldsymbol{u}  \tag{5.3.1a}\\
\boldsymbol{x}_{Q, 1} & =\mathbf{Q}_{1} \mathbf{E}_{2}^{-1} \mathbf{A}_{2} \boldsymbol{x}_{P}+\mathbf{Q}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \boldsymbol{u}  \tag{5.3.1b}\\
\boldsymbol{x}_{Q, 0} & =\mathbf{Q}_{0} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{A}_{2} \boldsymbol{x}_{P}+\mathbf{Q}_{0} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \boldsymbol{u}+\mathbf{Q}_{0} \mathbf{Q}_{1} \dot{\boldsymbol{x}}_{Q, 1},  \tag{5.3.1c}\\
\boldsymbol{y} & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{P}+\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{Q, 0}+\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{Q, 1} . \tag{5.3.1d}
\end{align*}
$$

We observe that $\boldsymbol{x}_{P}, \boldsymbol{x}_{Q, 1}, \boldsymbol{x}_{Q, 0} \in \mathbb{R}^{n}$. We can observe that this time the decoupled system (5.3.1) is of dimension $3 n$. Next, we need to modify system (5.3.1) as follows. We first construct basis column matrices from the projectors. The starting point is the same as that of index-1 DAEs. Let $k_{0}=\operatorname{dim}(\operatorname{Ker} \mathbf{E})$, this implies that $n_{0}=n-k_{0}$, and let us consider a basis matrix $(\boldsymbol{p}, \boldsymbol{q})=\left\{\boldsymbol{p}_{1}, \cdots, \boldsymbol{p}_{n_{0}}, \boldsymbol{q}_{1}, \cdots, \boldsymbol{q}_{k_{0}}\right\} \in \mathbb{R}^{n}$ made of $k_{0}$ independent columns of projection matrix $\mathbf{Q}_{0}$ and $n_{0}$ independent columns of the complementary projection matrix $\mathbf{P}_{0}$, such that,

$$
\begin{equation*}
\mathbf{Q}_{0} \boldsymbol{q}=\boldsymbol{q}, \quad \mathbf{Q}_{0} \boldsymbol{p}=0, \quad \mathbf{P}_{0} \boldsymbol{q}=0, \quad \mathbf{P}_{0} \boldsymbol{p}=\boldsymbol{p} \tag{5.3.2}
\end{equation*}
$$

holds. Then the inverse of the basis matrix is $(\boldsymbol{p}, \boldsymbol{q})^{-1}=\left(\boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{q}^{* \mathrm{~T}}\right)^{\mathrm{T}}$, where $\boldsymbol{q}^{* \mathrm{~T}} \in \mathbb{R}^{k_{0} \times n}$ and $\boldsymbol{p}^{* \mathrm{~T}} \in \mathbb{R}^{n_{0} \times n}$. Then, we have

$$
\begin{equation*}
\boldsymbol{q}^{* \mathrm{~T}} \boldsymbol{q}=\mathrm{I}_{k_{0}}, \quad \boldsymbol{q}^{* \mathrm{~T}} \boldsymbol{p}=\mathbf{0}, \quad \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{q}=\mathbf{0}, \quad \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{p}=\mathrm{I}_{n_{0}} \tag{5.3.3}
\end{equation*}
$$

Next, we use the basis matrix $(\boldsymbol{p}, \boldsymbol{q})$ and its inverse $\left(\boldsymbol{p}^{* T} \boldsymbol{q}^{* \mathrm{~T}}\right)^{\mathrm{T}}$ as the starting basis for the construction of new bases for index-2 DAEs. From (4.1.14), setting $\mu=2$, we can decompose the identity matrix as follows,

$$
\begin{equation*}
\mathrm{I}=\mathbf{P}_{0} \mathbf{P}_{1}+\mathbf{P}_{0} \mathbf{Q}_{1}+\mathbf{Q}_{0} \tag{5.3.4}
\end{equation*}
$$

in order to obtain the differential and algebraic components for index-2 DAEs. We need to construct the basis of projector products $\mathbf{P}_{0} \mathbf{P}_{1}$ and $\mathbf{P}_{0} \mathbf{Q}_{1}$. We note that for the case of index-1 DAEs, we can always have a differential part but this is not always the case for higher index systems depending on the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$. We note that in this sense linear systems can ne viewed as index-1 DAEs without a differential part. If the spectrum of the matrix pencil has no finite spectrum, i.e., $\sigma(\mathbf{E}, \mathbf{A})=\sigma_{\infty}(\mathbf{E}, \mathbf{A})$ or $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})=c \in \mathbb{C} \backslash\{0\}, \forall \lambda \in \mathbb{C}$, then decoupled system has no differential part otherwise it has a differential part. This implies that $\mathbf{P}_{0} \mathbf{P}_{1}=0$ or $\mathbf{P}_{0} \mathbf{P}_{1} \neq 0$ depending on the spectrum of the index-2 DAEs. If $\mathbf{P}_{0} \mathbf{P}_{1}=0$ then we have no differential part otherwise we have a differential part. We consider both cases in the Sections below.

### 5.3.1 Index-2 DAEs with a differential part

Here, we assume that the matrix pencil of (4.1.1) has at least one finite eigenvalue, that is, $\mathbf{P}_{0} \mathbf{P}_{1} \neq 0$. We, then construct the bases for $\mathbf{P}_{0} \mathbf{P}_{1}$ and $\mathbf{P}_{0} \mathbf{Q}_{1}$ as follows:
If we right multiply (5.3.4) by the basis column matrix $\boldsymbol{p}$ of complementary projection matrix $\mathbf{P}_{0}$ and simplifying, we obtain,

$$
\begin{equation*}
\boldsymbol{p}=\mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p}+\mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p} \tag{5.3.5}
\end{equation*}
$$

since $\mathbf{Q}_{0} \boldsymbol{p}=0$. Then, if we left multiply (5.3.5) by $\boldsymbol{p}^{* T}$, we obtain:

$$
\begin{equation*}
\boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{p}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p}+\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p} \tag{5.3.6}
\end{equation*}
$$

We already know that $\boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{p}=\mathrm{I}_{n_{0}}$ and if we let $\mathbf{Z}_{p_{0}}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{1} \boldsymbol{p}$ and $\mathbf{Z}_{\boldsymbol{q}_{0}}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{Q}_{1} \boldsymbol{p}$, we have,

$$
\begin{equation*}
\mathrm{I}_{n_{0}}=\mathbf{Z}_{p_{0}}+\mathbf{Z}_{\boldsymbol{q}_{0}} \tag{5.3.7}
\end{equation*}
$$

Then, we can come up with the Theorem below [2].
Theorem 5.3.1 Let $\mathbf{Z}_{p_{0}}=\boldsymbol{p}^{* T} \mathbf{P}_{1} \boldsymbol{p}$ and $\mathbf{Z}_{\boldsymbol{q}_{0}}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{Q}_{1} \boldsymbol{p}$, then $\mathbf{Z}_{p_{0}}, \mathbf{Z}_{q_{0}} \in \mathbb{R}^{n_{0} \times n_{0}}$ are projectors in $\mathbb{R}^{n_{0}}$ provided the constraint condition $\mathbf{Q}_{1} \mathbf{Q}_{0}=0$ holds. Moreover they are orthogonal complimentary to each other, i.e., $\mathrm{I}_{n_{0}}=\mathbf{Z}_{p_{0}}+\mathbf{Z}_{\boldsymbol{q}_{0}}$.

Proof 5.3.1 We need to show that $\mathbf{Z}_{p_{0}}^{2}=\mathbf{Z}_{p_{0}}$ and $\mathbf{Z}_{\boldsymbol{q}_{0}}^{2}=\mathbf{Z}_{q_{0}}$ as follows. In this prove we assume that projector $\mathbf{Q}_{0}$ and $\mathbf{Q}_{1}$ are chosen such that $\mathbf{Q}_{1} \mathbf{Q}_{0}=0$ holds. Then,

$$
\begin{aligned}
\mathbf{Z}_{\boldsymbol{p}_{0}}^{2} & =\left(\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p}\right)^{2}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p} \boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p}, \\
& =\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{P}_{1} \mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p}, \\
& =\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0}\left(\mathbf{P}_{1}-\mathbf{P}_{1} \mathbf{Q}_{0}\right) \mathbf{P}_{1} \boldsymbol{p}, \\
& =\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0}\left(\mathbf{P}_{1}-\mathbf{Q}_{0}\right) \mathbf{P}_{1} \boldsymbol{p}, \text { Since } \mathbf{P}_{1} \mathbf{Q}_{0}=\mathbf{Q}_{0}, \text { iff } \mathbf{Q}_{1} \mathbf{Q}_{0}=0 . \\
& =\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p}=\mathbf{Z}_{\boldsymbol{p}_{0}} .
\end{aligned}
$$

Also

$$
\begin{aligned}
\mathbf{Z}_{q_{0}}^{2} & =\left(\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p}\right)^{2}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p}, \\
& =\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{Q}_{1} \mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p}, \\
& =\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{Q}_{1}^{2} \boldsymbol{p}, \text { Since } \mathbf{Q}_{1} \mathbf{P}_{0}=\mathbf{Q}_{1}, \text { iff } \quad \mathbf{Q}_{1} \mathbf{Q}_{0}=0 . \\
& =\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p}=\mathbf{Z}_{\boldsymbol{q}_{0}} .
\end{aligned}
$$

Hence proved as required that $\mathbf{Z}_{p_{0}}$ and $\mathbf{Z}_{q_{0}}$ are projectors and are orthogonal compliment to each other.

We need now to construct the bases of the projectors $\mathbf{Z}_{p_{0}}$ and $\mathbf{Z}_{\boldsymbol{q}_{0}}$. Let $k_{1}=\operatorname{dim}\left(\operatorname{Im} \mathbf{Z}_{q_{0}}\right)$, this implies $n_{1}=n_{0}-k_{1}$, and let us consider a basis matrix $\left(\mathbf{z}_{p_{0}}, \mathbf{z}_{q_{0}}\right) \in \mathbb{R}^{n_{0}}$ made of $n_{1}$ independent columns of projection matrix $\mathbf{Z}_{p_{0}}$ and $k_{1}$ independent columns of the complementary projection matrix $\mathbf{Z}_{q_{0}}$, such that,

$$
\begin{equation*}
\mathbf{z}_{p_{0}} \mathbf{z}_{p_{0}}=\mathbf{z}_{p_{0}}, \quad \mathbf{Z}_{p_{0}} \mathbf{z}_{q_{0}}=0, \quad \mathbf{Z}_{q_{0}} \mathbf{z}_{p_{0}}=0, \quad \mathbf{Z}_{q_{0}} \mathbf{z}_{q_{0}}=\mathbf{z}_{q_{0}}, \tag{5.3.8}
\end{equation*}
$$

holds. Since $\left(\mathbf{z}_{\boldsymbol{p}_{0}}, \mathbf{z}_{\boldsymbol{q}_{0}}\right)$ is a basis matrix, it is nonsingular, and let $\left(\mathbf{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \mathbf{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}}\right)^{\mathrm{T}}$ be its inverse, where $\mathbf{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \in \mathbb{R}^{n_{1} \times n_{0}}$ and $\mathbf{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \in \mathbb{R}^{k_{1} \times n_{0}}$. Then, we have

$$
\begin{equation*}
\mathbf{z}_{p_{0}}^{* \mathrm{~T}} \mathbf{z}_{\boldsymbol{p}_{0}}=\mathrm{I}_{n_{1}}, \quad \mathbf{z}_{p_{0}}^{* \mathrm{~T}} \mathbf{z}_{\boldsymbol{q}_{0}}=0, \quad \mathbf{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \mathbf{z}_{\boldsymbol{p}_{0}}=0, \quad \mathbf{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \mathbf{z}_{\boldsymbol{q}_{0}}=\mathrm{I}_{k_{1}} \tag{5.3.9}
\end{equation*}
$$

Hence the basis of projectors products $\mathbf{P}_{0} \mathbf{P}_{1}$ and $\mathbf{P}_{0} \mathbf{Q}_{1}$ are given by $\boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}} \in \mathbb{R}^{n \times n_{1}}$ and $\boldsymbol{p} \mathbf{z}_{\boldsymbol{q}_{0}} \in \mathbb{R}^{n \times k_{1}}$, respectively, where $n_{0}=k_{1}+n_{1}$ such that,

$$
\begin{equation*}
\mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}}=\boldsymbol{p} \mathbf{z}_{p_{0}}, \quad \mathbf{P}_{0} \mathbf{P}_{1} \mathbf{z}_{\boldsymbol{q}_{0}}=0, \quad \mathbf{P}_{0} \mathbf{Q}_{1} \boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}}=0, \quad \mathbf{P}_{0} \mathbf{Q}_{1} \mathbf{z}_{\boldsymbol{q}_{0}}=\mathbf{z}_{\boldsymbol{q}_{0}} \tag{5.3.10}
\end{equation*}
$$

Then, we can now expand $\boldsymbol{x}$ with respect to the new bases, obtaining

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}} \xi_{p}+\boldsymbol{p} \mathbf{z}_{\boldsymbol{q}_{0}} \xi_{q, 1}+\boldsymbol{q} \xi_{q, 0}, \quad \xi_{p} \in \mathbb{R}^{n_{1}}, \quad \xi_{q, 1} \in \mathbb{R}^{k_{1}}, \quad \xi_{q, 0} \in \mathbb{R}^{k_{0}} \tag{5.3.11}
\end{equation*}
$$

which implies that,

$$
\begin{equation*}
\boldsymbol{x}_{P}=\boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}} \xi_{p}, \quad \boldsymbol{x}_{Q, 1}=\boldsymbol{p} \mathbf{z}_{\boldsymbol{q}_{0}} \xi_{q, 1}, \quad \boldsymbol{x}_{Q, 0}=\boldsymbol{q} \xi_{q, 0} \tag{5.3.12}
\end{equation*}
$$

The inverses of $\boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}} \in \mathbb{R}^{n \times n_{1}}$ and $\boldsymbol{p} \mathbf{z}_{\boldsymbol{q}_{0}} \in \mathbb{R}^{n \times k_{1}}$ are given by $\mathbf{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \in \mathbb{R}^{n_{1} \times n}$ and $\mathbf{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \in \mathbb{R}^{k_{1} \times n}$ such that

$$
\begin{equation*}
\mathbf{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}}=\mathrm{I}_{n_{1}}, \quad \mathbf{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{p} \mathbf{z}_{\boldsymbol{q}_{0}}=0, \quad \mathbf{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}}=0, \quad \mathbf{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{p} \mathbf{z}_{\boldsymbol{q}_{0}}=\mathrm{I}_{k_{1}} \tag{5.3.13}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
\mathbf{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{x}=\xi_{p}, \quad \mathbf{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{x}=\xi_{q, 1}, \quad \boldsymbol{q}^{* \mathrm{~T}} \boldsymbol{x}=\xi_{q, 0} \tag{5.3.14}
\end{equation*}
$$

Substituting (5.3.12) into system (5.3.1) and simplifying we obtain,

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}  \tag{5.3.15a}\\
\xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 1} \boldsymbol{u}  \tag{5.3.15b}\\
\xi_{q, 0} & =\mathbf{A}_{q, 0} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}} \xi_{q, 1}^{\prime} \\
\mathbf{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0} \tag{5.3.15~d}
\end{align*}
$$

where

$$
\mathbf{A}_{p}=\mathbf{z}_{p_{0}}^{* \mathrm{~T}} \mathbf{p}^{* \mathrm{~T}} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{A}_{2} \boldsymbol{p} \mathbf{z}_{p_{0}} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p}=\mathbf{z}_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{\mathrm{*T}} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \in \mathbb{R}^{n_{p} \times m}, \mathbf{A}_{q, 1}=\mathbf{z}_{q_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \mathbf{Q}_{1} \mathbf{E}_{2}^{-1} \mathbf{A}_{2} \boldsymbol{p} \mathbf{z}_{p_{0}} \in \mathbb{R}^{k_{1} \times n_{p}},
$$

$\mathbf{B}_{q, 1}=\mathbf{z}_{q_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \mathbf{Q}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \in \mathbb{R}^{k_{1} \times m}, \mathbf{A}_{q, 0}=\boldsymbol{q}^{* \mathrm{~T}} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{A}_{2} \boldsymbol{p} \mathbf{z}_{\boldsymbol{p}_{0}} \in \mathbb{R}^{k_{0} \times n_{p}}, \mathbf{B}_{q, 0}=\boldsymbol{q}^{* \mathrm{~T}} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \in \mathbb{R}^{k_{0} \times m}$,
$\mathbf{A}_{\boldsymbol{q}_{0,1}}=\boldsymbol{q}^{* \mathrm{~T}} \mathbf{Q}_{1} \boldsymbol{p}_{\boldsymbol{q}_{0}} \in \mathbb{R}^{k_{0} \times k_{1}}, \mathbf{C}_{p}=\mathbf{z}_{p} \mathrm{p}_{0}^{\mathrm{T}} \boldsymbol{p}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{n_{p} \times \ell}, \mathbf{C}_{q, 1}=\mathbf{z}_{q_{0}}^{\mathrm{T}} \boldsymbol{p}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{k_{1} \times \ell}, \mathbf{C}_{q, 0}=\boldsymbol{q}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{k_{0}}$. If we apply initial condition $\xi_{\boldsymbol{p}_{0}}(0)=\mathbf{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{x}(0)$, where $\boldsymbol{x}(0)$ is a consistent initial condition, we can solve the differential part (5.3.15a), and then solve algebraic parts (5.3.15b) and ( 5.3 .15 c ). We can see that the number of differential equations is equal to $n_{p}=n_{1}$ and $n_{q}=k_{1}+k_{0}$ is the total number of algebraic equations and the total system dimension is $n=n_{p}+n_{q}$. It can also easily be shown that $\sigma_{f}(\mathbf{E}, \mathbf{A})=\sigma\left(\mathbf{A}_{\mathbf{p}}\right)$ still holds. Thus the number of differential equation is always equal to the total algebraic multiplicity of finite eigenvalues of the matrix pencil ( $\mathbf{E}, \mathbf{A}$ ).

### 5.3.2 Index-2 DAEs without a differential part

Here, we assume that the matrix pencil of (4.1.1) has no finite eigenvalues. From (5.3.4), this implies that $\mathbf{P}_{0} \mathbf{P}_{1}=0$, thus the decomposition of the identity reduces to

$$
\mathrm{I}=\mathbf{P}_{0} \mathbf{Q}_{1}+\mathbf{Q}_{0}
$$

Then, the decoupled system (5.3.1) reduces to

$$
\begin{align*}
\boldsymbol{x}_{Q, 1} & =\mathbf{Q}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \boldsymbol{u}  \tag{5.3.16a}\\
\boldsymbol{x}_{Q, 0} & =\mathbf{Q}_{0} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \boldsymbol{u}+\mathbf{Q}_{0} \mathbf{Q}_{1} \dot{\boldsymbol{x}}_{Q, 1}  \tag{5.3.16b}\\
\boldsymbol{y} & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{Q, 1}+\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{Q, 0} \tag{5.3.16c}
\end{align*}
$$

We can observe that the decoupled system has only algebraic parts of total dimension $2 n$. The modification of this decoupled system is done in the same way as the case of index -1 DAEs since $\mathbf{P}_{0} \mathbf{Q}_{1}=\mathbf{P}_{0}$. If, we let $k_{0}=\operatorname{dim}\left(\operatorname{Im} \mathbf{Q}_{0}\right)$, this implies $k_{1}=n-k_{0}$. Then, we consider a basis matrix $(\boldsymbol{p}, \boldsymbol{q}) \in \mathbb{R}^{n}$ made of $k_{0}$ independent columns of projection matrix $\mathbf{Q}_{0}$ and $k_{1}$ independent columns of the product of projection matrix $\mathbf{P}_{0} \mathbf{Q}_{1}$. Then the inverse of the basis matrix is denoted by $\left(\boldsymbol{p}^{* \mathrm{~T}} \boldsymbol{q}^{* \mathrm{~T}}\right)^{\mathrm{T}}$, where $\boldsymbol{q}^{* \mathrm{~T}} \in \mathbb{R}^{k_{0} \times n}$ and $\boldsymbol{p}^{* \mathrm{~T}} \in \mathbb{R}^{k_{1} \times n}$. Thus, (5.3.16) simplifies to

$$
\begin{align*}
\xi_{q, 1} & =\mathbf{B}_{q, 1} \boldsymbol{u}  \tag{5.3.17a}\\
\xi_{q, 0} & =\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}} \xi_{\boldsymbol{q}_{0}}^{\prime}  \tag{5.3.17b}\\
\boldsymbol{y} & =\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0} \tag{5.3.17c}
\end{align*}
$$

where $\mathbf{B}_{q, 1}=\boldsymbol{p}^{* T} \mathbf{Q}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \in \mathbb{R}^{k_{1} \times m}, \mathbf{B}_{q, 0}=\boldsymbol{q}^{* \mathrm{~T}} \mathbf{P}_{1} \mathbf{E}_{2}^{-1} \mathbf{B} \in \mathbb{R}^{k_{0} \times m}, \mathbf{A}_{\boldsymbol{q}_{0,1}}=\boldsymbol{q}^{* \mathrm{~T}} \mathbf{Q}_{1} \boldsymbol{p} \in \mathbb{R}^{k_{0} \times k_{1}}$, $\mathbf{C}_{q, 1}=\boldsymbol{p}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{k_{1} \times \ell}$ and $\mathbf{C}_{q, 0}=\boldsymbol{q}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{k_{0} \times \ell}$. We can observe that this time we do not need to apply any initial condition rather the input function has to be smooth enough. In order to solve (5.3.17), we first solve algebraic part (5.3.17a) and then solve (5.3.17b). The total number of algebraic equations is equal to the dimension $n$ of the system, thus the dimension of the DAE is preserved. We have seen that index-2 DAEs can be decoupled in two ways depending on the eigenvalues of the matrix pencil $(\mathbf{E}, \mathbf{A})$. Thus special has to be taken when implementing this procedure. In Example 5.3.1 and 5.3.2, we illustrate the modified decoupling of index-2 DAEs with and without differential part, respectively.

Example 5.3.1 This example originates from [60]. In this example we consider a system composed of two rotating masses as shown in Figure 5.1. The two rotating parts


Figure 5.1: Two interconnected rotating masses.
are described by the torques $M_{1}, M_{2}, M_{3}$ and $M_{4}$ and the angular velocities $z_{1}$ and $z_{2}$. The system of equations describing this system is a DAE of dimension 4 with system matrices

$$
\mathbf{E}=\left(\begin{array}{cccc}
J_{1} & 0 & 0 & 0  \tag{5.3.18}\\
0 & J_{2} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \mathbf{A}=\left(\begin{array}{rrrr}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & -1 & -1 \\
-1 & 1 & 0 & 0
\end{array}\right), \quad \mathbf{B}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right), \quad \mathbf{u}=\binom{M_{1}}{M_{4}}
$$

where $\boldsymbol{x}=\left(z_{1} z_{2} M_{2} M_{3}\right)^{\mathrm{T}}$ and let $J_{1}, J_{2} \geq 0$. We are interested only with the velocities thus $\mathbf{C}=\mathbf{B}$. Since the matrix pencil $(\mathbf{E}, \mathbf{A})$ is regular , that is $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})=\left(J_{1}+J_{2}\right) \lambda \neq 0$, thus the DAE is solvable. Next, we checked the tractability index of the DAE and we found out that it is of tractability index-2. We then chose projectors

$$
\mathbf{Q}_{0}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad \mathbf{Q}_{1}=\left(\begin{array}{cccc}
\frac{J_{2}}{J_{1}+J_{2}} & -\frac{J_{2}}{J_{1}+J_{2}} & 0 & 0 \\
-\frac{J_{1}}{J_{1}+J_{2}} & \frac{J_{1}}{J_{1}+J_{2}} & 0 & 0 \\
\frac{J_{1} J_{2}}{J_{1}+J_{2}} & -\frac{J_{1} J_{2}}{J_{1}+J_{2}} & 0 & 0 \\
-\frac{J_{1} J_{2}}{J_{1}+J_{2}} & \frac{J_{1} J_{2}}{J_{1}+J_{2}} & 0 & 0
\end{array}\right),
$$

such that $\mathbf{Q}_{1} \mathbf{Q}_{0}=0$ holds true and the corresponding complementary projectors can be
obtained as $\mathbf{P}_{i}=\mathrm{I}-\mathbf{Q}_{i}, i=0,1$. The last values of the matrix chains are given by,

$$
\mathbf{E}_{2}=\left(\begin{array}{rrrr}
J_{1} & 0 & -1 & 0 \\
0 & J_{2} & 0 & -1 \\
0 & 0 & 1 & 1 \\
-1 & 1 & 0 & 0
\end{array}\right), \quad \mathbf{A}_{2}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right)
$$

This system is indeed an index-2 DAE since $\mathbf{E}_{2}$ is nonsingular. We can easily check that $\mathbf{P}_{0} \mathbf{P}_{1} \neq 0$, thus the decoupled system of the DAE takes the form (5.3.15). We can now use the procedure derived in Section 5.3.1 to decouple the DAE as follows: We need to first constructed the new basis vector $(\boldsymbol{p}, \boldsymbol{q})$ and their corresponding inverses $\left(\boldsymbol{p}^{* T} \boldsymbol{q}^{* T}\right)^{\mathrm{T}}$ given by

$$
\boldsymbol{p}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{array}\right), \quad \boldsymbol{q}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right), \quad \text { and } \quad \boldsymbol{p}^{* \mathrm{~T}}=\boldsymbol{p}^{\mathrm{T}}, \quad \boldsymbol{q}^{* \mathrm{~T}}=\boldsymbol{q}^{\mathrm{T}}
$$

for the projector $\mathbf{Q}_{0}$ and its complementary $\mathbf{P}_{0}$, respectively. Using Theorem 5.3.1, we construct another pair of projector matrices $\mathbf{Z}_{\boldsymbol{p}_{0}}$ and $\mathbf{Z}_{\boldsymbol{q}_{0}}$ given by

$$
\mathbf{Z}_{p_{0}}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{P}_{1} \boldsymbol{p}=\frac{1}{J_{1}+J_{2}}\left(\begin{array}{ll}
J_{1} & J_{2} \\
J_{1} & J_{2}
\end{array}\right), \quad \mathbf{Z}_{q_{0}}=\boldsymbol{p}^{* \mathrm{~T}} \mathbf{Q}_{1} \boldsymbol{p}=\frac{1}{J_{1}+J_{2}}\left(\begin{array}{rr}
J_{2} & -J_{2} \\
-J_{1} & J_{1}
\end{array}\right)
$$

and their respective bases and inverses are given by

$$
\mathbf{z}_{p_{0}}=\binom{1}{1}, \quad \mathbf{z}_{q_{0}}=\binom{J_{2}}{-J_{1}}, \quad \text { and } \quad \mathbf{z}_{p_{0}}^{* \mathrm{~T}}=\frac{1}{J_{1}+J_{2}}\left(\begin{array}{ll}
J_{1} & J_{2}
\end{array}\right), \quad \mathbf{z}_{q_{0}}^{* \mathrm{~T}}=\frac{1}{J_{1}+J_{2}}\left(\begin{array}{ll}
1 & -1 \tag{5.3.19}
\end{array}\right) .
$$

Thus, substituting equation (5.3.18) - (5.3.19) into the modified decoupled system (5.3.15), we obtain decoupled system with system matrices
$\mathbf{A}_{p}=0, \mathbf{B}_{p}=\frac{1}{J_{1}+J_{2}}\left(\begin{array}{ll}1 & 1\end{array}\right), \mathbf{A}_{q, 1}=0, \mathbf{B}_{q, 1}=\left(\begin{array}{ll}0 & 0\end{array}\right), \mathbf{A}_{q, 0}=\binom{0}{0}, \mathbf{B}_{q, 0}=\frac{1}{J_{1}+J_{2}}\left(\begin{array}{rr}-J_{2} & J_{1} \\ J_{2} & -J_{1}\end{array}\right)$,
$\mathbf{A}_{q_{0,1}}=J_{1} J_{2}\binom{1}{-1}, \mathbf{C}_{p}=\frac{1}{J_{1}+J_{2}}\left(\begin{array}{ll}J_{1} & J_{2}\end{array}\right), \mathbf{C}_{q, 1}=\frac{1}{J_{1}+J_{2}}\left(\begin{array}{ll}1 & -1\end{array}\right), \mathbf{C}_{q, 0}=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)$. We observe that
$n_{p}=1, k_{1}=1$ and $k_{0}=2$, thus the decoupled system has only 1 differential equation and 3 algebraic equations. This is leads to a decoupled system with total dimension 4 which is equal to the dimension of the DAE (5.3.18). On simplifying, this decoupled
system reduces to an ODE given by

$$
\begin{align*}
\xi_{p}^{\prime} & =\frac{1}{J_{1}+J_{2}}\left(\begin{array}{ll}
1 & 1
\end{array}\right) \boldsymbol{u} \\
\boldsymbol{y} & =\frac{1}{J_{1}+J_{2}}\binom{J_{1}}{J_{2}} \xi_{p} . \tag{5.3.20}
\end{align*}
$$

Applying the initial value $\xi_{p}(0)$ on the differential part, we can obtain the desired solution of the DAE (5.3.18).

Example 5.3.2 Consider a simple RL network in Figure. 5.2. Using the modified nodal analysis on this network leads to DAE with system matrices,

$$
\mathbf{E}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & L
\end{array}\right), \quad \mathbf{A}=\left(\begin{array}{rrr}
-G & G & 0 \\
G & -G & -1 \\
0 & 1 & 0
\end{array}\right), \quad \mathbf{B}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right), \quad \boldsymbol{x}=\left(\begin{array}{l}
e_{1} \\
e_{2} \\
l_{L}
\end{array}\right), \quad \boldsymbol{u}=t
$$

We can choose the control output matrix as $\mathbf{C}=\left(\begin{array}{lll}1 & 1 & 1\end{array}\right)^{\mathrm{T}}$. The matrix pencil is regular


Figure 5.2: Simple RL network.
since $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})=G>0$, this system is solvable and its matrix pencil $(\mathbf{E}, \mathbf{A})$ has only infinite eigenvalues. Thus its decoupled system has no differential part. We can choose special projectors, $\mathbf{Q}_{0}=\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0\end{array}\right)$ and $\mathbf{Q}_{1}=\left(\begin{array}{lll}0 & 0 & L \\ 0 & 0 & L \\ 0 & 0 & 1\end{array}\right)$, such that $\mathbf{Q}_{1} \mathbf{Q}_{0}=0$ holds. Then, we have, $\mathbf{E}_{2}=\left(\begin{array}{rrr}G & -G & 0 \\ -G & G & 1 \\ 0 & -1 & L\end{array}\right)$. Since the $\mathbf{E}_{2}$ is nonsingular. Thus, this is an index-2 DAE. We can easily check that $\mathbf{P}_{0} \mathbf{P}_{1}=0$, thus the decoupled system of the DAE takes the form (5.3.17). We can now use the procedure derived in Section 5.3.2 to decouple the DAE as follows. The linearly independent columns and their respective inverses of projector $\mathbf{Q}_{0}$
and its complimentary $\mathbf{P}_{0}$ are given by

$$
\boldsymbol{p}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \quad \boldsymbol{q}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1 \\
0 & 0
\end{array}\right), \quad \boldsymbol{p}^{* \mathrm{~T}}=\left(\begin{array}{lll}
0 & 0 & 1
\end{array}\right), \quad \boldsymbol{q}^{* \mathrm{~T}}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right) .
$$

Thus, substituting the above system matrices and bases into (5.3.17), and simplifying we obtain the decoupled system with system matrices given by

$$
\mathbf{B}_{q, 1}=1, \mathbf{B}_{q, 0}=\binom{G^{-1}}{0}, \mathbf{A}_{q_{0,1}}=\binom{L}{L}, \mathbf{C}_{q, 1}=1, \mathbf{C}_{q, 0}=\binom{1}{1} .
$$

This decoupled system leads to an output solution which coincides with the exact solution given by $\boldsymbol{y}=\left(G^{-1}+1\right) \boldsymbol{u}+2 L \boldsymbol{u}^{\prime}$.

### 5.4 Index- $\mu$ DAEs

In this Section, we generalize the procedure of modifying the März decoupling procedure. Assume (4.1.1) is of tractability index- $\mu$, then using the März decoupling procedure leads to a decoupled system of the form (4.1.17). Then, its compact form is given by:

$$
\begin{align*}
\boldsymbol{x}_{P}^{\prime} & =\mathbf{A}_{P} \boldsymbol{x}_{P}+\mathbf{B}_{P} \boldsymbol{u}, \quad \boldsymbol{x}_{P}(0)=\Pi_{\mu-1} x(0),  \tag{5.4.1a}\\
\boldsymbol{x}_{Q, \mu-1} & =\mathbf{A}_{Q, \mu-1} \boldsymbol{x}_{P}+\mathbf{B}_{Q, \mu-1} \boldsymbol{u},  \tag{5.4.1b}\\
\boldsymbol{x}_{Q, i} & =\mathbf{A}_{Q, i} \boldsymbol{x}_{P}+\mathbf{B}_{Q, i} \boldsymbol{u}+\sum_{j=i+1}^{\mu-1} \mathbf{A}_{\mathbf{Q}_{i, j}} \boldsymbol{x}_{Q, j}^{\prime}, i=\mu-2, \ldots 0,  \tag{5.4.1c}\\
\boldsymbol{y} & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}_{P}+\mathbf{C}^{\mathrm{T}} \sum_{i=0}^{\mu-1} \boldsymbol{x}_{Q, i} . \tag{5.4.1d}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{A}_{P}:=\Pi_{0}^{*} \mathbf{E}_{\mu}^{-1} \mathbf{A}_{\mu}, \quad \mathbf{B}_{P}:=\Pi_{0}^{*} \mathbf{E}_{\mu}^{-1} \mathbf{B}, \quad \mathbf{A}_{Q, \mu-1}:=\Pi_{\mu-2} \mathbf{Q}_{\mu-1} \mathbf{E}_{\mu}^{-1} \mathbf{A}_{\mu} \\
& \mathbf{B}_{Q, \mu-1}:=\Pi_{\mu-2} \mathbf{Q}_{\mu-1} \mathbf{E}_{\mu}^{-1} \mathbf{B}, \quad \mathbf{A}_{Q, 0}:=\Pi_{i-1} \mathbf{Q}_{i} \Pi_{i+1}^{*} \mathbf{E}_{\mu}^{-1} \mathbf{A}_{\mu} \\
& \mathbf{B}_{Q, 0}:=\Pi_{i-1} \mathbf{Q}_{i} \Pi_{i+1}^{*} \mathbf{E}_{\mu}^{-1} \mathbf{B}, \quad \mathbf{A}_{\mathbf{Q}_{i, j}}:=\Pi_{i-1} \mathbf{Q}_{i, j}, \quad \mathbf{Q}_{i, j}= \begin{cases}\mathbf{Q}_{i} \mathbf{Q}_{i+1}, & j=i+1 \\
\mathbf{Q}_{i} \mathbf{P}_{i+1} \ldots \mathbf{P}_{j-1} \mathbf{Q}_{j}, & j>i+1\end{cases}
\end{aligned}
$$

We have already discussed that this decomposition increases the dimension of the system dimension to $(\mu+1) n$ and it does not preserve the stability of the DAE. Thus, we need
to generalize the modification of the März decoupling procedure for higher index DAEs. This is done by generalizing the modification procedures derived in Section 5.2 and 5.3 for index-1 and -2 DAEs, respectively. This is done as follows. We modify the system (5.4.1) by constructing basis column matrices for the projectors and the projector products in the decomposition (4.1.14). From (4.1.14), we have:

$$
\begin{equation*}
\mathbf{I}_{n}=\mathbf{Q}_{0}+\sum_{i=1}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i}+\Pi_{\mu-1} \tag{5.4.2}
\end{equation*}
$$

In Section 5.3, we mentioned that higher index DAEs have a possibility of having a purely algebraic system depending on the nature of the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$. This implies the projector product $\Pi_{\mu-1}$ can vanish to zero depending on the matrix pencil of the DAE (4.1.1). Thus in this section, we also consider two cases of compact decomposition of the DAE (4.1.1) depending on the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$. In both cases the starting point is the same as that of index-1 as presented in Section 5.2.

### 5.4.1 Index- $\mu$ DAEs with a differential part

Here, we assume that the spectrum of the matrix pencil of (4.1.1) has at least one finite eigenvalue, this implies that $\Pi_{\mu-1} \neq 0$. Let $k_{0}=\operatorname{dim}\left(\operatorname{Ker} \mathbf{E}_{0}\right), n_{0}=n-k_{0}$, and let us consider an orthonormal basis matrix $\left(\boldsymbol{p}_{0}, \boldsymbol{q}_{0}\right)=\left(\boldsymbol{p}_{0,1}, \ldots, \boldsymbol{p}_{0, n_{0}}, \boldsymbol{q}_{0,1}, \ldots, \boldsymbol{q}_{0, k_{0}}\right) \in \mathbb{R}^{n}$ which contains $k_{0}$ independent vectors $\boldsymbol{q}_{0, i}$ which span $\operatorname{Ker} \mathbf{E}_{0}$. Since $\left(\boldsymbol{p}_{0}, \boldsymbol{q}_{0}\right)$ is a basis matrix, it is invertible, and let $\left(\boldsymbol{p}_{0}^{* \mathrm{~T}}, \boldsymbol{q}_{0}^{* \mathrm{~T}}\right)^{\mathrm{T}}$ be its inverse, with $\boldsymbol{q}_{0}^{*} \in \mathbb{R}^{n \times k_{0}}$ and $\boldsymbol{p}_{0}^{*} \in \mathbb{R}^{n \times n_{0}}$. Then, we have

$$
\begin{equation*}
\boldsymbol{q}_{0}^{* \mathrm{~T}} \boldsymbol{q}_{0}=\mathbf{I}_{k_{0}}, \boldsymbol{q}_{0}^{* \mathrm{~T}} \boldsymbol{p}_{0}=0, \boldsymbol{p}_{0}^{* \mathrm{~T}} \boldsymbol{q}_{0}=0, \boldsymbol{p}_{0}^{* \mathrm{~T}} \boldsymbol{p}_{0}=\mathbf{I}_{n_{0}} \tag{5.4.3}
\end{equation*}
$$

and also

$$
\begin{equation*}
\boldsymbol{q}_{0} \boldsymbol{q}_{0}^{* \mathrm{~T}}+\boldsymbol{p}_{0} \boldsymbol{p}_{0}^{* \mathrm{~T}}=\mathbf{I}_{n_{0}} \tag{5.4.4}
\end{equation*}
$$

The previous relations imply that we can represent the projectors $\mathbf{Q}_{0}$ and $\mathbf{P}_{0}$ as

$$
\begin{equation*}
\mathbf{Q}_{0}=\boldsymbol{q}_{0} \boldsymbol{q}_{0}^{* \mathrm{~T}}, \quad \mathbf{P}_{0}=\boldsymbol{p}_{0} \boldsymbol{p}_{0}^{* \mathrm{~T}} \tag{5.4.5}
\end{equation*}
$$

We note that, by construction we have

$$
\begin{equation*}
\mathbf{Q}_{0} \boldsymbol{q}_{0}=\boldsymbol{q}_{0}, \quad \mathbf{Q}_{0} \boldsymbol{p}_{0}=0, \quad \mathbf{P}_{0} \boldsymbol{q}_{0}=0, \quad \mathbf{P}_{0} \boldsymbol{p}_{0}=\boldsymbol{p}_{0} \tag{5.4.6}
\end{equation*}
$$

Then we take the following steps:
Step: 0 if $\mu>1$ :
By construction, (5.4.2) can be written as,

$$
\mathbf{I}_{n_{0}}=\boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{0} \mathbf{Q}_{1} \boldsymbol{p}_{0}+\boldsymbol{p}_{0}^{* \mathrm{~T}} \sum_{i=2}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{p}_{0}+\boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{\mu-1} \boldsymbol{p}_{0}
$$

Then,

$$
\begin{equation*}
\mathbf{I}_{n_{0}}=\mathbf{Z}_{q_{0}}+\mathbf{Z}_{p_{0}} \tag{5.4.7}
\end{equation*}
$$

with $\mathbf{Z}_{\boldsymbol{p}_{0}}:=\boldsymbol{p}_{0}^{* T} \sum_{\substack{i=2 \\ \mu>2}}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{p}_{0}+\boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{\mu-1} \boldsymbol{p}_{0}, \quad \mathbf{Z}_{\boldsymbol{q}_{0}}:=\boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{0} \mathbf{Q}_{1} \boldsymbol{p}_{0}$. Using the general form of Theorem 5.3.1, $\mathbf{Z}_{p_{0}}$ and $\mathbf{Z}_{q_{0}}$ are mutually orthogonal projectors, acting in $\mathbb{R}^{n_{0}}$. Let $k_{1}=\operatorname{dim}\left(\operatorname{Im} \mathbf{Z}_{q_{0}}\right)$, and $n_{1}=n_{0}-k_{1}$, and let us consider a basis matrix $\left(z_{p_{0}}, z_{q_{0}}\right) \in \mathbb{R}^{n_{0}}$ made of $n_{1}$ independent columns of projection matrix $\mathbf{Z}_{p_{0}}$ and $k_{1}$ independent columns of the complementary projection matrix $\mathbf{Z}_{\boldsymbol{q}_{0}}$. We denote by $\left(z_{p_{0}}^{* \mathrm{~T}}, z_{\boldsymbol{q}_{0}}^{* \mathrm{~T}}\right)^{\mathrm{T}}$ the inverse of ( $z_{p_{0}}, z_{q_{0}}$ ), such that

$$
\begin{equation*}
z_{p_{0}}^{* \mathrm{~T}} z_{p_{0}}=\mathbf{I}_{n_{1}}, z_{p_{0}}^{* \mathrm{~T}} z_{q_{0}}=0, z_{q_{0}}^{* \mathrm{~T}} z_{p_{0}}=0, z_{q_{0}}^{* \mathrm{~T}} z_{q_{0}}=\mathbf{I}_{k_{1}}, z_{p_{0}} z_{p_{0}}^{* \mathrm{~T}}+z_{q_{0}} z_{q_{0}}^{* \mathrm{~T}}=\mathbf{I}_{n_{0}} . \tag{5.4.8}
\end{equation*}
$$

Then, we can represent $\mathbf{Z}_{p_{0}}$ and $\mathbf{Z}_{q_{0}}$ as $\mathbf{Z}_{p_{0}}=z_{p_{0}} z_{p_{0}}^{* \mathrm{~T}}$ and $\mathbf{Z}_{q_{0}}=z_{q_{0}} z_{q_{0}}^{* \mathrm{~T}}$, respectively. Then, we have

$$
\begin{equation*}
\mathbf{Z}_{p_{0}} z_{p_{0}}=z_{p_{0}}, \quad \mathbf{Z}_{p_{0}} z_{q_{0}}=0, \quad \mathbf{Z}_{q_{0}} z_{p_{0}}=0, \quad \mathbf{Z}_{q_{0}} z_{q_{0}}=z_{q_{0}} . \tag{5.4.9}
\end{equation*}
$$

We can see that if $\mu=2$ then the bases of the projector products $\left\{\mathbf{Q}_{0}, \Pi_{0} \mathbf{Q}_{1}, \Pi_{1}\right\}$ in (5.4.2) are $\left\{\boldsymbol{q}_{0}, \boldsymbol{p}_{0} z_{\boldsymbol{q}_{0}}, \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}}\right\}$, respectively.

Step: 1 if $\mu>2$ :
Using the identities (5.4.8) and (5.4.9) on (5.4.7) leads to

$$
\begin{equation*}
\mathbf{I}_{n_{1}}=\mathbf{Z}_{\boldsymbol{q}_{1}}+\mathbf{Z}_{\boldsymbol{p}_{1}} \tag{5.4.10}
\end{equation*}
$$

with $\mathbf{Z}_{\boldsymbol{p}_{1}}:=\boldsymbol{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \sum_{\substack{i=3 \\ \mu>3}}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{p}_{0}}+z_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{\mu-1} \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{p}_{0}}, \quad \mathbf{Z}_{\boldsymbol{q}_{1}}:=\boldsymbol{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{1} \mathbf{Q}_{2} \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdot \mathrm{We}$ can also see that the projectors are mutually orthogonal projectors, acting in $\mathbb{R}^{n_{1}}$.
Let $k_{2}=\operatorname{dim}\left(\operatorname{Im} \mathbf{Z}_{\boldsymbol{q}_{1}}\right)$, and $n_{2}=n_{1}-k_{2}$, and let us consider a basis matrix $\left(z_{\boldsymbol{p}_{1}}, z_{\boldsymbol{q}_{1}}\right) \in \mathbb{R}^{n_{1}}$ made of $n_{2}$ independent columns of projection matrix $\mathbf{Z}_{p_{0}}$ and $k_{2}$ independent columns of the complementary projection matrix $\mathbf{Z}_{\boldsymbol{q}_{1}}$. We denote by $\left(z_{p_{1}}^{*}, z_{\boldsymbol{q}_{1}}^{*}\right)^{\mathrm{T}}$ the inverse of $\left(z_{p_{1}}, z_{q_{1}}\right)$, such that

$$
z_{p_{1}}^{* \mathrm{~T}} z_{p_{1}}=\mathbf{I}_{n_{2}}, \quad z_{p_{1}}^{* \mathrm{~T}} z_{q_{1}}=0, \quad z_{q_{1}}^{* \mathrm{~T}} z_{p_{1}}=0, \quad z_{q_{1}}^{* \mathrm{~T}} z_{q_{1}}=\mathbf{I}_{k_{2}}, \quad z_{p_{1}} z_{p_{1}}^{* \mathrm{~T}}+z_{q_{1}} z_{q_{1}}^{* \mathrm{~T}}=\mathbf{I}_{n_{1}} .
$$

Then, we can represent $\mathbf{Z}_{\boldsymbol{p}_{1}}$ and $\mathbf{Z}_{\boldsymbol{q}_{1}}$ as $\mathbf{Z}_{\boldsymbol{p}_{1}}=\boldsymbol{z}_{\boldsymbol{p}_{1}} z_{\boldsymbol{p}_{1}}^{* \mathrm{~T}}$ and $\mathbf{Z}_{\boldsymbol{q}_{1}}=\boldsymbol{z}_{\boldsymbol{q}_{1}} z_{\boldsymbol{q}_{1}}^{* \mathrm{~T}}$, respectively. Then, we have

$$
\begin{equation*}
\mathbf{Z}_{p_{1}} z_{p_{1}}=z_{p_{1}}, \quad \mathbf{Z}_{p_{1}} z_{q_{1}}=0, \quad \mathbf{Z}_{q_{1}} z_{p_{1}}=0, \quad \mathbf{Z}_{\boldsymbol{q}_{1}} z_{q_{1}}=z_{\boldsymbol{q}_{1}} \tag{5.4.11}
\end{equation*}
$$

We can also see that if $\mu=3$ then the bases of the projector products $\left\{\mathbf{Q}_{0}, \Pi_{0} \mathbf{Q}_{1}, \Pi_{1} \mathbf{Q}_{2}, \Pi_{2}\right\}$ are $\left\{\boldsymbol{q}_{0}, \boldsymbol{p}_{0} z_{\boldsymbol{q}_{0}}, \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \boldsymbol{z}_{\boldsymbol{q}_{1}}, \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{p}_{0}} z_{\boldsymbol{p}_{1}}\right\}$ respectively.

Step: j if $\mu>j+1$ :
It's interesting to see that this process is an iterative process and the $j t h$ iteration leads to an identity matrix given by,

$$
\begin{equation*}
\mathbf{I}_{n_{j}}=\mathbf{Z}_{\boldsymbol{q}_{j}}+\mathbf{Z}_{\boldsymbol{p}_{j}}, \quad j=1, \ldots, \mu-2, \quad \mu>2 \tag{5.4.12}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mathbf{Z}_{p_{j}}:=z_{p_{j-1}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} p_{0}^{* \mathrm{~T}} \sum_{\substack{i=j+2 \\
j<\mu-2}}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-1}}+z_{p_{j-1}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{\mu-1} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-1}}, \\
& \mathbf{Z}_{q_{j}}:=z_{p_{j-1}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} p_{0}^{* \mathrm{~T}} \Pi_{j} \mathbf{Q}_{j+1} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-1}} .
\end{aligned}
$$

These projectors are also mutually orthogonal projectors, acting in $\mathbb{R}^{n_{j}}$.
Let $k_{j+1}=\operatorname{dim}\left(\operatorname{Im} \mathbf{Z}_{q_{j}}\right)$, and $n_{j+1}=n_{j}-k_{j+1}$, and let us consider a basis matrix $\left(z_{p_{j}}, z_{q_{j}}\right) \in \mathbb{R}^{n_{j}}$ made of $n_{j+1}$ independent columns of projection matrix $\mathbf{Z}_{p_{j}}$ and $k_{j+1}$ independent columns of the complementary projection matrix $\mathbf{Z}_{q_{j}}$. We denote by $\left(z_{p_{j}}^{* \mathrm{~T}}, z_{\boldsymbol{q}_{j}}^{* \mathrm{~T}}\right)^{\mathrm{T}}$ the inverse of $\left(z_{\boldsymbol{p}_{j}}, z_{q_{j}}\right)$, such that

$$
z_{p_{j}}^{* \mathrm{~T}} z_{p_{j}}=\mathbf{I}_{n_{j+1}}, \quad z_{p_{j}}^{* \mathrm{~T}} z_{q_{j}}=0, \quad z_{q_{j}}^{* \mathrm{~T}} z_{p_{j}}=0, \quad z_{q_{j}}^{* \mathrm{~T}} z_{q_{j}}=\mathbf{I}_{k_{j+1}}, \quad z_{p_{j}} z_{p_{j}}^{* \mathrm{~T}}+z_{q_{j}} z_{q_{j}}^{* \mathrm{~T}}=\mathbf{I}_{n_{j}} .
$$

Then, we can represent $\mathbf{Z}_{p_{j}}, \mathbf{Z}_{q_{j}}$ as $\mathbf{Z}_{p_{j}}=z_{p_{j}} z_{p_{j}}^{* \mathrm{~T}}, \quad \mathbf{Z}_{q_{j}}=z_{q_{j}} z_{q_{j}}^{* \mathrm{~T}}$, respectively. We, then s have

$$
\begin{equation*}
\mathbf{Z}_{p_{j}} z_{p_{j}}=z_{p_{j}}, \quad \mathbf{Z}_{p_{j}} z_{q_{j}}=0, \quad \mathbf{Z}_{q_{j}} z_{p_{j}}=0, \quad \mathbf{Z}_{q_{j}} z_{q_{j}}=z_{q_{j}} \tag{5.4.13}
\end{equation*}
$$

Hence the bases of the projector products $\left\{\mathbf{Q}_{0}, \Pi_{0} \mathbf{Q}_{1}, \ldots, \Pi_{i-1} \mathbf{Q}_{i}, \ldots, \Pi_{\mu-1}\right\}$ in (5.4.2) are given by $\left\{\boldsymbol{q}_{0}, \boldsymbol{p}_{0} z_{q_{0}}, \ldots, \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{i-2}} z_{q_{i-1}}, \ldots, \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{\mu-2}}\right\}, i=2, \ldots, \mu-1$, respectively. Thus we can now expand $\boldsymbol{x}$ with respect to these bases, obtaining,

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdots z_{\boldsymbol{p}_{\mu-2}} \xi_{p}+\boldsymbol{q}_{0} \xi_{q, 0}+\boldsymbol{p}_{0} z_{\boldsymbol{q}_{0}} \xi_{q, 1}+\sum_{i=2}^{\mu-1} \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdots z_{\boldsymbol{p}_{i-2}} z_{\boldsymbol{q}_{i-1}} \xi_{q, i}, \tag{5.4.14}
\end{equation*}
$$

where $\xi_{p} \in \mathbb{R}^{n_{\mu-1}}, \xi_{q, i} \in \mathbb{R}^{k_{i}}, \xi_{q, 0} \in \mathbb{R}^{k_{i}}, i=0, \ldots, \mu-1$ and with inversion expressions

$$
\begin{align*}
& \xi_{p}=z_{p_{\mu-2}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \boldsymbol{x}_{P}, \quad \xi_{q, 0}=\boldsymbol{q}_{0}^{* \mathrm{~T}} \boldsymbol{x}_{Q, 0}, \quad \xi_{q, 1}=z_{q_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \boldsymbol{x}_{Q, 1}, \\
& \xi_{q, i}=z_{\boldsymbol{q}_{i-1}}^{* \mathrm{~T}} z_{p_{i-2}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \boldsymbol{x}_{Q, i}, \quad i=2, \ldots, \mu-1 . \tag{5.4.15}
\end{align*}
$$

Substituting the variables in (5.4.14) and (5.4.15) into (5.4.1) leads to modified decoupled system given by

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u},  \tag{5.4.16a}\\
\xi_{q, \mu-1} & =\mathbf{A}_{q, \mu-1} \xi_{p}+\mathbf{B}_{q, \mu-1} \boldsymbol{u},  \tag{5.4.16b}\\
\xi_{q, i} & =\mathbf{A}_{q, i,} \xi_{p}+\mathbf{B}_{q, i} \boldsymbol{u}+\sum_{j=i+1}^{\mu-1} \mathbf{A}_{q_{i, j}} \xi_{q, j}^{\prime}, \quad i=\mu-2, \ldots 2,  \tag{5.4.16c}\\
\xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 1} \boldsymbol{u}+\sum_{j=2}^{\mu-1} \mathbf{A}_{q_{1, j},} \xi_{q, j,}^{\prime},  \tag{5.4.16d}\\
\xi_{q, 0} & =\mathbf{A}_{q, 0,} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\sum_{j=1}^{\mu-1} \mathbf{A}_{q_{0, j}} \xi_{q, j}^{\prime}, \tag{5.4.16e}
\end{align*}
$$

$$
\begin{equation*}
\boldsymbol{y}=\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\sum_{i=0}^{\mu-1} \mathbf{C}_{q, i}^{\mathrm{T}} \xi_{q, i}, \tag{5.4.16f}
\end{equation*}
$$

where

$$
\begin{aligned}
& \mathbf{A}_{p}:=z_{p_{\mu-2}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{A}_{P} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{\mu-2}} \in \mathbb{R}^{n_{p} \times n_{p}}, \quad \mathbf{B}_{p}:=z_{p_{\mu-2}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{P} \in \mathbb{R}^{n_{p} \times m}, \\
& \mathbf{A}_{q, \mu-1}:=z_{q_{\mu-2}}^{* T} z_{p_{\mu-3}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{A}_{Q, \mu-1} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{\mu-2}} \in \mathbb{R}^{k_{\mu-1} \times n_{p}}, \\
& \mathbf{B}_{q, \mu-1}:=z_{q_{\mu-2}}^{* \mathrm{~T}} z_{p_{\mu-3}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, \mu-1} \in \mathbb{R}^{k_{\mu-1} \times m}, \\
& \mathbf{A}_{q, i}:=z_{q_{i-1}}^{* \mathrm{~T}} z_{p_{i-2}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{A}_{Q, i} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{\mu-2}} \in \mathbb{R}^{k_{i} \times n_{p}}, \\
& \mathbf{B}_{q, i}:=z_{q_{i-1}}^{* T} z_{p_{i-2}}^{* T} \cdots z_{p_{0}}^{* T} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, i} \in \mathbb{R}_{i}^{k_{i} \times m}, \\
& \mathbf{A}_{\boldsymbol{q}_{i, j}}:=z_{\boldsymbol{q}_{i-1}}^{* \mathrm{~T}} z_{p_{i-2}}^{* \mathrm{~T}} \cdots z_{q_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{i, j}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-2}} z_{q_{j-1}} \in \mathbb{R}^{k_{i} \times k_{j}} \\
& \mathbf{A}_{q, 1}:=z_{q_{0}}^{* T} \boldsymbol{p}_{0}^{* T} \mathbf{A}_{Q, 1} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{\mu-2}} \in \mathbb{R}^{k_{1} \times n_{p}}, \quad \mathbf{B}_{q, 1}:=z_{q_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 1} \in \mathbb{R}^{k_{1} \times m}, \\
& \mathbf{A}_{q_{1, j}}:=z_{p_{0}}^{* T} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{1, j}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-2}} z_{q_{j-1}} \in \mathbb{R}^{k_{1} \times k_{j}}, \\
& \mathbf{A}_{q, 0}:=\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{Q, 0} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{\boldsymbol{p}_{\mu-2}} \in \mathbb{R}^{k_{0} \times n_{p}}, \quad \mathbf{B}_{q, 0}:=\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 0} \in \mathbb{R}^{k_{0} \times m}, \\
& \mathbf{A}_{q_{0, j}}:= \begin{cases}\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{0, j}} \boldsymbol{p}_{0} z_{q_{0}}, & \text { If } j=1, \\
\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{0, j}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-2}} z_{q_{j-1}}, & \text { Otherwise. }\end{cases} \\
& \mathbf{C}_{p}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{\mu-2}} \in \mathbb{R}^{\ell \times n_{p}}, \quad \mathbf{C}_{q, 0}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{q}_{0} \in \mathbb{R}^{\ell \times k_{0}}, \quad \mathbf{C}_{q, 1}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{q_{0}} \in \mathbb{R}^{\ell \times k_{1}}, \\
& \mathbf{C}_{q, i}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{i-2}} z_{q_{i-1}} \in \mathbb{R}^{\ell \times k_{i}} \quad n_{p}=n_{\mu-1} .
\end{aligned}
$$

We can observe that, (5.4.16) can be written in a compact form given by

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u} \\
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\xi_{q}+\mathbf{B}_{q} \boldsymbol{u}  \tag{5.4.17}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}
\end{align*}
$$

where $\xi_{p} \in \mathbb{R}^{n_{p}}, \mathbf{A}_{p} \in \mathbb{R}^{n_{p}, n_{p}}, \mathbf{B}_{p} \in \mathbb{R}^{n_{p}, m}, \xi_{q}=\left(\xi_{q, \mu-1}, \ldots, \xi_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n_{q}}$, $\mathbf{A}_{q}=\left(\mathbf{A}_{q, \mu-1}, \ldots, \mathbf{A}_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n_{q} \times n_{p}}, \mathbf{B}_{q}=\left(\mathbf{B}_{q, \mu-1}, \ldots, \mathbf{B}_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n_{q} \times m}$, $\mathbf{C}_{q}=\left(\mathbf{C}_{q, \mu-1}^{\mathrm{T}}, \ldots, \mathbf{C}_{q, 0}^{\mathrm{T}}\right)^{\mathrm{T}} \in \mathbb{R}^{n_{q} \times \ell}$ and $\mathcal{L} \in \mathbb{R}^{n_{q} \times n_{q}}$ is a strictly lower triangular nilpotent matrix of index- $\mu$ with entries $\mathbf{A}_{\boldsymbol{q}_{i, j}}$ as defined in the decoupled system (5.4.16). $n_{p}$ and $n_{q}=\sum_{i=0}^{\mu-1} k_{i}$ is the number of differential and algebraic equations, respectively and $n=n_{p}+n_{q}$ is the dimension of the DAE. Thus, the decoupled system (5.4.17) preserves the dimension of the DAE (4.1.1). It can be proved that the decoupled system (5.4.17)
can be written in the form:

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}  \tag{5.4.18a}\\
\xi_{q} & =\sum_{i=0}^{\mu-1} \mathcal{L}^{i} \mathbf{A}_{q} \mathbf{A}_{p}^{i} \xi_{p}+\sum_{i=1}^{\mu-1} \sum_{k=0}^{i-1} \mathcal{L}^{i} \mathbf{A}_{q} \mathbf{A}_{p}^{k} \mathbf{B}_{p} \boldsymbol{u}^{(i-k-1)}+\sum_{i=0}^{\mu-1} \mathcal{L}^{i} \mathbf{B}_{q} \boldsymbol{u}^{(i)},  \tag{5.4.18b}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}, \tag{5.4.18c}
\end{align*}
$$

where $\boldsymbol{u}^{(i)} \in \mathbb{R}^{m}$ is the $i$ ith derivative of the input data. Equation (5.4.18a) and (5.4.18b) are the differential and algebraic part of DAE (4.1.1), respectively. Next, we analyze the initial value of the DAE (4.1.1) as follows: Using system (5.4.18), we have: $\xi(0):=\binom{\xi_{p}(0)}{\xi_{q}(0)}$, where

$$
\begin{equation*}
\xi_{q}(0)=\sum_{i=0}^{\mu-1} \mathcal{L}^{i} \mathbf{A}_{q} \mathbf{A}_{p}^{i} \xi_{p}(0)+\sum_{i=1}^{\mu-1} \sum_{k=0}^{i-1} \mathcal{L}^{i} \mathbf{A}_{q} \mathbf{A}_{p}^{k} \mathbf{B}_{p} \boldsymbol{u}^{(i-k-1)}(0)+\sum_{i=0}^{\mu-1} \mathcal{L}^{i} \mathbf{B}_{q} \boldsymbol{u}^{(i)}(0) . \tag{5.4.19}
\end{equation*}
$$

We observe that $\xi_{p}(0)$ can be chosen arbitrary while $\xi_{q}(0)$ has to be chosen such that the hidden constraint (5.4.19) is satisfied. Thus the initial value $\boldsymbol{x}(0)$ of DAE (4.1.1) has to be consistent initial value and the input data has to be at least $\mu-1$ times differentiable. In this approach we take care of this since, If we apply initial condition $\xi_{p}(0)=z_{p_{\mu-2}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} p_{0}^{* \mathrm{~T}} \boldsymbol{x}(0)$, where $\boldsymbol{x}(0)$ is a consistent initial condition, we can solve the system (5.4.18) hierarchically by numerically integration of differential part (5.4.18a) and then compute the algebraic solutions using (5.4.18b). Then the desired output solutions are obtained using (5.4.18c). It can be proved that $\sigma_{f}(\mathbf{E}, \mathbf{A})=\sigma\left(\mathbf{A}_{p}\right)$, thus system (5.4.18) preserves stability of the DAEs. The number of differential equation is always equal to the total algebraic multiplicity of finite eigenvalues of the matrix pencil ( $\mathbf{E}, \mathbf{A}$ ).

### 5.4.2 Index- $\mu$ DAEs without a differential part

Here, we assume that the spectrum of the matrix pencil of (4.1.1) has no finite eigenvalues, this implies $\Pi_{\mu-1}=0$. Thus, (5.4.2), reduces to

$$
\begin{equation*}
\mathbf{I}_{n}=\mathbf{Q}_{0}+\sum_{i=1}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} . \tag{5.4.20}
\end{equation*}
$$

Repeating steps from (5.4.3) to (5.4.9). It is nice to see that if $\mu=2$, then (5.4.20) simplifies to, $\mathbf{I}_{n}=\mathbf{Q}_{0}+\Pi_{0} \mathbf{Q}_{1}=\mathbf{Q}_{0}+\mathbf{P}_{0}$. Thus if $\mu=2$ then the bases of the projector products $\left\{\mathbf{Q}_{0}, \Pi_{0} \mathbf{Q}_{1}\right\}$ in (5.4.20) are $\left\{\boldsymbol{q}_{0}, \boldsymbol{p}_{0}\right\}$, respectively otherwise we follow the steps below:

Step: 0 if $\mu>2$ :
Then by construction, (5.4.20) can be written as,

$$
\mathbf{I}_{n_{0}}=\boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{0} \mathbf{Q}_{1} \boldsymbol{p}_{0}+\boldsymbol{p}_{0}^{* \mathrm{~T}} \sum_{i=2}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{p}_{0}
$$

Then,

$$
\begin{equation*}
\mathbf{I}_{n_{0}}=\mathbf{Z}_{\boldsymbol{q}_{0}}+\mathbf{Z}_{p_{0}} \tag{5.4.21}
\end{equation*}
$$

with $\mathbf{Z}_{\boldsymbol{p}_{0}}:=\boldsymbol{p}_{0}^{* \mathrm{~T}} \sum_{\substack{i=2 \\ \mu>2}}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{p}_{0}, \quad \mathbf{Z}_{\boldsymbol{q}_{0}}:=\boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{0} \mathbf{Q}_{1} \boldsymbol{p}_{0}$. Using the general form of Theorem 5.3.1, $\mathbf{Z}_{\boldsymbol{p}_{0}}$ and $\mathbf{Z}_{\boldsymbol{q}_{0}}$ are mutually orthogonal projectors, acting in $\mathbb{R}^{n_{0}}$.

Let $k_{1}=\operatorname{dim}\left(\operatorname{Im} \mathbf{Z}_{\boldsymbol{q}_{0}}\right)$, and $n_{1}=n_{0}-k_{1}$, and let us consider a basis matrix $\left(z_{\boldsymbol{p}_{0}}, z_{\boldsymbol{q}_{0}}\right) \in \mathbb{R}^{n_{0}}$ made of $n_{1}$ independent columns of projection matrix $\mathbf{Z}_{p_{0}}$ and $k_{1}$ independent columns of the complementary projection matrix $\mathbf{Z}_{\boldsymbol{q}_{0}}$. We denote by $\left(z_{\boldsymbol{p}_{0}}^{* \mathrm{~T}}, z_{\boldsymbol{q}_{0}}^{* \mathrm{~T}}\right)^{\mathrm{T}}$ the inverse of $\left(z_{p_{0}}, z_{q_{0}}\right)$, such that

$$
z_{p_{0}}^{* \mathrm{~T}} z_{p_{0}}=\mathbf{I}_{n_{1}}, z_{p_{0}}^{* \mathrm{~T}} z_{q_{0}}=0, z_{q_{0}}^{* \mathrm{~T}} z_{p_{0}}=0, z_{q_{0}}^{* \mathrm{~T}} z_{q_{0}}=\mathbf{I}_{k_{1}}, z_{p_{0}} z_{p_{0}}^{* \mathrm{~T}}+z_{q_{0}} z_{q_{0}}^{* \mathrm{~T}}=\mathbf{I}_{n_{0}} \text { (5.4.22) }
$$

Then, we can represent $\mathbf{Z}_{\boldsymbol{p}_{0}}$ and $\mathbf{Z}_{\boldsymbol{q}_{0}}$ as

$$
\mathbf{Z}_{p_{0}}=z_{p_{0}} z_{p_{0}}^{* \mathrm{~T}}, \quad \mathbf{Z}_{q_{0}}=z_{q_{0}} z_{q_{0}}^{* \mathrm{~T}}
$$

and we have

$$
\begin{equation*}
\mathbf{Z}_{p_{0}} z_{p_{0}}=z_{p_{0}}, \quad \mathbf{Z}_{p_{0}} z_{q_{0}}=0, \quad \mathbf{Z}_{\boldsymbol{q}_{0}} z_{p_{0}}=0, \quad \mathbf{Z}_{\boldsymbol{q}_{0}} z_{\boldsymbol{q}_{0}}=z_{\boldsymbol{q}_{0}} \tag{5.4.23}
\end{equation*}
$$

Thus, if $\mu=3$ then the bases of the projector products $\left\{\mathbf{Q}_{0}, \Pi_{0} \mathbf{Q}_{1}, \Pi_{1} \mathbf{Q}_{2}\right\}$ in (5.4.20) are $\left\{\boldsymbol{q}_{0}, \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{q}_{0}}, \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{p}_{0}}\right\}$, respectively.
Step: 1 if $\mu>3$ :

Using the identities (5.4.22) and (5.4.23) on (5.4.21) leads to

$$
\begin{equation*}
\mathbf{I}_{n_{1}}=\mathbf{Z}_{q_{1}}+\mathbf{Z}_{p_{1}} \tag{5.4.24}
\end{equation*}
$$

with $\mathbf{Z}_{\boldsymbol{p}_{1}}:=z_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* T} \sum_{\substack{i=3 \\ \mu>3}}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{p}_{0} z_{p_{0}}, \quad \mathbf{Z}_{\boldsymbol{q}_{1}}:=z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{1} \mathbf{Q}_{2} \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}}$. We can also see that the projectors are mutually orthogonal projectors, acting in $\mathbb{R}^{n_{1}}$.
Let $k_{2}=\operatorname{dim}\left(\operatorname{Im} \mathbf{Z}_{q_{1}}\right)$, and $n_{2}=n_{1}-k_{2}$, and let us consider a basis matrix $\left(z_{p_{1}}, z_{q_{1}}\right) \in \mathbb{R}^{n_{1}}$ made of $n_{2}$ independent columns of projection matrix $\mathbf{Z}_{p_{0}}$ and $k_{2}$ independent columns of the complementary projection matrix $\mathbf{Z}_{q_{1}}$. We denote by $\left(z_{p_{1}}^{* \mathrm{~T}}, z_{q_{1}}^{* \mathrm{~T}}\right)^{\mathrm{T}}$ the inverse of $\left(z_{p_{1}}, z_{q_{1}}\right)$, such that

$$
z_{p_{1}}^{* \mathrm{~T}} z_{p_{1}}=\mathbf{I}_{n_{2}}, z_{p_{1}}^{* \mathrm{~T}} z_{q_{1}}=0, z_{q_{1}}^{* \mathrm{~T}} z_{p_{1}}=0, z_{q_{1}}^{* \mathrm{~T}} z_{q_{1}}=\mathbf{I}_{k_{2}}, z_{p_{1}} z_{p_{1}}^{* \mathrm{~T}}+z_{q_{1}} z_{q_{1}}^{* \mathrm{~T}}=\mathbf{I}_{n_{1}} .
$$

Then, we can represent $\mathbf{Z}_{p_{1}}$ and $\mathbf{Z}_{q_{1}}$ as $\mathbf{Z}_{p_{1}}=z_{p_{1}} z_{p_{1}}^{* T}, \quad \mathbf{Z}_{q_{1}}=z_{q_{1}} z_{q_{1}}^{* T}$, and we have

$$
\begin{equation*}
\mathbf{Z}_{p_{1}} z_{p_{1}}=z_{p_{1}}, \quad \mathbf{Z}_{p_{1}} z_{q_{1}}=0, \quad \mathbf{Z}_{q_{1}} z_{p_{1}}=0, \quad \mathbf{Z}_{q_{1}} z_{q_{1}}=z_{q_{1}} \tag{5.4.25}
\end{equation*}
$$

Thus, if $\mu=4$ then the bases of the projector products $\left\{\mathbf{Q}_{0}, \Pi_{0} \mathbf{Q}_{1}, \Pi_{1} \mathbf{Q}_{2}, \Pi_{2} \mathbf{Q}_{3}\right\}$ in (5.4.20) are $\left\{\boldsymbol{q}_{0}, \boldsymbol{p}_{0} z_{q_{0}}, \boldsymbol{p}_{0} z_{p_{0}} z_{q_{1}}, \boldsymbol{p}_{0} z_{p_{0}} z_{p_{1}}\right\}$, respectively. This a recursive process which can easily be generalized.
Step: j if $\mu>j+2$ :
The $j$ th iteration leads to an identity matrix given by,

$$
\begin{equation*}
\mathbf{I}_{n_{j}}=\mathbf{Z}_{\boldsymbol{q}_{j}}+\mathbf{Z}_{\boldsymbol{p}_{j}}, \quad j=1, \ldots, \mu-2, \quad \mu>2, \tag{5.4.26}
\end{equation*}
$$

with $\mathbf{Z}_{\boldsymbol{p}_{j}}:=z_{\boldsymbol{p}_{j-1}}^{* \mathrm{~T}} \cdots z_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \sum_{\substack{i=j+2 \\ j<\mu-2}}^{\mu-1} \Pi_{i-1} \mathbf{Q}_{i} \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdots z_{\boldsymbol{p}_{j-1}}$,
$\mathbf{Z}_{\boldsymbol{q}_{j}}:=z_{\boldsymbol{p}_{j-1}}^{* \mathrm{~T}} \cdots z_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \Pi_{j} \mathbf{Q}_{j+1} \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdots \boldsymbol{z}_{\boldsymbol{p}_{j-1}}$. These projectors are also mutually orthogonal projectors, acting in $\mathbb{R}^{n_{j}}$. Let $k_{j+1}=\operatorname{dim}\left(\operatorname{Im} \mathbf{Z}_{q_{j}}\right)$, and $n_{j+1}=n_{j}-k_{j+1}$, and let us consider a basis matrix $\left(z_{p_{j}}, z_{q_{j}}\right) \in \mathbb{R}^{n_{j}}$ made of $n_{j+1}$ independent columns of projection matrix $\mathbf{Z}_{p_{j}}$ and $k_{j+1}$ independent columns of the complementary projection matrix $\mathbf{Z}_{q_{j}}$.

We denote by $\left(z_{\boldsymbol{p}_{j}}^{* \mathrm{~T}}, z_{\boldsymbol{q}_{j}}^{* \mathrm{~T}}\right)^{\mathrm{T}}$ the inverse of $\left(z_{\boldsymbol{p}_{j}}, z_{\boldsymbol{q}_{j}}\right)$, such that

$$
\begin{align*}
& z_{\boldsymbol{p}_{j}}^{* \mathrm{~T}} z_{\boldsymbol{p}_{j}}=\mathbf{I}_{n_{j+1}}, \quad z_{\boldsymbol{p}_{j}}^{* \mathrm{~T}} z_{\boldsymbol{q}_{j}}=0, \quad z_{\boldsymbol{q}_{j}}^{* \mathrm{~T}} z_{\boldsymbol{p}_{j}}=0, \quad z_{\boldsymbol{q}_{j}}^{* \mathrm{~T}} z_{\boldsymbol{q}_{j}}=\mathbf{I}_{k_{j+1}}, \\
& z_{\boldsymbol{p}_{j}} z_{\boldsymbol{p}_{j}}^{* \mathrm{~T}}+z_{\boldsymbol{q}_{j}} z_{\boldsymbol{q}_{j}}^{* \mathrm{~T}}=\mathbf{I}_{n_{j}} \tag{5.4.27}
\end{align*}
$$

Then, we can represent $\mathbf{Z}_{\boldsymbol{p}_{j}}, \mathbf{Z}_{\boldsymbol{q}_{j}}$ as $\mathbf{Z}_{\boldsymbol{p}_{j}}=\boldsymbol{z}_{\boldsymbol{p}_{j}} \boldsymbol{z}_{\boldsymbol{p}_{j}}^{* \mathrm{~T}}, \quad \mathbf{Z}_{\boldsymbol{q}_{j}}=\boldsymbol{z}_{\boldsymbol{q}_{j}} \boldsymbol{z}_{\boldsymbol{q}_{j}}^{* \mathrm{~T}}$, and we have

$$
\begin{equation*}
\mathbf{Z}_{\boldsymbol{p}_{j}} z_{\boldsymbol{p}_{j}}=z_{\boldsymbol{p}_{j}}, \quad \mathbf{Z}_{\boldsymbol{p}_{j}} z_{\boldsymbol{q}_{j}}=0, \quad \mathbf{Z}_{\boldsymbol{q}_{j}} z_{\boldsymbol{p}_{j}}=0, \quad \mathbf{Z}_{\boldsymbol{q}_{j}} z_{\boldsymbol{q}_{j}}=z_{\boldsymbol{q}_{j}} \tag{5.4.28}
\end{equation*}
$$

Hence the bases of the projector products $\left\{\mathbf{Q}_{0}, \Pi_{0} \mathbf{Q}_{1}, \Pi_{1} \mathbf{Q}_{2}, \ldots, \Pi_{i-1} \mathbf{Q}_{i}, \ldots, \Pi_{\mu-2} \mathbf{Q}_{\mu-1}\right\}$ in (5.4.20) are $\left\{\boldsymbol{q}_{0}, \boldsymbol{p}_{0} z_{\boldsymbol{q}_{0}}, \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} z_{\boldsymbol{q}_{1}}, \ldots, \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdots \boldsymbol{z}_{\boldsymbol{p}_{i-3}} z_{\boldsymbol{q}_{i-2}}, \ldots, \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdots z_{\boldsymbol{p}_{\mu-2}}\right\}$,
$i=3, \ldots, \mu-1$, respectively. Thus, we can now expand $x$ with respect to these bases, obtaining,

$$
\begin{equation*}
\boldsymbol{x}=\boldsymbol{q}_{0} \xi_{q, 0}+\boldsymbol{p}_{0} z_{\boldsymbol{q}_{0}} \xi_{q, 1}+\sum_{i=2}^{\mu-2} \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdots \boldsymbol{z}_{\boldsymbol{p}_{i-2}} z_{\boldsymbol{q}_{i-1}} \xi_{q, i}+\boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} \cdots \boldsymbol{z}_{\boldsymbol{p}_{\mu-3}} \xi_{q, \mu-1} \tag{5.4.29}
\end{equation*}
$$

where $\xi_{\mu-1} \in \mathbb{R}^{n_{\mu-2}}, \xi_{q, i} \in \mathbb{R}^{k_{i}}, \xi_{q, 0} \in \mathbb{R}^{k_{i}}, i=0, \ldots, \mu-2$ and with inversion expressions

$$
\begin{align*}
& \xi_{\mu-1}=z_{p_{\mu-3}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \boldsymbol{x}_{Q, \mu-1}, \quad \xi_{q, 0}=\boldsymbol{q}_{0}^{* \mathrm{~T}} \boldsymbol{x}_{Q, 0}, \quad \xi_{q, 1}=z_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \boldsymbol{x}_{Q, 1} \\
& \xi_{q, i}=z_{\boldsymbol{q}_{i-1}}^{* \mathrm{~T}} z_{\boldsymbol{p}_{i-2}}^{* \mathrm{~T}} \cdots z_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \boldsymbol{x}_{Q, i}, \quad i=2, \ldots, \mu-2 \tag{5.4.30}
\end{align*}
$$

If we substitute the variables in (5.4.29) and (5.4.30) into (5.4.1) leads to modified decoupled system given by

$$
\begin{align*}
\xi_{q, \mu-1} & =\mathbf{B}_{q, \mu-1} \boldsymbol{u},  \tag{5.4.31a}\\
\xi_{q, i} & =\mathbf{B}_{q, i} \boldsymbol{u}+\sum_{j=i+1}^{\mu-1} \mathbf{A}_{\boldsymbol{q}_{i, j}} \xi_{q, j}^{\prime}, \quad i=\mu-2, \ldots 2,  \tag{5.4.31b}\\
\xi_{q, 1} & =\mathbf{B}_{q, 1} \boldsymbol{u}+\sum_{j=2}^{\mu-1} \mathbf{A}_{\boldsymbol{q}_{1, j}} \xi_{q, j}^{\prime},  \tag{5.4.31c}\\
\xi_{q, 0} & =\mathbf{B}_{q, 0} \boldsymbol{u}+\sum_{j=1}^{\mu-1} \mathbf{A}_{\boldsymbol{q}_{0, j}} \xi_{q, j}^{\prime},  \tag{5.4.31d}\\
\boldsymbol{y} & =\sum_{i=0}^{\mu-1} \mathbf{C}_{q, i}^{\mathrm{T}} \xi_{q, i}, \tag{5.4.31e}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{B}_{q, \mu-1}:=z_{p_{\mu-3}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, \mu-1} \in \mathbb{R}^{k_{\mu-1} \times m}, \quad \mathbf{B}_{q, i}:=z_{q_{i-1}}^{* \mathrm{~T}} z_{p_{i-2}}^{* \mathrm{~T}} \cdots z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, i} \in \mathbb{R}^{k_{i} \times m}, \\
& \mathbf{B}_{q, 0}:=\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 0} \in \mathbb{R}^{k_{0}, m}, \quad \mathbf{B}_{q, 1}:=z_{q_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 1} \in \mathbb{R}^{k_{1} \times m}, \\
& \mathbf{A}_{q_{i, j}}:= \begin{cases}z_{q_{i-1}}^{* T} z_{p_{i-2}}^{* T} \cdots z_{p_{0}}^{* T} v_{0}^{* T} \mathbf{A}_{\mathbf{Q}_{i, j}} p_{0} z_{p_{0}} \cdots z_{p_{\mu-3}}, & \text { If } j=\mu-1, \\
z_{q_{i-1}}^{* \mathrm{~T}} z_{p_{i-2}} \cdots z_{p_{0}}^{* T} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{i, j}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-2}} z_{q_{j-1}}, & \text { Otherwise, }\end{cases} \\
& \mathbf{A}_{q_{1, j}}:= \begin{cases}z_{q_{0}}^{* T} \boldsymbol{p}_{0}^{* T} \mathbf{A}_{\mathbf{Q}_{1, j}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{\mu-3}}, & \text { If, } \quad j=\mu-1, \\
z_{q_{0}}^{* T} \boldsymbol{p}_{0}^{* T} \mathbf{A}_{\mathbf{Q}_{1, j}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-2}} z_{q_{j-1}}, & \text { Otherwise. }\end{cases} \\
& \mathbf{A}_{\boldsymbol{q}_{0, j}}:=\left\{\begin{array}{lll}
\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{0 . j}} \boldsymbol{p}_{0} z_{q_{0}}, & \text { If, } & j=1, \\
\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{0 . j}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{j-2}} z_{q_{j-1}}, & \text { If, } & 2 \leq j \leq \mu-2, \\
\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{0 . j}} \boldsymbol{p}_{0} z_{p_{0}} \cdots z_{p_{\mu-3}}, & \text { If, } & j=\mu-1 .
\end{array}\right. \\
& \mathbf{C}_{q, 0}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{q}_{0} \in \mathbb{R}^{\ell \times k_{0}}, \mathbf{C}_{q, 1}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{q_{0}} \in \mathbb{R}^{\ell \times k_{1}}, \mathbf{C}_{q, i}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{p_{0}} \cdots \boldsymbol{z}_{p_{i-2}} z_{\boldsymbol{q}_{i-1}} \in \mathbb{R}^{\ell \times k_{i}} .
\end{aligned}
$$

We can observe that equations (5.4.31) can be written as

$$
\begin{align*}
-\mathcal{L} \xi_{q}^{\prime} & =-\xi_{q}+\mathbf{B}_{q} \boldsymbol{u}  \tag{5.4.32a}\\
\boldsymbol{y} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q} \tag{5.4.32b}
\end{align*}
$$

where $\xi_{q}=\left(\xi_{q, \mu-1}, \ldots, \xi_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n}, \mathbf{B}_{q}=\left(\mathbf{B}_{q, \mu-1}, \ldots, \mathbf{B}_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n \times m}$, $\mathbf{C}_{q}=\left(\mathbf{C}_{q, \mu-1}^{\mathrm{T}}, \ldots, \mathbf{C}_{q, 0}^{\mathrm{T}}\right)^{\mathrm{T}} \in \mathbb{R}^{n \times \ell}, \mathcal{L} \in \mathbb{R}^{n \times n}$ is a strictly lower triangular nilpotent matrix of index $\mu$. It can also be proved that the decoupled system (5.4.32) can be written in the form:

$$
\begin{equation*}
\boldsymbol{y}=\mathbf{C}_{q}^{\mathrm{T}} \sum_{i=0}^{\mu-1} \mathcal{L}^{i} \mathbf{B}_{q} \boldsymbol{u}^{(i)} \tag{5.4.33}
\end{equation*}
$$

where $\boldsymbol{u}^{(i)} \in \mathbb{R}^{m}$ is the ith derivative of the input data. We observe that, we have only algebraic equations and their solutions can be computed exactly. We can also observe that $n=\sum_{i=0}^{\mu-1} k_{i}$ is the total number of algebraic equations which is also equal to the dimension of the DAE. Thus the decoupled system (5.4.32) preserves the dimension of the DAE. For comparison with the DAE (2.3.1), we can rewrite either system (5.4.18) or (5.4.32) in the descriptor form given by

$$
\begin{align*}
\tilde{\mathbf{E}} \xi^{\prime} & =\tilde{\mathbf{A}} \xi+\tilde{\mathbf{B}} \boldsymbol{u}  \tag{5.4.34a}\\
\boldsymbol{y} & =\tilde{\mathbf{C}}^{\mathrm{T}} \xi \tag{5.4.34b}
\end{align*}
$$

where: if the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$ has at least one finite eigenvalue, then $\tilde{\mathbf{E}}=\left(\begin{array}{cc}\mathrm{I} & 0 \\ 0 & -\mathcal{L}\end{array}\right) \in \mathbb{R}^{n \times n}, \tilde{\mathbf{A}}=\left(\begin{array}{cc}\mathbf{A}_{p} & 0 \\ \mathbf{A}_{q} & -\mathrm{I}\end{array}\right) \in \mathbb{R}^{n \times n}, \tilde{\mathbf{B}}=\binom{\mathbf{B}_{p}}{\mathbf{B}_{q}} \in \mathbb{R}^{n \times m}, \tilde{\mathbf{C}}=\binom{\mathbf{C}_{p}}{\mathbf{C}_{q}} \in \mathbb{R}^{n \times \ell}$ and if the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$ has no finite eigenvalue, then $\tilde{\mathbf{E}}=-\mathcal{L} \in \mathbb{R}^{n \times n}$, $\tilde{\mathbf{A}}=-\mathrm{I} \in \mathbb{R}^{n \times n}, \tilde{\mathbf{B}}=\mathbf{B}_{q} \in \mathbb{R}^{n \times m}, \tilde{\mathbf{C}}=\mathbf{C}_{q} \in \mathbb{R}^{n \times \ell}$. We can observe that this form reveals the interconnection structure of the DAE (2.3.1). Moreover it can be proved that systems (2.3.1) and (5.4.34) are equivalent. This implies that also their respective matrix pencils $(\mathbf{E}, \mathbf{A})$ and $(\tilde{\mathbf{E}}, \tilde{\mathbf{A}})$ are equivalent. If we consider DAEs whose matrix pencil $(\mathbf{E}, \mathbf{A})$ has at least one finite eigenvalue, we can show that they have same spectrum, since we can easily show that $\operatorname{det}(\lambda \tilde{\mathbf{E}}-\tilde{\mathbf{A}})=\operatorname{det}\left(\lambda \mathbf{I}-\mathbf{A}_{p}\right)$, $\operatorname{since} \operatorname{det}(\mathrm{I}-\lambda \mathcal{L})=(1)^{n_{q}}$. This identity shows that the finite eigenvalues of the matrix pencil $(\mathbf{E}, \mathbf{A})$ coincide with the (possibly complex) eigenvalues of the matrix $\mathbf{A}_{p}$ of the differential part, which are exactly $n_{p}$, counting their multiplicity, i.e., $\sigma\left(\mathbf{A}_{p}\right)=\sigma_{f}(\mathbf{E}, \mathbf{A})$. Thus, the differential part of the decoupled system inherits the stability properties of DAEs.

### 5.4.3 Decoupling of index-3 DAEs

In Section 5.2 and 5.3, we have discussed the decoupling of index-1 and-2 DAEs, respectively. These decoupled system can be written in the descriptor form (5.4.34) and it is easy to check that for the case of index-1 and -2 DAEs, nilpotent matrices are given by $\mathcal{L}=\mathbf{0}$ and $\mathcal{L}=\left(\begin{array}{rr}\mathbf{0} & \mathbf{0} \\ \mathbf{A}_{q_{0,1}} & \mathbf{0}\end{array}\right)$, respectively. In this Section, we discuss how to decouple index-3 DAEs using the generalized procedure in the previous Section. Thus we need to assume that the DAE (4.1.1) is an index-3 DAE, i.e., $\mu=3$. We also assume that the projectors are constructed such that (4.1.13) holds true. Thus index-3 DAEs can be decoupled as follows: If system (4.1.1) has a matrix pencil with at least one finite eigenvalue then decoupled system take the form (5.4.16). Thus substituting $\mu=3$ into (5.4.16) and simplifying, we obtain a modified decoupled system for index-3 DAEs given by:

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u},  \tag{5.4.35a}\\
\xi_{q, 2} & =\mathbf{A}_{q, 2} \xi_{p}+\mathbf{B}_{q, 2} \boldsymbol{u},  \tag{5.4.35b}\\
\xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 1} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{1,2}} \xi_{q, 2}^{\prime},  \tag{5.4.35c}\\
\xi_{q, 0} & =\mathbf{A}_{q, 0} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}}^{\prime} \xi_{q, 1}^{\prime}+\mathbf{A}_{\boldsymbol{q}_{0,2}} \xi_{q, 2}^{\prime},  \tag{5.4.35d}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q, 2}^{\mathrm{T}} \xi_{q, 2}+\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0} \tag{5.4.35e}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{A}_{p}:=z_{p_{1}}^{* T} z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{A}_{P} \boldsymbol{p}_{0} z_{p_{0}} z_{p_{1}} \in \mathbb{R}^{n_{p} \times n_{p}}, \quad \mathbf{B}_{p}:=z_{p_{1}}^{* \mathrm{~T}} z_{p_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{P} \in \mathbb{R}^{n_{p} \times m}, \\
& \mathbf{A}_{q, 2}:=z_{q_{1}}^{* T} z_{p_{0}}^{* T} \boldsymbol{p}_{0}^{* T} \mathbf{A}_{Q, 2} \boldsymbol{p}_{0} z_{p_{0}} z_{p_{1}} \in \mathbb{R}^{k_{2} \times n_{p}}, \\
& \mathbf{B}_{q, 2}:=z_{q_{1}}^{* T} z_{p_{0}}^{* T} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 2} \in \mathbb{R}^{k_{2} \times m}, \\
& \mathbf{A}_{q, 1}:=z_{q_{0}}^{* T} \boldsymbol{T}_{0}^{* \mathrm{~T}} \mathbf{A}_{Q, 1} \boldsymbol{p}_{0} z_{p_{0}} z_{p_{1}} \in \mathbb{R}^{k_{1} \times n_{p}}, \\
& \mathbf{B}_{q, 1}:=z_{q_{0}}^{* T} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 1} \in \mathbb{R}^{k_{1} \times m}, \\
& \mathbf{A}_{q, 0}:=\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{Q, 0} \boldsymbol{p}_{0} z_{p_{0}} z_{p_{1}} \in \mathbb{R}^{k_{0} \times n_{p}}, \\
& \mathbf{B}_{q, 0}:=\boldsymbol{q}_{0}^{* T} \mathbf{B}_{Q, 0} \in \mathbb{R}^{k_{0} \times m}, \\
& \mathbf{A}_{\boldsymbol{q}_{1,2}}:=z_{q_{0}}^{* T} \dot{p}_{0}^{* T} \mathbf{A}_{\mathbf{Q}_{1,2}} \boldsymbol{p}_{0} z_{p_{0}} z_{q_{1}} \in \mathbb{R}^{k_{1} \times k_{2}}, \\
& \mathbf{A}_{\boldsymbol{q}_{0,1}}:=\boldsymbol{q}_{0}^{* T} \mathbf{A}_{\mathbf{Q}_{0,1}} \boldsymbol{p}_{0} z_{\boldsymbol{q}_{0}} \in \mathbb{R}^{k_{0} \times k_{1}}, \\
& \mathbf{A}_{q_{0,2}}:=\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{0,2}} \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} z_{q_{1}} \in \mathbb{R}^{k_{0} \times k_{2}}, \\
& \mathbf{C}_{p}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{p_{0}} z_{p_{1}} \in \mathbb{R}^{n_{p} \times \ell}, \\
& \mathbf{C}_{q, 2}^{\mathrm{T}}:=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{\boldsymbol{p}_{0}} z_{q_{1}} \in \mathbb{R}^{k_{2} \times \ell}, \mathbf{C}_{q, 1}^{\mathrm{T}}:=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{q_{0}} \in \mathbb{R}^{k_{1} \times \ell}, \mathbf{C}_{q, 0}^{\mathrm{T}}:=\mathbf{C}^{\mathrm{T}} \boldsymbol{q}_{0} \in \mathbb{R}^{k_{0} \times \ell},
\end{aligned}
$$

and

$$
\begin{array}{ll}
\mathbf{A}_{P}:=\mathbf{P}_{0} \mathbf{P}_{1} \mathbf{P}_{2} \mathbf{E}_{3}^{-1} \mathbf{A}_{3} \in \mathbb{R}^{n \times n}, & \mathbf{B}_{P}:=\mathbf{P}_{0} \mathbf{P}_{1} \mathbf{P}_{2} \mathbf{E}_{3}^{-1} \mathbf{B} \in \mathbb{R}^{n \times m}, \\
\mathbf{A}_{Q, 2}:=\mathbf{P}_{0} \mathbf{P}_{1} \mathbf{Q}_{2} \mathbf{E}_{3}^{-1} \mathbf{A}_{3} \in \mathbb{R}^{n \times n}, & \mathbf{B}_{Q, 2}:=\mathbf{P}_{0} \mathbf{P}_{1} \mathbf{Q}_{2} \mathbf{E}_{3}^{-1} \mathbf{B} \in \mathbb{R}^{n \times m}, \\
\mathbf{A}_{Q, 1}:=\mathbf{P}_{0} \mathbf{Q}_{1} \mathbf{P}_{2} \mathbf{E}_{3}^{-1} \mathbf{A}_{3} \in \mathbb{R}^{n \times n}, & \mathbf{B}_{Q, 1}:=\mathbf{P}_{0} \mathbf{Q}_{1} \mathbf{P}_{2} \mathbf{E}_{3}^{-1} \mathbf{B} \in \mathbb{R}^{n \times m}, \\
\mathbf{A}_{\mathbf{Q}_{1,2}}:=\mathbf{P}_{0} \mathbf{Q}_{1} \mathbf{Q}_{2} \in \mathbb{R}^{n \times n}, & \mathbf{A}_{Q, 0}:=\mathbf{Q}_{0} \mathbf{P}_{1} \mathbf{P}_{2} \mathbf{E}_{3}^{-1} \mathbf{A}_{3} \in \mathbb{R}^{n \times n}, \\
\mathbf{B}_{Q, 0}:=\mathbf{Q}_{0} \mathbf{P}_{1} \mathbf{P}_{2} \mathbf{E}_{3}^{-1} \mathbf{B} \in \mathbb{R}^{n \times m}, & \mathbf{A}_{\mathbf{Q}_{0,1}}:=\mathbf{Q}_{0} \mathbf{Q}_{1} \in \mathbb{R}^{n \times n}, \\
\mathbf{A}_{\mathbf{Q}_{0,2}}:=\mathbf{Q}_{0} \mathbf{P}_{1} \mathbf{Q}_{2} \in \mathbb{R}^{n \times n} . &
\end{array}
$$

After re-arranging and simplifying this decoupled system can be simplified to the form (5.4.18) given by:

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
\xi_{q} & =\sum_{i=0}^{2} \mathcal{L}^{i} \mathbf{A}_{q} \mathbf{A}_{p}^{i} \xi_{p}+\sum_{i=1}^{2} \sum_{k=0}^{i-1} \mathcal{L}^{i} \mathbf{A}_{q} \mathbf{A}_{p}^{k} \mathbf{B}_{p} \boldsymbol{u}^{(i-k-1)}+\sum_{i=0}^{2} \mathcal{L}^{i} \mathbf{B}_{q} \boldsymbol{u}^{(i)},  \tag{5.4.36}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q},
\end{align*}
$$

where $\xi_{q}=\left(\xi_{q, 2}, \xi_{q, 1}, \xi_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n_{q}}, \mathbf{A}_{q}=\left(\mathbf{A}_{q, 2}, \mathbf{A}_{q, 1}, \mathbf{A}_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n_{q} \times n_{p}}$,
$\mathbf{B}_{q}=\left(\mathbf{B}_{q, 2}, \mathbf{B}_{q, 1}, \mathbf{B}_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n_{q} \times m}, \mathbf{C}_{q}=\left(\mathbf{C}_{q, 2}, \mathbf{C}_{q, 1}, \mathbf{C}_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n_{q} \times \ell}, n_{q}=\sum_{i=0}^{2} k_{i}$ and $\mathcal{L} \in \mathbb{R}^{n_{q} \times n_{q}}$ is a strictly lower triangular nilpotent matrix of index- 3 given by

$$
\mathcal{L}:=\left(\begin{array}{ccc}
\mathbf{0} & \mathbf{0} & \mathbf{0}  \tag{5.4.37}\\
\mathbf{A}_{q_{1,2}} & \mathbf{0} & \mathbf{0} \\
\mathbf{A}_{q_{0,2}} & \mathbf{A}_{q_{0,1}} & \mathbf{0}
\end{array}\right) .
$$

If system (4.1.1) has a matrix pencil with only infinite spectrum then its März decoupled system can be modified into the form (5.4.31). Thus substituting $\mu=3$ into (5.4.31) and
simplifying, we obtain a modified decoupled system of index-3 DAEs given by:

$$
\begin{align*}
\xi_{q, 2} & =\mathbf{B}_{q, 2} \boldsymbol{u}  \tag{5.4.38a}\\
\xi_{q, 1} & =\mathbf{B}_{q, 1} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{1,2}} \xi_{q, 2}^{\prime}  \tag{5.4.38b}\\
\xi_{q, 0} & =\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}} \xi_{q, 1}^{\prime}+\mathbf{A}_{\boldsymbol{q}_{0,2}} \xi_{q, 2}^{\prime}  \tag{5.4.38c}\\
\boldsymbol{y} & =\mathbf{C}_{q, 2}^{\mathrm{T}} \xi_{q, 2}+\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0} \tag{5.4.38~d}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{B}_{q, 2}:=z_{\boldsymbol{p}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 2} \in \mathbb{R}^{k_{2} \times m}, \mathbf{B}_{q, 1}:=\boldsymbol{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 1} \in \mathbb{R}^{k_{1} \times m}, \mathbf{B}_{q, 0}:=\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{B}_{Q, 0} \in \mathbb{R}^{k_{0} \times m}, \\
& \mathbf{A}_{\boldsymbol{q}_{1,2}}:=\boldsymbol{z}_{\boldsymbol{q}_{0}}^{* \mathrm{~T}} \boldsymbol{p}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{1,2}} \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{p}_{0}} \in \mathbb{R}^{k_{1} \times k_{2}}, \mathbf{A}_{\boldsymbol{q}_{0,1}}:=\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{0,1}} \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{q}_{0}} \in \mathbb{R}_{0}^{k_{0} \times k_{1}}, \mathbf{C}_{q, 0}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{q}_{0} \in \mathbb{R}^{k_{0} \times \ell}, \\
& \mathbf{A}_{\boldsymbol{q}_{0,2}}:=\boldsymbol{q}_{0}^{* \mathrm{~T}} \mathbf{A}_{\mathbf{Q}_{0,2}} \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{p}_{0}} \in \mathbb{R}^{k_{0} \times k_{2}}, \mathbf{C}_{q, 2}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{p}_{0}} \in \mathbb{R}^{k_{2} \times \ell}, \mathbf{C}_{q, 1}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} \boldsymbol{z}_{\boldsymbol{q}_{0}} \in \mathbb{R}^{k_{1} \times \ell}
\end{aligned}
$$

Also after re-arranging and simplifying this decoupled system can be simplified into the form (5.4.33) given by:

$$
\begin{equation*}
\boldsymbol{y}=\mathbf{C}_{q}^{\mathrm{T}} \sum_{i=0}^{2} \mathcal{L}^{i} \mathbf{B}_{q} \boldsymbol{u}^{(i)} \tag{5.4.39}
\end{equation*}
$$

where $\xi_{q}=\left(\xi_{q, 2}, \xi_{q, 1}, \xi_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n}, \mathbf{B}_{q}=\left(\mathbf{B}_{q, 2}, \mathbf{B}_{q, 1}, \mathbf{B}_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n \times m}$,
$\mathbf{C}_{q}=\left(\mathbf{C}_{q, 2}, \mathbf{C}_{q, 1}, \mathbf{C}_{q, 0}\right)^{\mathrm{T}} \in \mathbb{R}^{n \times m}, \mathcal{L} \in \mathbb{R}^{n \times n}$ is a strictly lower triangular nilpotent matrix of index-3 which takes the same form as (5.4.37). Hence index-3 DAEs can be decoupled into the form either (5.4.36) or (5.4.39) depending on the spectrum of the matrix pencil. In the examples below, we illustrate the decoupling of index-3 DAEs.

Example 5.4.1 ([46]) As a simple mechanical example, we consider a car-pendulum system shown in Figure 5.3 that consists of a cart of mass $m_{1}$ and a pendulum of length $L$ and of mass $m_{2}$. In [46], they linearized nonlinear equations of motion of this multibody system along the equilibrium $\left[0,0,-L, 0,0, m_{2} g /(2 L)\right]$ which yields an index-3 DAE


Figure 5.3: A cart-pendulum system
with system matrices :

$$
\begin{align*}
& \mathbf{E}=\operatorname{diag}\left(1,1,1, m_{1}, m_{2}, m_{2}, 0\right), \quad \mathbf{A}=\left(\begin{array}{ccccccc}
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
-m_{2} g / L & m_{2} g / L & 0 & 0 & 0 & 0 & 0 \\
m_{2} g / L & -m_{2} g / L & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & m_{2} g / L & 0 & 0 & 0 & 2 L \\
0 & 0 & -2 L & 0 & 0 & 0 & 0
\end{array}\right), \\
& \mathbf{B}=[0,0,0,1,0,0,0]^{\mathrm{T}}, \quad \mathbf{C}=\left(\begin{array}{lllllll}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0
\end{array}\right)^{\mathrm{T}} . \tag{5.4.40}
\end{align*}
$$

This system has a regular matrix pencil $(\mathbf{E}, \mathbf{A})$ and has the finite eigenvalues $\sigma_{f}(\mathbf{E}, \mathbf{A})=\left\{0,0, \pm i \sqrt{\left(m_{1}+m_{2}\right) g /\left(m_{1} L\right)}\right\}$. We constructed special projector chain $\mathbf{Q}_{0}, \mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$ of this system that satisfy (4.1.13) given by,

$$
\mathbf{Q}_{0}=\left(\begin{array}{ccccccc}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & \frac{m_{2}}{2 L} & 0 & 0 & \frac{m_{2}}{2 L} & 1
\end{array}\right), \quad \mathbf{Q}_{1}=\left(\begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \quad \mathbf{Q}_{2} \quad=\left(\begin{array}{lllllll}
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right)
$$

and final matrices on the matrix chain given by,

$$
\mathbf{E}_{3}=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & m_{1} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & m_{2} & 0 & 0 \\
0 & 0 & \frac{g m_{2}}{L} & 0 & 0 & m_{2} & -2 L \\
0 & 0 & 2 L & 0 & 0 & 0 & 0
\end{array}\right), \quad \mathbf{A}_{3}=\left(\begin{array}{ccccccc}
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-\frac{g m_{2}}{L} & \frac{g m_{2}}{L} & 0 & 0 & 0 & 0 & 0 \\
\frac{g m_{2}}{L} & -\frac{g m_{2}}{L} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right) .
$$

Since $\mathbf{E}_{3}$ is non-singular, then this system is of tractability index-3 or index-3 DAE. We need to first construct the basis vector $(\boldsymbol{p}, \boldsymbol{q})$ and their corresponding inverses $\binom{\boldsymbol{p}^{* \mathrm{~T}}}{\boldsymbol{q}^{* \mathrm{~T}}}$ given by

$$
\boldsymbol{p}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0  \tag{5.4.41}\\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & -\frac{m_{2}}{2 L} & 0 & 0 & -\frac{m_{2}}{2 L}
\end{array}\right), \quad \boldsymbol{q}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right), \quad \boldsymbol{p}^{* \mathrm{~T}}=\left(\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0
\end{array}\right), \quad \boldsymbol{q}^{* \mathrm{~T}}=\left(\begin{array}{c}
0 \\
0 \\
\frac{m_{2}}{2 L} \\
0 \\
0 \\
\frac{m_{2}}{2 L} \\
1
\end{array}\right),
$$

for the projector $\mathbf{Q}_{0}$ and its complementary $\mathbf{P}_{0}$, respectively. Then, we use the above basis to construct the second basis $\left(\mathbf{z}_{\boldsymbol{p}_{0}}, \mathbf{z}_{\boldsymbol{q}_{0}}\right)$ and their corresponding inverses $\binom{\mathbf{z}_{\boldsymbol{p}_{0}}^{* \mathrm{~T}}}{\mathbf{z}_{\boldsymbol{q}_{0}}^{* T}}$ given by,

$$
\mathbf{z}_{p_{0}}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0  \tag{5.4.42}\\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 & 0
\end{array}\right), \quad \mathbf{z}_{q_{0}}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right), \quad \mathbf{z}_{p_{0}}^{* T}=\left(\begin{array}{cccccc}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0
\end{array}\right), \quad \mathbf{z}_{q_{0}}^{*}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0 \\
0 \\
1
\end{array}\right),
$$

for the projector $\mathbf{Z}_{\boldsymbol{p}_{0}}$ and its complementary $\mathbf{Z}_{\boldsymbol{q}_{0}}$, respectively. Thus, we use the above bases to construct the third basis $\left(\mathbf{z}_{\boldsymbol{p}_{1}}, \mathbf{z}_{\boldsymbol{q}_{1}}\right)$ and their corresponding inverses $\binom{\mathbf{z}_{\boldsymbol{p}_{1}}^{* \mathrm{~T}}}{\mathbf{z}_{\boldsymbol{q}_{1}}^{* T}}$ given
by,

$$
\mathbf{z}_{p_{1}}=\left(\begin{array}{llll}
1 & 0 & 0 & 0  \tag{5.4.43}\\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right), \quad \mathbf{z}_{q_{1}}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0 \\
0
\end{array}\right), \quad \mathbf{z}_{p_{1}}^{* \mathrm{~T}}=\left(\begin{array}{ccccc}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{array}\right), \quad \mathbf{z}_{q_{1}}^{* \mathrm{~T}}=\left(\begin{array}{lllll}
0 & 0 & 1 & 0 & 0
\end{array}\right),
$$

for the projector $\mathbf{Z}_{\boldsymbol{p}_{1}}$ and its complementary $\mathbf{Z}_{\boldsymbol{q}_{1}}$, respectively. Substituting (5.4.41)(5.4.43) into (5.4.35), we obtain the modified decoupled system with matrix coefficients,

$$
\begin{aligned}
\mathbf{A}_{p} & =\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-m_{2} g /\left(L m_{1}\right) & m_{2} g /\left(L m_{1}\right) & 0 & 0 \\
g / L & -g / L & 0 & 0
\end{array}\right), \quad \mathbf{B}_{p}=\left(\begin{array}{c}
0 \\
0 \\
1 / m_{1} \\
0
\end{array}\right), \quad \mathbf{A}_{q, 2}=\left(\begin{array}{lll}
0 & 0 & 0
\end{array}\right), \quad \mathbf{B}_{q, 2}=0, \\
\mathbf{A}_{q, 1} & =\left(\begin{array}{llll}
0 & 0 & 0 & 0
\end{array}\right), \quad \mathbf{B}_{q, 1}=0, \quad \mathbf{A}_{\boldsymbol{q}_{1,2}}=0, \quad \mathbf{A}_{q, 0}=\left(\begin{array}{llll}
0 & 0 & 0 & 0
\end{array}\right), \quad \mathbf{B}_{q, 0}=0, \quad \mathbf{A}_{\boldsymbol{q}_{0,1}}=\frac{m_{2}}{2 L}, \\
\mathbf{A}_{\boldsymbol{q}_{0,1}} & =0, \quad \mathbf{C}_{p}^{\mathrm{T}}=\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \quad \mathbf{C}_{q, 2}^{\mathrm{T}}=\binom{0}{1}, \quad \mathbf{C}_{q, 1}^{\mathrm{T}}=\binom{0}{0}, \quad \mathbf{C}_{q, 0}^{\mathrm{T}}=\binom{0}{0} .
\end{aligned}
$$

After simplifying the decoupled system reduces to an ODE dynamical system given by,

$$
\begin{aligned}
\xi_{p}^{\prime} & =\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-m_{2} g /\left(L m_{1}\right) & m_{2} g /\left(L m_{1}\right) & 0 & 0 \\
g / L & -g / L & 0 & 0
\end{array}\right) \xi_{p}+\left(\begin{array}{c}
0 \\
0 \\
1 / m_{1} \\
0
\end{array}\right) \boldsymbol{u} \\
\boldsymbol{y} & =\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \xi_{p}
\end{aligned}
$$

When we computed the eigenvalues of $\mathbf{A}_{p}$ we found out that they are equal to the finite eigenvalues of the matrix pencil $(\mathbf{E}$,$) , i.e., \sigma_{f}(\mathbf{E}, \mathbf{A})=\sigma\left(\mathbf{A}_{p}\right)$ as expected. We can observe that DAE dynamical system (5.4.40) of dimension 7 reduces to an ODE system (5.4.44) of dimension 4 even before applying any MOR technique. Hence this approach is not only advantageous in solving DAEs but also in MOR of DAEs.

Example 5.4.2 Consider an index-3 DAE obtained from [63] with system matrices given by

$$
\mathbf{E}=\left(\begin{array}{lll}
0 & 1 & 0  \tag{5.4.45}\\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right), \quad \mathbf{A}=\left(\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad \mathbf{B}=\left(\begin{array}{c}
10 \\
0.1 \\
0
\end{array}\right), \quad \mathbf{C}=\left(\begin{array}{c}
0.04 \\
30 \\
1
\end{array}\right)
$$

Since the $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})=-1$, thus the DAE system (5.4.45) is solvable and its matrix pencil has no finite eigenvalues. Hence we expect its decoupled system to have no differential part. We can then choose the projector chains,

$$
\mathbf{Q}_{0}=\left(\begin{array}{lll}
1 & 1 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \mathbf{Q}_{1}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 0
\end{array}\right), \quad \mathbf{Q}_{2}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

that satisfy the condition $\mathbf{Q}_{j} \mathbf{Q}_{i}=0, j>i, i, j=0,1,2$ and the last matrix chain is given by $\mathbf{E}_{3}=\left(\begin{array}{rrr}-1 & 1 & 0 \\ 0 & -1 & 1 \\ 0 & 0 & -1\end{array}\right)$. Following the same procedure we discussed earlier, we were able to construct projector bases given by

$$
\begin{aligned}
& \boldsymbol{p}_{0}=\left(\begin{array}{rr}
-1 & -1 \\
1 & 0 \\
0 & 1
\end{array}\right), \quad \boldsymbol{q}_{0}=\left(\begin{array}{l}
1 \\
0 \\
0
\end{array}\right), \quad \boldsymbol{p}_{0}^{* \mathrm{~T}}=\left(\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right), \quad \boldsymbol{q}_{0}^{* \mathrm{~T}}=\left(\begin{array}{lll}
1 & 1 & 1
\end{array}\right), \\
& \text { and } \quad z_{p_{0}}=\binom{-1}{1}, \quad z_{q_{0}}=\binom{1}{0}, \quad z_{p_{0}}^{* \mathrm{~T}}=\left(\begin{array}{ll}
0 & 1
\end{array}\right), \quad z_{q_{0}}^{* \mathrm{~T}}=\left(\begin{array}{ll}
1 & 1
\end{array}\right) .
\end{aligned}
$$

Thus, substituting the above matrices into (5.4.38), we obtain the system matrices given by, $\mathbf{B}_{q, 2}=0, \mathbf{B}_{q, 1}=-0.1, \mathbf{A}_{\boldsymbol{q}_{1,2}}=1, \mathbf{B}_{q, 0}=-10.1, \mathbf{A}_{\boldsymbol{q}_{0,1}}=1, \mathbf{A}_{\boldsymbol{q}_{0,2}}=0$, $\mathbf{C}_{q, 2}=-29, \mathbf{C}_{q, 1}=29.96, \mathbf{C}_{q, 0}=0.04$. This leads to a decoupled system given by

$$
\begin{align*}
\xi_{q, 2} & =0 \boldsymbol{u} \\
\xi_{q, 1} & =-0.1 \boldsymbol{u}+\xi_{q, 2}^{\prime}  \tag{5.4.46}\\
\xi_{q, 0} & =-10.1 \boldsymbol{u}+\xi_{q, 1}^{\prime}+0 \xi_{q, 2}^{\prime} \\
\boldsymbol{y} & =-29 \xi_{q, 2}+29.96 \xi_{q, 1}+0.04 \xi_{q, 0} .
\end{align*}
$$

We can observe that it is easy to solve (5.4.46) and its solution coincide with that of (5.4.45) given by $\boldsymbol{y}=-3.4 \boldsymbol{u}-0.004 \boldsymbol{u}^{\prime}$.

In this Chapter, we have discussed how to decouple linear constant DAEs using special bases of projectors and their respective products. We have seen that this approach preserves the dimension and the spectrum of the DAE in contrast with the März decoupling procedure discussed in the previous Chapter. This approach is robust and leads to simple decoupled systems which can be solved using the existing numerical integration techniques for ODEs. This means that one no longer need special numerical integration techniques for DAEs. However, this decoupling procedure and März decoupling procedure use the projected DAE (4.1.11) as the starting projected system in order to decouple the DAE into differential and algebraic parts. We can observe that (4.1.11) involves the inversion of matrix $\mathbf{E}_{\mu}$ which can be computationally very expensive for large-scale problems. This limits the use of this method on large-scale problems. In the next Chapter, we derive another procedure which do not involve the inversion of matrix $\mathbf{E}_{\mu}$, i.e., we use (4.1.10) as the starting projected system.

## Chapter 6

## Decoupling of DAEs without matrix $\mathbf{E}_{\mu}$ inversion

Consider a DAE of the form

$$
\begin{align*}
\mathbf{E} \dot{\boldsymbol{x}}(t) & =\mathbf{A} \boldsymbol{x}(t)+\mathbf{B} \boldsymbol{u}(t), \quad \boldsymbol{x}(0)=\boldsymbol{x}_{0},  \tag{6.0.1a}\\
\boldsymbol{y}(t) & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}(t), \tag{6.0.1b}
\end{align*}
$$

where $\mathbf{E}, \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{n \times \ell}$, the input vector $\boldsymbol{u}(t) \in \mathbb{R}^{m}$ and output vector $\boldsymbol{y}(t) \in \mathbb{R}^{\ell}$ of the system. $\boldsymbol{x}(t) \in \mathbb{R}^{n}$ is the state vector and $\boldsymbol{x}_{0}$ is a consistent initial value. In this Section, we use (4.1.10) to decouple the DAE (6.0.1a) instead of (4.1.11). Thus, the projected system of (6.0.1a) is given by:

$$
\begin{equation*}
\mathbf{E}_{\mu}\left[\mathbf{P}_{\mu-1} \cdots \mathbf{P}_{0} \dot{\boldsymbol{x}}+\mathbf{Q}_{0} \boldsymbol{x}+\cdots+\mathbf{Q}_{\mu-1} \boldsymbol{x}\right]=\mathbf{A}_{\mu} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} \tag{6.0.2}
\end{equation*}
$$

where $\mu$ is the tractability index the DAE (6.0.1a). This decoupling procedure is different that proposed by März [42] which involves the inversion of matrix $\mathbf{E}_{\mu}$ which might be
computationally expensive and impractical for large scale problems. This decoupling procedure led to explicit differential and algebraic parts. If we use (6.0.2) as the starting projected system, this will lead to an implicit differential part and a linear system. The latter will be computational cheaper to decouple than the former since does not involve matrix inversion.

### 6.1 Index-1 DAEs

In this Section, we assume that (6.0.1a) is of index-1, i.e., $\mu=1$. This implies that $\mathbf{E}_{1}$ must be a nonsingular matrix. Thus substituting $\mu=1$ into (6.0.2), we obtain:

$$
\begin{equation*}
\mathbf{E}_{1}\left[\mathbf{P}_{0} \dot{\boldsymbol{x}}+\mathbf{Q}_{0} \boldsymbol{x}\right]=\mathbf{A}_{1} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} . \tag{6.1.1}
\end{equation*}
$$

Recall from Section 5.2, the decomposition of $\boldsymbol{x}$ for index-1 DAEs is given by $\boldsymbol{x}=\left(\begin{array}{l}\boldsymbol{p} \boldsymbol{q}\end{array}\right)\binom{\xi_{p}}{\xi_{q}}$, where $\boldsymbol{p} \in \mathbb{R}^{n \times n_{p}}$ and $\boldsymbol{q} \in \mathbb{R}^{n \times n_{q}}$ are the linearly independent columns of projectors $\mathbf{P}_{0}$ and $\mathbf{Q}_{0}$, respectively. $\xi_{p} \in \mathbb{R}^{n_{p}}$ and $\xi_{q} \in \mathbb{R}^{n_{q}}$ are the projected differential and algebraic variables, respectively and $n=n_{p}+n_{q}$ is the dimension of the DAE. Substituting the decomposed $\boldsymbol{x}$ into (6.1.1) and simplifying leads to,

$$
\left(\begin{array}{lll}
\mathbf{E}_{1} \boldsymbol{p} & 0
\end{array}\right)\binom{\xi_{p}}{\xi_{q}}^{\prime}=\left(\begin{array}{ll}
\mathbf{A}_{1} \boldsymbol{p} & -\mathbf{E}_{1} \boldsymbol{q} \tag{6.1.2}
\end{array}\right)\binom{\xi_{p}}{\xi_{q}}+\mathbf{B} \boldsymbol{u} .
$$

Left multiplying (6.1.2) by $\left(\hat{\boldsymbol{p}}^{\mathrm{T}} \hat{\boldsymbol{q}}^{\mathrm{T}}\right)^{\mathrm{T}} \in \mathbb{R}^{n \times n}$, we obtain

$$
\left(\begin{array}{lll}
\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{1} \boldsymbol{p} & 0  \tag{6.1.3}\\
\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{1} \boldsymbol{p} & 0
\end{array}\right)\binom{\xi_{p}}{\xi_{q}}^{\prime}=\left(\begin{array}{ll}
\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A}_{1} \boldsymbol{p} & -\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{1} \boldsymbol{q} \\
\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A}_{1} \boldsymbol{p} & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{1} \boldsymbol{q}
\end{array}\right)\binom{\xi_{p}}{\xi_{q}}+\binom{\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B}}{\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B}} \boldsymbol{u} .
$$

In order to decouple (6.1.2), we need to also construct full column rank matrices $\hat{\boldsymbol{p}}^{\mathrm{T}} \in \mathbb{R}^{n_{p} \times n}$ and $\hat{\boldsymbol{q}}^{\mathrm{T}} \in \mathbb{R}^{n_{q} \times n}$ such that $\operatorname{Span}(\hat{\boldsymbol{p}})=\operatorname{Ker} \boldsymbol{q}^{\mathrm{T}} \mathbf{E}_{1}^{\mathrm{T}}$ and $\operatorname{Span}(\hat{\boldsymbol{q}})=\operatorname{Ker} \boldsymbol{p}^{\mathrm{T}} \mathbf{E}_{1}^{\mathrm{T}}$, that is, $\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{1} \boldsymbol{q}=-\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A} \boldsymbol{q}=\mathbf{0}$ and $\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{1} \boldsymbol{p}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E} \boldsymbol{p}=\mathbf{0}$. This implies that $\operatorname{Span}(\hat{\boldsymbol{p}})=\operatorname{Ker} \boldsymbol{q}^{\mathrm{T}} \mathbf{A}^{\mathrm{T}}$ and $\operatorname{Span}(\hat{\boldsymbol{q}})=\operatorname{Ker} \mathbf{E}^{\mathrm{T}}$. This is due to the fact that $\operatorname{Ker} \mathbf{E}^{\mathrm{T}} \subset \operatorname{Ker} \boldsymbol{p}^{\mathrm{T}} \mathbf{E}^{\mathrm{T}} \subset \mathbf{P}_{0}^{\mathrm{T}} \mathbf{E}^{\mathrm{T}}$. We
note that $\hat{\boldsymbol{q}}=\boldsymbol{q}$, if $\mathbf{E}$ is symmetric, i.e., $\mathbf{E}=\mathbf{E}^{\mathrm{T}}$. Thus, (6.1.3), simplifies to

$$
\left(\begin{array}{cc}
\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{1} \boldsymbol{p} & \mathbf{0}  \tag{6.1.4}\\
\mathbf{0} & \mathbf{0}
\end{array}\right)\binom{\xi_{p}}{\xi_{q}}^{\prime}=\left(\begin{array}{cc}
\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A}_{1} \boldsymbol{p} & \mathbf{0} \\
\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A}_{1} \boldsymbol{p} & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{1} \boldsymbol{q}
\end{array}\right)\binom{\xi_{p}}{\xi_{q}}+\binom{\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B}}{\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B}} \boldsymbol{u} .
$$

Using the fact that $\mathbf{E}_{1}=\mathbf{E}-\mathbf{A} \mathbf{Q}_{0}$ and $\mathbf{A}_{1}=\mathbf{A} \mathbf{P}_{0}$, (6.1.4) simplifies to an implicit decoupled system of (6.0.1) given by

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u},  \tag{6.1.5a}\\
\mathbf{E}_{q} \xi_{q} & =\mathbf{A}_{q} \xi_{p}+\mathbf{B}_{q} \boldsymbol{u},  \tag{6.1.5b}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}, \tag{6.1.5c}
\end{align*}
$$

where
$\mathbf{E}_{p}=\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E} \boldsymbol{p}, \mathbf{A}_{p}=\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A} \boldsymbol{p} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p}=\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{n_{p} \times m}, \mathbf{E}_{q}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A} \boldsymbol{q} \in \mathbb{R}^{n_{q} \times n_{q}}$,
$\mathbf{A}_{q}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A} \boldsymbol{p} \in \mathbb{R}^{n_{p} \times n_{q}}, \mathbf{B}_{q}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{n_{q} \times m}$ and $\mathbf{C}_{p}=\boldsymbol{p}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{n_{p}, \ell}, \mathbf{C}_{q}=\boldsymbol{q}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{n_{q}, \ell}$. We note that matrices $\mathbf{E}_{p}$ and $\mathbf{E}_{q}$ must be nonsingular. We can observe that (6.1.5) is an implicit version of the decoupled system (5.2.4) and their solutions must coincide. However (6.1.5) is computationally cheaper to derive than (5.2.4). We also note that, it can be proved that $\sigma\left(\mathbf{E}_{p}, \mathbf{A}_{p}\right)=\sigma_{f}(\mathbf{E}, \mathbf{A})$. Thus, the implicit system also preserves the dimension and the stability of the DAE.

Example 6.1.1 In this example, we use matrices from Example 5.2.1. Using (5.2.5) and (4.1.18), we can construct $\hat{\boldsymbol{p}}$ and $\hat{\boldsymbol{q}}$ such that $\boldsymbol{q}^{\mathrm{T}} \mathbf{A} \hat{\boldsymbol{p}}=\mathbf{0}$ and $\boldsymbol{p}^{\mathrm{T}} \mathbf{E} \hat{\boldsymbol{q}}=\mathbf{0}$ given by

$$
\hat{\boldsymbol{p}}^{\mathrm{T}}=\left(\mathrm{I}-\left(\mathbf{A}_{12}-\mathbf{A}_{11} \mathbf{Q}_{12}\right)\left(\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{Q}_{12}\right)^{-1}\right) \quad \text { and } \quad \hat{\boldsymbol{q}}^{\mathrm{T}}=\left(\begin{array}{ll}
\mathrm{I} & 0 \tag{6.1.6}
\end{array}\right) \text {, }
$$

where $\mathbf{Q}_{12}=\mathbf{E}_{11}^{-1} \mathbf{E}_{12}$. Substituting (4.1.18)-(4.1.20), (5.2.5) and (6.1.6) into (6.1.5), we obtain the coefficients of implicit decoupled system given by
$\mathbf{E}_{p}=\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E} \boldsymbol{p}=\mathbf{E}_{11}, \mathbf{A}_{p}=\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A} \boldsymbol{p}=\left(\mathbf{A}_{11}-\left(\mathbf{A}_{12}-\mathbf{A}_{11} \mathbf{Q}_{12}\right)\left(\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{Q}_{12}\right)^{-1} \mathbf{A}_{21}\right)$, $\mathbf{E}_{q}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A} \boldsymbol{q}=\left(\mathbf{A}_{21} \mathbf{Q}_{12}-\mathbf{A}_{22}\right), \mathbf{A}_{q}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A} \boldsymbol{p}=\mathbf{A}_{21}, \mathbf{B}_{q}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B}=\mathbf{B}_{2}, \mathbf{C}_{p}=\boldsymbol{p}^{\mathrm{T}} \mathbf{C}=\mathbf{C}_{1}$ and $\mathbf{C}_{q}=\boldsymbol{q}^{\mathrm{T}} \mathbf{C}=\mathbf{C}_{2}-\mathbf{Q}_{12}^{\mathrm{T}} \mathbf{C}_{1}$. Hence the implicit decoupled system of (4.1.18) is given by

$$
\begin{aligned}
\mathbf{E}_{11} \xi_{p}^{\prime} & =\left[\mathbf{A}_{11}-\left(\mathbf{A}_{12}-\mathbf{A}_{11} \mathbf{Q}_{12}\right)\left(\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{Q}_{12}\right)^{-1} \mathbf{A}_{21}\right] \xi_{p} \\
& +\left[\mathbf{B}_{1}-\left(\mathbf{A}_{12}-\mathbf{A}_{11} \mathbf{Q}_{12}\right)\left(\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{Q}_{12}\right)^{-1} \mathbf{B}_{2}\right] \boldsymbol{u},
\end{aligned}
$$

$$
\begin{aligned}
\left(\mathbf{A}_{21} \mathbf{Q}_{12}-\mathbf{A}_{22}\right) \xi_{q} & =\mathbf{A}_{21} \xi_{p}+\mathbf{B}_{2} \boldsymbol{u}, \\
\boldsymbol{y} & =\mathbf{C}_{1}^{\mathrm{T}} \xi_{p}+\left(\mathbf{C}_{2}^{\mathrm{T}}-\mathbf{C}_{1}^{\mathrm{T}} \mathbf{Q}_{12}\right) \xi_{q} .
\end{aligned}
$$

We can observe that this decoupled system and the explicit decoupled system derived in Example 5.2.1 lead to the same solutions.

### 6.2 Index-2 DAEs

In this Section, we assume that (6.0.1a) is an index-2 DAE, i.e., $\mu=2$. Thus the matrix chain $\mathbf{E}_{2}$ must be nonsingular. Substituting $\mu=2$ into (6.0.2), we obtain

$$
\begin{equation*}
\mathbf{E}_{2}\left[\mathbf{P}_{1} \mathbf{P}_{0} \dot{\boldsymbol{x}}+\mathbf{Q}_{0} \boldsymbol{x}+\mathbf{Q}_{1} \boldsymbol{x}\right]=\mathbf{A}_{2} \mathbf{P}_{0} \mathbf{P}_{1} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} . \tag{6.2.1}
\end{equation*}
$$

Projector $\mathbf{Q}_{1}$ is chosen such that $\operatorname{Im} \mathbf{Q}_{1}=\operatorname{Ker} \mathbf{E}_{1}$, and $\mathbf{P}_{1}=\mathrm{I}-\mathbf{Q}_{1}$ is its complementary projector. However, in order to ensure that the projector products are also projectors, we assume that projectors $\mathbf{Q}_{0}$ and $\mathbf{Q}_{1}$ are constructed such that $\mathbf{Q}_{1} \mathbf{Q}_{0}=0$ holds true. In the previous Chapter, we discussed that for higher index DAEs there is a possibility of obtaining a decoupled system with either a differential part or without a differential part depending on the nature of the spectrum of the matrix pencil. Thus for the case of index-2 DAEs, we shall consider two cases as follows:

### 6.2.1 Index-2 DAEs with a differential part

Assume that the matrix pencil $(\mathbf{E}, \mathbf{A})$ of (6.0.1a) has at least one finite eigenvalue. Thus using (5.3.11), we can introduce a decomposition

$$
\boldsymbol{x}=\left(\boldsymbol{p}_{\boldsymbol{p}_{0}} \boldsymbol{p}_{\boldsymbol{q}_{0}} \boldsymbol{q}\right)\left(\begin{array}{c}
\xi_{p} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right) \in \mathbb{R}^{n \times n},
$$

where $\xi_{p} \in \mathbb{R}^{n_{p}}, \xi_{q, 1} \in \mathbb{R}^{k_{1}}, \xi_{q, 0} \in \mathbb{R}^{k_{0}}$ and $n=n_{p}+k_{1}+k_{0}$. Substituting the decomposed $\boldsymbol{x}$ into (6.2.1), we obtain,

$$
\left(\begin{array}{lll}
\mathbf{E}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}}-\mathbf{E}_{2} \mathbf{Q}_{0} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{q}_{0}} & 0
\end{array}\right)\left(\begin{array}{c}
\xi_{\boldsymbol{p}_{0}}  \tag{6.2.2}\\
\xi_{\boldsymbol{q}_{0}} \\
\xi_{q}
\end{array}\right)^{\prime}=\left(\mathbf{A}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}}-\mathbf{E}_{2} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{q}_{0}}-\mathbf{E}_{2} \boldsymbol{q}\right)\left(\begin{array}{c}
\xi_{p} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)+\mathbf{B} \boldsymbol{u}
$$

In order to decouple (6.2.2), we first introduce $\hat{\boldsymbol{p}}^{\mathrm{T}} \in \mathbb{R}^{n_{0} \times n}, \hat{\boldsymbol{q}}^{\mathrm{T}} \in \mathbb{R}^{k_{0} \times n}$, where $n_{0}=n_{p}+k_{1}$, such that $\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{q}=\mathbf{0}$ and $\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{p}=\mathbf{0}$. This implies that $\operatorname{Span}(\hat{\boldsymbol{p}})=\operatorname{Ker} \boldsymbol{q}^{\mathrm{T}} \mathbf{E}_{2}^{\mathrm{T}}$ and $\operatorname{Span}(\hat{\boldsymbol{q}})=\operatorname{Ker} \boldsymbol{p}^{\mathrm{T}} \mathbf{E}_{2}^{\mathrm{T}}$. We then construct $\hat{z}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \in \mathbb{R}^{k_{1}, n_{0}}, \hat{z}_{\boldsymbol{q}_{0}}^{\mathrm{T}} \in \mathbb{R}^{k_{0} \times n_{0}}$, such that $\hat{\boldsymbol{z}}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{q}_{0}}=\mathbf{0}, \quad \hat{\boldsymbol{z}}_{\boldsymbol{q}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}}=\mathbf{0}$. This implies that $\operatorname{Span} \hat{\boldsymbol{z}}_{\boldsymbol{p}_{0}}=\operatorname{Ker}\left(\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{q}_{0}}\right)^{\mathrm{T}}$ and Span $\hat{\boldsymbol{z}}_{\boldsymbol{q}_{0}}=\operatorname{Ker}\left(\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}}\right)^{\mathrm{T}}$. Multiplying (6.2.2) by $\left(\hat{z}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \hat{\boldsymbol{z}}_{\boldsymbol{q}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \hat{\boldsymbol{q}}^{\mathrm{T}}\right)^{\mathrm{T}}$ and simplifying, we obtain

$$
\left(\begin{array}{ccc}
\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}} & 0 & 0 \\
0 & 0 & 0 \\
0 & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{z}_{q_{0}} & 0
\end{array}\right)\left(\begin{array}{c}
\xi_{p} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)^{\prime}=\left(\begin{array}{ccc}
\hat{\boldsymbol{z}}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A}_{2} \boldsymbol{p} \boldsymbol{z}_{p_{0}} & 0 & 0 \\
\hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}} & -\hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{p} \boldsymbol{z}_{q_{0}} & 0 \\
\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}} & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}} & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{q}
\end{array}\right)\left(\begin{array}{c}
\xi_{p} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)+\left(\begin{array}{c}
\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \\
\hat{\boldsymbol{q}}_{q_{0}}^{\mathrm{p}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \\
\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B}
\end{array}\right) \boldsymbol{u} .
$$

From the above system, without loss of generality the implicit decoupled system of (6.0.1) is given by

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}  \tag{6.2.3a}\\
\mathbf{E}_{q, 1} \xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 1} \boldsymbol{u}  \tag{6.2.3b}\\
\mathbf{E}_{q, 0} \xi_{q, 0} & =\mathbf{A}_{q, 0} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}}\left[\xi_{q, 1}^{\prime}-\xi_{q, 1}\right]  \tag{6.2.3c}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0} \tag{6.2.3d}
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{E}_{p}=\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\mathbf{p}}^{\mathrm{T}} \mathbf{E} \boldsymbol{p} z_{p_{0}} \in \mathbb{R}^{n_{p} \times n_{p}}, \quad \mathbf{A}_{p}=\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A} \boldsymbol{p} \boldsymbol{z}_{p_{0}} \in \mathbb{R}^{n_{p} \times n_{p}}, \quad \mathbf{B}_{p}=\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{n_{p} \times m}, \\
& \mathbf{E}_{q, 1}=\hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{p} \boldsymbol{z}_{q_{0}} \in \mathbb{R}^{k_{1} \times k_{1}}, \mathbf{A}_{q, 1}=\hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A} \boldsymbol{p} z_{p_{0}} \in \mathbb{R}^{k_{1} \times n_{p}}, \mathbf{B}_{q, 1}=\hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{1} \times m}, \\
& \mathbf{E}_{q, 0}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A} \boldsymbol{q}_{0} \in \mathbb{R}^{k_{0} \times k_{0}}, \quad \mathbf{A}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A} \boldsymbol{p} \boldsymbol{z}_{p_{0}} \in \mathbb{R}^{k_{0} \times n_{p}}, \quad \mathbf{B}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{0} \times m}, \\
& \mathbf{A}_{q_{0,1}}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A} \boldsymbol{p} z_{q_{0}} \in \mathbb{R}^{k_{0} \times k_{1}}, \quad \mathbf{C}_{p}=z_{p_{0}}^{\mathrm{T}} \boldsymbol{p}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{n_{p} \times \ell}, \quad \mathbf{C}_{q, 1}=z_{q_{0}}^{\mathrm{T}} \boldsymbol{p}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{k_{1} \times \ell} \\
& \text { and } \quad \mathbf{C}_{q, 0}=\boldsymbol{q}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{k_{0} \times \ell} .
\end{aligned}
$$

We note that matrices $\mathbf{E}_{p}, \mathbf{E}_{q, 1}$ and $\mathbf{E}_{q, 0}$ must be nonsingular. We can observe that (6.2.3) is an implicit version of (5.3.15) and their solutions must be coincide. This decoupled system also preserves the dimension and the stability of the DAE as its counterpart. Since, we can observe that (6.2.3a), (6.2.3b) and (6.2.3c) are of dimension $n_{p}, k_{1}$ and $k_{0}$,
respectively and $n=n_{p}+k_{1}+k_{0}$ is the dimension of the DAE system (6.0.1a). $n_{p}$ and $k_{1}+k_{0}$ are the dimensions of the differential and algebraic parts, respectively.

### 6.2 2 Index-2 DAEs without a differential part

Here, we assume that the matrix pencil $(\mathbf{E}, \mathbf{A})$ of (6.0.1a) has no finite eigenvalues, i.e., $\sigma_{f}(\mathbf{E}, \mathbf{A})=\emptyset$. This implies that $\mathbf{P}_{0} \mathbf{P}_{1}=0$, thus (6.2.1) simplifies to,

$$
\begin{equation*}
\mathbf{E}_{2}\left[\mathbf{P}_{1} \mathbf{P}_{0} \dot{\boldsymbol{x}}+\mathbf{Q}_{0} \boldsymbol{x}+\mathbf{Q}_{1} \boldsymbol{x}\right]=\mathbf{B} \boldsymbol{u} \tag{6.2.4}
\end{equation*}
$$

Recall from Section 5.3.2 that the state-space of index-2 DAE without differential part can decompose $\boldsymbol{x}$ as, $\boldsymbol{x}=(\boldsymbol{p} \boldsymbol{q})\binom{\xi_{q, 1}}{\xi_{q, 0}}, \xi_{q, 1} \in \mathbb{R}^{k_{1}}, \xi_{q, 0} \in \mathbb{R}^{k_{0}}$ and this time $n=k_{1}+k_{0}$ is the dimension of the DAE (6.0.1a). Substituting $\boldsymbol{x}$ into (6.2.4) and simplifying, we obtain:

$$
\left(\begin{array}{lll}
\mathbf{E}_{2} \mathbf{P}_{1} \boldsymbol{p} & 0
\end{array}\right)\binom{\xi_{q, 1}}{\xi_{q, 0}}^{\prime}=-\left(\begin{array}{ll}
\mathbf{E}_{2} \mathbf{Q}_{1} \boldsymbol{p} & \mathbf{E}_{2} \boldsymbol{q} \tag{6.2.5}
\end{array}\right)\binom{\xi_{q, 1}}{\xi_{q, 0}}+\mathbf{B} \boldsymbol{u}
$$

In order to decouple (6.2.5), we introduce $\hat{\boldsymbol{p}}^{\mathrm{T}}, \hat{\boldsymbol{q}}^{\mathrm{T}}$, such that $\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{q}_{0}=0, \hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \mathbf{Q}_{1} \boldsymbol{p}=0$. This implies that $\operatorname{Span} \hat{\boldsymbol{p}}=\operatorname{Ker} \boldsymbol{q}^{\mathrm{T}} \mathbf{E}_{2}^{\mathrm{T}}$ and $\operatorname{Span} \hat{\boldsymbol{q}}=\operatorname{Ker} \boldsymbol{p}^{\mathrm{T}} \mathbf{Q}_{1}^{\mathrm{T}} \mathbf{E}_{2}^{\mathrm{T}}$. Multiplying (6.2.2) by $\left(\hat{p}^{\mathrm{T}} \hat{q}^{\mathrm{T}}\right)^{\mathrm{T}}$, we obtain:

$$
\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \mathbf{P}_{1} \boldsymbol{p} & \mathbf{0}
\end{array}\right)\binom{\xi_{q, 1}}{\xi_{q, 0}}^{\prime}+\left(\begin{array}{cc}
\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \mathbf{Q}_{1} \boldsymbol{p} & \mathbf{0} \\
\mathbf{0} & \hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{q}
\end{array}\right)\binom{\xi_{q, 1}}{\xi_{q, 0}}=\binom{\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B}}{\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B}} \boldsymbol{u} .
$$

Thus, from above system, if (6.0.1) is of index-2 and the spectrum of its matrix pencil $(\mathbf{E}, \mathbf{A})$ has only infinite eigenvalues, it can be decoupled into the form

$$
\begin{align*}
\mathbf{E}_{q, 1} \xi_{q, 1} & =\mathbf{B}_{q, 1} \boldsymbol{u}, \\
\mathbf{E}_{q, 0}, \xi_{q, 0} & =\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}} \xi_{q, 1}^{\prime},  \tag{6.2.6}\\
\boldsymbol{y} & =\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0},
\end{align*}
$$

where $\mathbf{E}_{q, 1}=\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{2} \mathbf{Q}_{1} \boldsymbol{p} \in \mathbb{R}^{k_{1} \times k_{1}}, \quad \mathbf{B}_{q, 1}=\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{1} \times m}, \quad \mathbf{E}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \boldsymbol{q} \in \mathbb{R}^{k_{0} \times k_{0}}$, $\mathbf{B}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{0} \times m}, \mathbf{A}_{\boldsymbol{q}_{0,1}}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{2} \mathbf{P}_{1} \boldsymbol{p} \in \mathbb{R}^{k_{0} \times k_{1}}, \mathbf{C}_{q, 1}=\boldsymbol{p}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{k_{1} \times \ell}$ and
$\mathbf{C}_{q, 0}=\boldsymbol{q}^{\mathrm{T}} \mathbf{C} \in \mathbb{R}^{k_{0} \times \ell}$. We can observe that $n=k_{0}+k_{1}$ is the dimension of the DAE.

Hence index-2 DAEs can be decoupled in two ways depending on the spectrum of the matrix pencil. This is also illustrated in Example 6.2.1 and 6.2.2.

Example 6.2.1 In this example, we use the same matrices from Example 5.3.1. This DAE has matrix pencil whose spectrum as one finite eigenvalue and it is of index-2. Thus, its decoupled system must have a differential part. We can then use the procedure in Section 6.2.1 to derive its implicit decoupled system. We used the procedure in section 6.2.1 to construct bases $\hat{\boldsymbol{p}}, \hat{\boldsymbol{q}}$ and $\hat{z}_{\boldsymbol{p}_{0}}, \hat{z}_{q_{0}}$ and obtained

$$
\hat{\boldsymbol{p}}=\left(\begin{array}{ll}
1 & 0  \tag{6.2.7}\\
1 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right), \quad \hat{\boldsymbol{q}}=\left(\begin{array}{cc}
0 & \frac{1}{J_{1}} \\
0 & -\frac{1}{J_{2}} \\
1 & 0 \\
0 & 1
\end{array}\right) \quad \text { and } \quad \hat{z}_{\boldsymbol{p}_{0}}=\binom{1}{0}, \quad \hat{z}_{q_{0}}=\binom{0}{1} .
$$

Substituting matrices from Example 5.3.1 and (6.2.7) into (6.2.3) we obtain an implicit decoupled system with system matrices: $\mathbf{E}_{p}=J_{1}+J_{2}, \mathbf{A}_{p}=0, \mathbf{B}_{p}=\left(\begin{array}{ll}1 & 1\end{array}\right), \mathbf{E}_{q, 1}=-J_{1}-J_{2}$, $\mathbf{A}_{q, 1}=0, \mathbf{B}_{q, 1}=\left(\begin{array}{ll}0 & 0\end{array}\right), \mathbf{E}_{q, 0}=\left(\begin{array}{cc}1 & 1 \\ -\frac{1}{J_{1}} & \frac{1}{2}\end{array}\right), \mathbf{A}_{q, 0}=\binom{0}{0}, \mathbf{B}_{q, 0}=\left(\begin{array}{cc}0 & 0 \\ \frac{1}{J_{1}} & -\frac{1}{J_{2}}\end{array}\right), \mathbf{A}_{q_{0,1}}=\binom{0}{J_{1}+J_{2}}$, $\mathbf{C}_{p}=\frac{1}{J_{1}+J_{2}}\left(J_{1} J_{2}\right)^{\mathrm{T}}, \mathbf{C}_{q, 1}=\frac{1}{J_{1}+J_{2}}(1-1)^{\mathrm{T}}, \mathbf{C}_{q, 0}=\left(\begin{array}{ll}0 & 0 \\ 0 & 0\end{array}\right)^{\mathrm{T}}$. We can observe that if we simplify this implicit decoupled system, it reduces to an ODE given by

$$
\begin{align*}
\left(J_{1}+J_{2}\right) \xi_{p}^{\prime} & =\left(\begin{array}{ll}
1 & 1
\end{array}\right) \boldsymbol{u} \\
\boldsymbol{y} & =\frac{1}{J_{1}+J_{2}}\binom{J_{1}}{J_{2}} \xi_{p} . \tag{6.2.8}
\end{align*}
$$

We can observe that solutions of (5.3.20) and (6.2.8) coincide. We can also observe that (6.2.8) is an implicit version of (5.3.20).

Example 6.2.2 In this example, we use system matrices from Example 5.3.2. This DAE has matrix pencil whose spectrum has no finite eigenvalues and it is of index-2. Thus, its decoupled system has no differential part. Using matrices from Example 5.3.2, we constructed $\hat{\boldsymbol{p}}$ and $\hat{\boldsymbol{q}}$ using the derived procedure for implicit decoupling of index-2 system without a differential part and obtained : $\hat{\boldsymbol{p}}=\left(\begin{array}{l}1 \\ 1 \\ 0\end{array}\right), \quad \hat{\boldsymbol{q}}=\left(\begin{array}{ll}1 & 0 \\ 0 & 0 \\ 0 & 1\end{array}\right)$. Substituting the column matrices and those from Example 5.3.2 into (6.2.6), we obtain an implicit decoupled
system without a differential part with system matrices given by

$$
\mathbf{E}_{q, 1}=1, \mathbf{B}_{q, 1}=1, \mathbf{E}_{q, 0}=\left(\begin{array}{cc}
G & -G \\
0 & -1
\end{array}\right), \mathbf{B}_{q, 0}=\binom{1}{0}, \mathbf{A}_{\boldsymbol{q}_{0,1}}=\binom{0}{-L}, \mathbf{C}_{q, 1}=1, \mathbf{C}_{q, 0}=\binom{1}{1} .
$$

Solving the system lead to an output solution $\boldsymbol{y}=\left(G^{-1}+1\right) \boldsymbol{u}+2 L \boldsymbol{u}^{\prime}$ which coincides with that in Example 5.3.2.

### 6.3 Index-3 DAEs

In this Section, we assume that (6.0.1a) is an index-3 DAE, i.e., $\mu=3$. Thus the matrix chain $\mathbf{E}_{3}$ must be nonsingular. Substituting $\mu=3$ into (6.0.2), we obtain

$$
\begin{equation*}
\mathbf{E}_{3}\left[\mathbf{P}_{2} \mathbf{P}_{1} \mathbf{P}_{0} \boldsymbol{x}^{\prime}+\mathbf{Q}_{2} \boldsymbol{x}+\mathbf{Q}_{1} \boldsymbol{x}+\mathbf{Q}_{0} \boldsymbol{x}\right]=\mathbf{A}_{3} \mathbf{P}_{0} \mathbf{P}_{1} \mathbf{P}_{2} \boldsymbol{x}+\mathbf{B} \boldsymbol{u} \tag{6.3.1}
\end{equation*}
$$

Projectors $\mathbf{Q}_{i}$ is chosen such that $\operatorname{Im} \mathbf{Q}_{i}=\operatorname{Ker} \mathbf{E}_{i}$ and $\mathbf{P}_{i}=\mathrm{I}-\mathbf{Q}_{i}, i=0,1,2$ is its complementary projectors. Also for this case, we assume that $\mathbf{Q}_{j} \mathbf{Q}_{i}=0, j>i$ holds true. For the case of index-3 DAEs we can also have two possibilities depending on the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$ as follows:

### 6.3.1 Index-3 DAEs with a differential part

Assume that the matrix pencil $(\mathbf{E}, \mathbf{A})$ of (6.0.1a) has at least one finite eigenvalues, i.e, $\sigma_{f}(\mathbf{E}, \mathbf{A}) \neq \emptyset$. Thus from Section 5.4.3 for the case of index-3 DAE with differential part, $\boldsymbol{x}$ can be decomposed as

$$
\boldsymbol{x}=\left(\begin{array}{lll}
\boldsymbol{z} \boldsymbol{p}_{0} z_{p_{1}} & \boldsymbol{p}_{p_{0}} z_{q_{1}} & \boldsymbol{p} z_{q_{0}}
\end{array}\right)\left(\begin{array}{c}
\xi_{p} \\
\xi_{p} \\
\xi_{q, 2} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right), \xi_{p} \in \mathbb{R}^{n_{p}}, \xi_{q, 2} \in \mathbb{R}^{k_{2}}, \xi_{q, 1} \in \mathbb{R}^{k_{1}}, \xi_{q, 0} \in \mathbb{R}^{k_{0}} .
$$

Substituting $\boldsymbol{x}$ into (6.3.1) and simplifying, we obtain

$$
\left.\begin{array}{l}
\left(\mathbf{E}_{3} \mathbf{P}_{2} \mathbf{P}_{1} \boldsymbol{p} \boldsymbol{z}_{p_{0}} \boldsymbol{z}_{p_{1}} \mathbf{E}_{3} \mathbf{P}_{2} \mathbf{P}_{1} \boldsymbol{p} z_{p_{0}} z_{q_{1}}-\mathbf{E}_{3} \mathbf{Q}_{0} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}} 0\right.
\end{array}\right)\left(\begin{array}{c}
\xi_{p} \\
\xi_{q, 2}  \tag{6.3.2}\\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)^{\prime},\left(\begin{array}{c}
\xi_{p} \\
=\left(\mathbf{A}_{3} \boldsymbol{p} \boldsymbol{z}_{p_{0}} z_{p_{1}}-\mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} z_{p_{0}} z_{q_{1}}-\mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{z}_{q_{0}}-\mathbf{E}_{3} \boldsymbol{q}_{0}\right)\left(\begin{array}{c}
\xi_{q, 2} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)+\mathbf{B} \boldsymbol{u}
\end{array}\right.
$$

In order to decouple (6.3.2), we construct full column matrices in three steps below.
(i) First construct $\hat{\boldsymbol{p}}^{\mathrm{T}} \in \mathbb{R}^{n_{0} \times n}, \hat{\boldsymbol{q}}^{\mathrm{T}} \in \mathbb{R}^{k_{0} \times n}$ such that $\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{q}=0$ and $\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p}=0$. This implies that $\operatorname{Span}(\hat{\boldsymbol{p}})=\operatorname{Ker}\left(\mathbf{E}_{3} \boldsymbol{q}\right)^{\mathrm{T}}$ and $\operatorname{Span}(\hat{\boldsymbol{q}})=\operatorname{Ker}\left(\mathbf{E}_{3} \boldsymbol{p}_{0}\right)^{\mathrm{T}}=0$. (ii) Next, we construct column matrices $\hat{\boldsymbol{z}}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \in \mathbb{R}^{n_{1} \times n_{0}}, \hat{\boldsymbol{z}}_{\boldsymbol{q}_{0}}^{\mathrm{T}} \in \mathbb{R}^{k_{1} \times n_{0}}$ such that $\hat{\boldsymbol{z}}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{q}_{0}}=0$ and $\hat{\boldsymbol{z}}_{\boldsymbol{q}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}}=0$. This implies that $\operatorname{Span}\left(\hat{z}_{\boldsymbol{p}_{0}}\right)=\operatorname{Ker}\left(\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{q}_{0}}\right)^{\mathrm{T}}$ and $\operatorname{Span}\left(\hat{\boldsymbol{z}}_{\boldsymbol{q}_{0}}\right)=\operatorname{Ker}\left(\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}}\right)^{\mathrm{T}}$. (iii) Finally, we construct column matrices $\hat{\boldsymbol{z}}_{\boldsymbol{p}_{1}}^{\mathrm{T}} \in \mathbb{R}^{n_{p} \times n_{1}}$, $\hat{z}_{\boldsymbol{q}_{1}}^{\mathrm{T}} \in \mathbb{R}^{k_{2} \times n_{1}}$ such that $\hat{\boldsymbol{z}}_{\boldsymbol{p}_{1}}^{\mathrm{T}} \hat{z}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}} \boldsymbol{z}_{\boldsymbol{q}_{1}}=0$ and $\hat{\boldsymbol{z}}_{\boldsymbol{q}_{1}}^{\mathrm{T}} \hat{\boldsymbol{z}}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}} \boldsymbol{z}_{\boldsymbol{p}_{1}}=0$. This also implies that $\operatorname{Span}\left(\hat{z}_{\boldsymbol{p}_{1}}\right)=\operatorname{Ker}\left(\hat{z}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}} \boldsymbol{z}_{\boldsymbol{q}_{1}}\right)^{\mathrm{T}}$ and $\operatorname{Span}\left(\hat{z}_{\boldsymbol{q}_{1}}\right)=\operatorname{Ker}\left(\hat{z}_{\boldsymbol{p}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}} \boldsymbol{z}_{\boldsymbol{p}_{1}}\right)^{\mathrm{T}}$. Thus left multiplying (6.3.2) by $\left(\hat{z}_{p_{1}}^{\mathrm{T}} \hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \hat{z}_{q_{1}}^{\mathrm{T}} \hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \hat{z}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \hat{\boldsymbol{q}}^{\mathrm{T}}\right)^{\mathrm{T}}$ and simplifying leads to

$$
\begin{aligned}
& \left(\begin{array}{cccc}
\hat{z}_{p_{1}}^{\mathrm{T}} \hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{P}_{2} \mathbf{P}_{1} \boldsymbol{p} \boldsymbol{z}_{p_{0}} z_{p_{1}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & \hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{P}_{2} \mathbf{P}_{1} \boldsymbol{p} z_{p_{0}} z_{q_{1}} & 0 & 0 \\
0 & \hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{P}_{2} \mathbf{P}_{1} \boldsymbol{p} \boldsymbol{z}_{p_{0}} z_{q_{1}} & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{0} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{z}_{q_{0}} & 0
\end{array}\right)\left(\begin{array}{c}
\xi_{p} \\
\xi_{q, 2} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)^{\prime}= \\
& \left(\begin{array}{cccc}
\hat{z}_{p_{1}}^{\mathrm{T}} \hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A}_{3} \boldsymbol{p} z_{p_{0}} z_{p_{1}} & 0 & 0 & 0 \\
\hat{z}_{q_{1}}^{\mathrm{T}} \hat{z}_{0}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A}_{3} \boldsymbol{p} z_{p_{0}} z_{p_{1}}-\hat{z}_{q_{1}}^{\mathrm{T}} \hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} z_{p_{0}} z_{q_{1}} & 0 & 0 \\
\hat{z}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A}_{3} \boldsymbol{p} z_{p_{0}} z_{p_{1}} & -\hat{z}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} z_{p_{0}} z_{q_{1}} & -\hat{z}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}} & 0 \\
\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A}_{3} \boldsymbol{p} z_{p_{0}} z_{p_{1}} & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} z_{p_{0}} z_{q_{1}} & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}} & -\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{q}_{0}
\end{array}\right)\left(\begin{array}{c}
\xi_{p} \\
\xi_{q, 2} \\
\xi_{q, 2} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)+\left(\begin{array}{c}
\hat{z}_{p_{1}}^{\mathrm{T}} \hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \\
\hat{z}_{q_{1}}^{\mathrm{T}} \hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \\
\hat{z}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \\
\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B}
\end{array}\right) \boldsymbol{u} .
\end{aligned}
$$

Using the above system, without loss of generality the implicit decoupled system of (6.0.1) is given by

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
\mathbf{E}_{q, 2} \xi_{q, 2} & =\mathbf{A}_{q, 2} \xi_{p}+\mathbf{B}_{q, 2} \boldsymbol{u}, \\
\mathbf{E}_{q, 1} \xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 2} \boldsymbol{u}+\mathbf{E}_{q_{1,2}} \xi_{q, 2}+\mathbf{A}_{q_{1,2}} \xi_{q, 2}^{\prime},  \tag{6.3.3}\\
\mathbf{E}_{q, 0} \xi_{q, 0} & =\mathbf{A}_{q, 0} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{E}_{q_{0,2}} \xi_{q, 2}+\mathbf{E}_{q_{0,1}} \xi_{q, 1}+\mathbf{A}_{q_{0,2}} \xi_{q, 2}^{\prime}+\mathbf{A}_{q_{0,1}} \xi_{q, 1}^{\prime}, \\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q, 2}^{\mathrm{T}} \xi_{q, 2}+\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0},
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{E}_{q, 1}=\hat{z}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}} \in \mathbb{R}^{k_{1} \times k_{1}}, \quad \mathbf{A}_{q, 1}=\hat{\mathcal{q}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{A}_{3} \boldsymbol{p} z_{p_{0}} z_{p_{1}} \in \mathbb{R}^{k_{1} \times n_{p}}, \quad \mathbf{B}_{q, 1}=\hat{q}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{1} \times m}, \\
& \mathbf{E}_{q_{1,2}}=-\hat{\boldsymbol{z}}_{q_{0}}^{\top} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} \boldsymbol{z}_{p_{0}} z_{q_{1}} \in \mathbb{R}^{k_{1} \times k_{2}}, \quad \mathbf{A}_{q_{1,2}}=-\hat{\boldsymbol{z}}_{q_{0}}^{\top} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{P}_{2} \mathbf{P}_{1} \boldsymbol{p} \boldsymbol{z}_{p_{0}} z_{q_{1}} \in \mathbb{R}^{k_{1} \times k_{2}}, \mathbf{E}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{q} \in \mathbb{R}^{k_{0} \times k_{0}}, \\
& \mathbf{A}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{A}_{3} \boldsymbol{p} z_{p_{0}} z_{p_{1}} \in \mathbb{R}^{k_{0} \times n_{p}}, \quad \mathbf{B}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{0} \times m}, \quad \mathbf{E}_{q_{0,2}}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} \boldsymbol{z}_{p_{0}} z_{q_{1}} \in \mathbb{R}^{k_{0} \times k_{2}}, \\
& \mathbf{E}_{q_{0,1}}=-\hat{\boldsymbol{q}}^{\top} \mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}} \in \mathbb{R}^{k_{0} \times k_{1}}, \quad \mathbf{A}_{q_{0,2}}=-\hat{\boldsymbol{q}}^{\top} \mathbf{E}_{3} \mathbf{P}_{2} \mathbf{P}_{1} \boldsymbol{p} z_{p_{0}} z_{q_{1}} \in \mathbb{R}^{k_{0} \times k k_{2}}, \quad \mathbf{A}_{q_{0,1}}=\hat{\boldsymbol{q}}^{\mathbf{T}} \mathbf{E}_{3} \mathbf{Q}_{0} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{q}_{q_{0}} \in \mathbb{R}^{k_{0} \times k_{1}}, \\
& \mathbf{C}_{q, 2}^{\mathrm{T}, 2}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{p_{0}} z_{q_{1}} \in \mathbb{R}^{k_{2} \times \ell}, \quad \mathbf{C}_{q, 1}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{q_{0}} \in \mathbb{R}^{k_{1} \times \ell}, \quad \quad \mathbf{C}_{q, 0}^{\mathrm{T}, 0}=\mathbf{C}^{\mathrm{T}} \boldsymbol{q}_{0} \in \mathbb{R}^{k_{0} \times \ell} .
\end{aligned}
$$

### 6.3.2 Index-3 DAEs without a differential part

Here, we assume that the matrix pencil $(\mathbf{E}, \mathbf{A})$ of (6.0.1a) has no finite eigenvalues, i.e., $\sigma_{f}(\mathbf{E}, \mathbf{A})=\emptyset$. This implies that $\mathbf{P}_{0} \mathbf{P}_{1} \mathbf{P}_{2}=0$, thus (6.3.1) simplifies to,

$$
\begin{equation*}
\mathbf{E}_{3}\left[\mathbf{P}_{2} \mathbf{P}_{1} \mathbf{P}_{0} x^{\prime}+\mathbf{Q}_{2} \boldsymbol{x}+\mathbf{Q}_{1} \boldsymbol{x}+\mathbf{Q}_{0} \boldsymbol{x}\right]=\mathbf{B} \boldsymbol{u} \tag{6.3.4}
\end{equation*}
$$

Also from Section 5.4.3 for the case of index-3 DAEs without differential part, $\boldsymbol{x}$ can be decomposed as $\boldsymbol{x}=\left(\boldsymbol{p} \boldsymbol{z}_{p_{0}} \boldsymbol{p} \boldsymbol{z}_{q_{0}} q\right)\left(\begin{array}{l}\xi_{q_{q, 2}} \\ \xi_{q, 1} \\ \xi_{q, 0}\end{array}\right), \xi_{q, 2} \in \mathbb{R}^{k_{2}}, \xi_{q, 1} \in \mathbb{R}^{k_{1}}, \xi_{q, 0} \in \mathbb{R}^{k_{0}}$. Then substituting $\boldsymbol{x}$ into (6.3.4) and simplifying we obtain

$$
\left(\mathbf{E}_{3} \mathbf{P}_{2} \boldsymbol{p} \boldsymbol{z}_{p_{0}}-\mathbf{E}_{3} \mathbf{Q}_{0} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}} 0\right)\left(\begin{array}{l}
\xi_{q_{q, 2}}  \tag{6.3.5}\\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)^{\prime}=\left(-\mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} \boldsymbol{z}_{p_{0}}-\mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{q}_{q_{0}}-\mathbf{E}_{3} \boldsymbol{q}_{0}\right)\left(\begin{array}{l}
\xi_{q, 2} \\
\xi_{q, 1} \\
\xi_{q, 0}
\end{array}\right)^{\prime}+\mathbf{B} \boldsymbol{u} .
$$

In order to decouple (6.3.5), we need to construct two pairs of full column rank matrices. This is done as follows: We first construct $\hat{\boldsymbol{p}}^{\mathrm{T}} \in \mathbb{R}^{n_{0} \times n}, \hat{\boldsymbol{q}}^{\mathrm{T}} \in \mathbb{R}^{k_{0} \times n}$ such that $\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{q}=0$ and $\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{p}=0$. This implies that $\operatorname{Span}(\hat{\boldsymbol{p}})=\operatorname{Ker}\left(\mathbf{E}_{3} \boldsymbol{q}\right)^{\mathrm{T}}$ and $\operatorname{Span}(\hat{\boldsymbol{q}})=\operatorname{Ker}\left(\mathbf{E}_{3} \boldsymbol{p}_{0}\right)^{\mathrm{T}}$. We then construct $\hat{z}_{p_{0}}^{\mathrm{T}} \in \mathbb{R}^{n_{1} \times n_{0}}, \hat{z}_{q_{0}}^{\mathrm{T}} \in \mathbb{R}^{k_{1} \times n_{0}}$ such that $\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}}=0$ and $\hat{\boldsymbol{z}}_{\boldsymbol{q}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} \boldsymbol{z}_{p_{0}}=0$. This implies that $\operatorname{Span}\left(\hat{z}_{p_{0}}\right)=\operatorname{Ker}\left(\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{q}_{0}}\right)^{\mathrm{T}}$ and $\operatorname{Span}\left(\hat{z}_{q_{0}}\right)=\operatorname{Ker}\left(\hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} \boldsymbol{z}_{p_{0}}\right)^{\mathrm{T}}$. Thus left multiplying (6.3.5) by $\left(\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \hat{\boldsymbol{z}}_{\boldsymbol{q}_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \hat{\boldsymbol{q}}^{\mathrm{T}}\right)^{\mathrm{T}}$ and simplifying, we obtain

From the above system, without loss of generality the implicit decoupled system of (6.0.1) is given by

$$
\begin{align*}
\mathbf{E}_{q, 2} \xi_{q, 2} & =\mathbf{B}_{q, 2} \boldsymbol{u}, \\
\mathbf{E}_{q, 1} \xi_{q, 1} & =\mathbf{B}_{q, 1} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{1,2}} \xi_{q, 2}^{\prime}, \\
\mathbf{E}_{q, 0} \xi_{q, 0} & =\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{E}_{\boldsymbol{q}_{0,2}} \xi_{q, 2}+\mathbf{E}_{\boldsymbol{q}_{0,1}} \xi_{q, 1}+\mathbf{A}_{\boldsymbol{q}_{0,2}} \xi_{q, 2}^{\prime}+\mathbf{A}_{\boldsymbol{q}_{0,1}} \xi_{q, 1}^{\prime},  \tag{6.3.6}\\
\boldsymbol{y} & =\mathbf{C}_{q, 2}^{\mathrm{T}} \xi_{q, 2}+\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0},
\end{align*}
$$

where

$$
\begin{aligned}
& \mathbf{E}_{q, 2}=\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} z_{p_{0}} \in \mathbb{R}^{k_{2} \times k_{2}}, \mathbf{B}_{q, 2}=\hat{z}_{p_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{2} \times m}, \quad \quad \mathbf{E}_{q, 1}=\hat{z}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{z}_{q_{0}} \in \mathbb{R}^{k_{1} \times k_{1}}, \\
& \mathbf{B}_{q, 1}=\hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{1} \times m}, \quad \mathbf{A}_{\boldsymbol{q}_{1,2}}=-\hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}} \hat{\boldsymbol{p}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{P}_{2} \boldsymbol{p} \boldsymbol{z}_{\boldsymbol{p}_{0}} \in \mathbb{R}^{k_{1} \times k_{2}}, \mathbf{E}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \boldsymbol{q}_{0} \in \mathbb{R}^{k_{0}, k_{0}}, \\
& \mathbf{B}_{q, 0}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{B} \in \mathbb{R}^{k_{0} \times m}, \quad \quad \mathbf{A}_{\boldsymbol{q}_{0,2}}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{P}_{2} \boldsymbol{p} z_{\boldsymbol{p}_{0}} \in \mathbb{R}^{k_{0} \times k_{2}} \quad \mathbf{A}_{\boldsymbol{q}_{0,1}}=\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{0} \mathbf{Q}_{1} \boldsymbol{p} \boldsymbol{z}_{q_{0}} \in \mathbb{R}^{k_{0} \times k_{1}} \\
& \mathbf{E}_{q_{0,1}}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{1} \boldsymbol{p} z_{q_{0}} \in \mathbb{R}^{k_{0} \times k_{1}}, \quad \mathbf{E}_{q_{0,2}}=-\hat{\boldsymbol{q}}^{\mathrm{T}} \mathbf{E}_{3} \mathbf{Q}_{2} \boldsymbol{p} \boldsymbol{z}_{p_{0}} \in \mathbb{R}^{k_{0} \times k_{2}}, \quad \mathbf{C}_{q, 2}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{p_{0}} \in \mathbb{R}^{k_{2} \times \ell}, \\
& \mathbf{C}_{q, 1}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{p}_{0} z_{q_{0}} \in \mathbb{R}^{k_{1} \times \ell} \quad \text { and } \quad \mathbf{C}_{q, 0}^{\mathrm{T}}=\mathbf{C}^{\mathrm{T}} \boldsymbol{q}_{0} \in \mathbb{R}^{k_{0} \times \ell} .
\end{aligned}
$$

Example 6.3.1 In this example, we use matrices from Example 5.4.1. This DAE is of index-3 and its matrix has at least one finite eigenvalue. Thus following the procedure in Section 6.3.1, we can construct the decoupling column matrices given by

$$
\begin{aligned}
& \hat{\boldsymbol{p}}^{\mathrm{T}}=\left(\begin{array}{lllllll}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \quad \hat{\boldsymbol{q}}^{\mathrm{T}}=\left(\begin{array}{c}
0 \\
0 \\
-\frac{4 L^{2}}{3 L+g} \\
0 \\
0 \\
-\frac{2 L^{2}}{m_{2}(3 L+g)} \\
1
\end{array}\right)^{\mathrm{T}}, \quad \hat{\boldsymbol{z}}_{p_{0}}^{\mathrm{T}}=\left(\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \\
& \hat{\boldsymbol{z}}_{q_{0}}=\left(\begin{array}{c}
0 \\
0 \\
-L \\
0 \\
0 \\
1
\end{array}\right), \quad \hat{z}_{p_{1}}^{\mathrm{T}}=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right), \quad \hat{z}_{q_{1}}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right) .
\end{aligned}
$$

Substituting the above column matrices and those from Example 5.4.1 into (6.3.3), we obtain an implicit decoupled system with system matrices given by

$$
\mathbf{E}_{p}=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & m_{1} & 0 \\
0 & 0 & 0 & m_{2}
\end{array}\right), \mathbf{A}_{p}=\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-\frac{g m_{2}}{L} & \frac{g m_{2}}{L} & 0 & 0 \\
\frac{g m_{2}}{L} & -\frac{g m_{2}}{L} & 0 & 0
\end{array}\right), \mathbf{B}_{p}=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right), \mathbf{E}_{q, 2}=0, \mathbf{A}_{q, 2}=\left(\begin{array}{llll}
0 & 0 & 0 & 0
\end{array}\right), \mathbf{B}_{q, 2}=0, \mathbf{E}_{q, 1}=L,
$$

$\mathbf{A}_{q, 1}=\left(\begin{array}{lll}0 & 0 & 0\end{array}\right), \mathbf{B}_{q, 1}=0, \mathbf{E}_{q_{1,2}}=0, \mathbf{A}_{q_{1,2}}=0, \mathbf{E}_{q, 0}=\left(\frac{4 t^{3}}{m_{2}(3 L+8)}\right), \mathbf{A}_{q, 0}=\left(\begin{array}{lll}0 & 0 & 0\end{array}\right), \mathbf{B}_{q, 0}=0, \mathbf{E}_{q_{0,2}}=0$,
$\left.\mathbf{E}_{q_{0,1}}=-\frac{2 L^{2}}{3 L+g}, \mathbf{A}_{q_{0,2}}=0, \mathbf{A}_{q_{0,1}}=-\frac{2 L^{2}}{3 L++}, \mathbf{C}_{p}^{\mathrm{T}}=\left(\begin{array}{lll}0 & 1 & 0\end{array}\right), \mathbf{C}^{0} \begin{array}{lll}\mathrm{T} & 0\end{array}\right),\binom{0}{1}, \mathbf{C}_{q, 1}^{\mathrm{T}}=\binom{0}{0}, \mathbf{C}_{q, 0}^{\mathrm{T}}=\binom{0}{0}$. We can observe that the system can be simplified to an ODE system given by

$$
\begin{align*}
\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & m_{1} & 0 \\
0 & 0 & 0 & m_{2}
\end{array}\right) \xi_{p}^{\prime} & =\left(\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-\frac{g m_{2}}{L} & \frac{g m_{2}}{L} & 0 & 0 \\
\frac{g m_{2}}{L} & -\frac{g m_{2}}{L} & 0 & 0
\end{array}\right) \xi_{p}+\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right) \boldsymbol{u},  \tag{6.3.7}\\
\boldsymbol{y} & =\left(\begin{array}{llll}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \xi_{p},
\end{align*}
$$

We can observe (6.3.7) is an implicit version of (5.3.20) and their solutions coincide.
Example 6.3.2 Using matrices from Example 5.4.2 and following the procedure for the case of index-3 DAEs without a differential part, we construct the decoupling column matrices given by

$$
\hat{\boldsymbol{p}}^{\mathrm{T}}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right)^{\mathrm{T}}, \hat{\boldsymbol{q}}^{\mathrm{T}}=\left(\begin{array}{l}
\frac{1}{3} \\
\frac{2}{3} \\
\frac{\mathrm{z}}{3} \\
1
\end{array}\right)^{\mathrm{T}}, \hat{\boldsymbol{z}}_{p_{0}}^{\mathrm{T}}=\binom{0}{1}^{\mathrm{T}}, \hat{\boldsymbol{z}}_{q_{0}}^{\mathrm{T}}=\binom{\frac{1}{\sqrt{2}}}{\frac{1}{\sqrt{2}}} .
$$

Substituting these column matrices and those from Example 5.4.2 into (6.3.6), we obtain an implicit decoupled system with system matrices given by:

$$
\begin{aligned}
& \mathbf{E}_{q, 2}=-1, \mathbf{B}_{q, 2}=0, \mathbf{E}_{q, 1}=-\frac{1}{\sqrt{2}}, \mathbf{B}_{q, 1}=\frac{1}{10 \sqrt{2}}, \mathbf{A}_{\boldsymbol{q}_{1,2}}=-\frac{1}{\sqrt{2}}, \mathbf{E}_{q, 0}=-\frac{1}{3}, \\
& \mathbf{B}_{q, 0}=\frac{17}{5}, \mathbf{E}_{\boldsymbol{q}_{0,2}}=\frac{1}{3}, \mathbf{E}_{\boldsymbol{q}_{0,1}}=\frac{1}{3}, \mathbf{A}_{\boldsymbol{q}_{0,2}}=-\frac{1}{3}, \mathbf{A}_{\boldsymbol{q}_{0,1}}=-\frac{1}{3} .
\end{aligned}
$$

Hence the implicit decoupled system of this DAE is given by

$$
\begin{aligned}
-\xi_{q, 2} & =0 \boldsymbol{u}, \\
-\frac{1}{\sqrt{2}} \xi_{q, 1} & =\frac{1}{10 \sqrt{2}} \boldsymbol{u}-\frac{1}{\sqrt{2}} \xi_{q, 2}^{\prime}, \\
-\frac{1}{3} \xi_{q, 0} & =\frac{17}{5} \boldsymbol{u}+\frac{1}{3} \xi_{q, 2}+\frac{1}{3} \xi_{q, 1}-\frac{1}{3} \xi_{q, 2}^{\prime}-\frac{1}{3} \xi_{q, 1}^{\prime}, \\
\boldsymbol{y} & =-29 \xi_{q, 2}+29.96 \xi_{q, 1}+0.04 \xi_{q, 0} .
\end{aligned}
$$

After solving the above system leads to an output solution $\boldsymbol{y}=-3.4 \boldsymbol{u}-0.004 \boldsymbol{u}^{\prime}$ which coincides with that obtained in Example 5.4.2.

### 6.4 Comparison of implicit and explicit decoupling methods

In this Section, we compare the no-inversion decoupling procedure discussed in this Chapter and the inversion decoupling procedure presented in Chapter 5. We call the no-inversion and inversion procedures, the implicit and explicit decoupling procedures, respectively. Let us first generalize the implicit decoupled system as follows. Assume (6.0.1) is an index- $\mu$ DAE. If the spectrum of the matrix pencil has at least one finite eigenvalue, then the DAE can be decoupled implicitly as

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}  \tag{6.4.1a}\\
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\mathcal{L}_{q} \xi_{q}+\mathbf{B}_{q} \boldsymbol{u}  \tag{6.4.1b}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}_{p}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q} \tag{6.4.1c}
\end{align*}
$$

where $\mathcal{L}$ is a nilpotent matrix of index $\mu . \mathcal{L}_{q}$ is a non-singular lower triangular matrix with block diagonal matrices for $\mu>1 . \xi_{p} \in \mathbb{R}^{n_{p}}, \xi_{q} \in \mathbb{R}^{n_{q}}, \mathbf{A}_{q} \in \mathbb{R}^{n_{q} \times n_{p}}, \mathbf{B}_{q} \in \mathbb{R}^{n_{q} \times m}$ and $\mathbf{C}_{q} \in \mathbb{R}^{n_{q} \times \ell}, \mathbf{C}_{p} \in \mathbb{R}^{n_{p} \times \ell}$. And, if spectrum of the matrix pencil of (6.0.1) has only infinite eigenvalues then (6.4.1) simplifies to

$$
\begin{align*}
-\mathcal{L} \xi_{q}^{\prime} & =-\mathcal{L}_{q} \xi_{q}+\mathbf{B}_{q} \boldsymbol{u}  \tag{6.4.2a}\\
\boldsymbol{y} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q} \tag{6.4.2b}
\end{align*}
$$

For comparison with the DAE (6.0.1), we can rewrite the implicit decoupled systems either (6.4.1) or (6.4.2) in the descriptor form given by

$$
\begin{align*}
\tilde{\mathbf{E}} \xi^{\prime} & =\tilde{\mathbf{A}} \xi+\tilde{\mathbf{B}} \boldsymbol{u}  \tag{6.4.3a}\\
\boldsymbol{y} & =\tilde{\mathbf{C}}^{\mathrm{T}} \xi \tag{6.4.3b}
\end{align*}
$$

where $\tilde{\mathbf{E}}=\left(\begin{array}{cc}\mathbf{E}_{p} & 0 \\ 0 & -\mathcal{L}\end{array}\right) \in \mathbb{R}^{n \times n}, \tilde{\mathbf{A}}=\left(\begin{array}{cc}\mathbf{A}_{p} & 0 \\ \mathbf{A}_{q}-\mathcal{L}_{q}\end{array}\right) \in \mathbb{R}^{n \times n}, \tilde{\mathbf{B}}=\binom{\mathbf{B}_{p}}{\mathbf{B}_{q}} \in \mathbb{R}^{n \times m}, \tilde{\mathbf{C}}=\binom{\mathbf{C}_{p}}{\mathbf{C}_{q}} \in \mathbb{R}^{n \times \ell}$. If the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$ has at least one finite eigenvalue and
$\tilde{\mathbf{E}}=-\mathcal{L} \in \mathbb{R}^{n \times n}, \tilde{\mathbf{A}}=-\mathcal{L}_{q} \in \mathbb{R}^{n \times n}, \tilde{\mathbf{B}}=\mathbf{B}_{q} \in \mathbb{R}^{n \times m}, \tilde{\mathbf{C}}=\mathbf{C}_{q} \in \mathbb{R}^{n \times \ell}$, if the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$ has no finite eigenvalues. We can observe that this form also reveals the interconnection structure of the DAE (6.0.1). Moreover it can also be proved that systems (6.0.1) and (6.4.3) are equivalent. This implies that also their matrix pencils $(\mathbf{E}, \mathbf{A})$ and $(\tilde{\mathbf{E}}, \tilde{\mathbf{A}})$ are equivalent, thus they must have the same spectrum. If we consider

DAEs whose matrix pencil $(\mathbf{E}, \mathbf{A})$ has at least one finite eigenvalue, we can show that they have same spectrum, since we can easily show that $\operatorname{det}(\lambda \tilde{\mathbf{E}}-\tilde{\mathbf{A}})=\operatorname{det}\left(\lambda \mathbf{E}_{p}-\mathbf{A}_{p}\right)$, since $\operatorname{det}\left(\mathcal{L}_{q}-\lambda \mathcal{L}\right)=(1)^{n_{q}}$. This identity shows that the finite eigenvalues of the matrix pencil ( $\mathbf{E}, \mathbf{A}$ ) coincide with the (possibly complex) eigenvalues of the matrix $\mathbf{E}_{p}^{-1} \mathbf{A}_{p}$ of the differential part, which are exactly $n_{p}$, counting their multiplicity. This implies that the differential part of the implicit decoupled system also inherits the stability properties of the DAE (6.0.1a). Hence both the implicit and explicit decoupling procedure preserves the dimension and stability of the DAE. If we compare the descriptor forms (5.4.34) and (6.4.3), they coincide if $\mathbf{E}_{p}=\mathrm{I}$ and $\mathcal{L}_{q}=\mathrm{I}$. The main difference between these two procedures is the computational cost involved in deriving the respective decoupled systems. The explicit decoupling is the most expensive since its decoupling procedure involves inversion of matrix $\mathbf{E}_{\mu}$ which can be computationally very expensive. We note that both decoupling procedure can lead to a complete decoupling, that is, when matrix $\mathbf{A}_{q}$ vanishes if one uses the so called canonical projectors proposed by März [42]. In Example 6.4.1, we compare the computational cost of the explicit and implicit decoupling procedure using index-1 power system models.

Example 6.4.1 In this example, we use index-1 power system models obtained from [54-57] to compare the computational cost of the explicit and implicit decoupling methods of DAEs. They are all index-1 DAEs of the form (6.0.1). We were able to decouple them into $n_{p}$ differential equations and $n_{q}$ algebraic equations, where $n=n_{q}+n_{q}$ is the dimension of the DAE using both the explicit and the implicit decoupling methods. We compared the time both methods took to generate the matrices of their respective decoupled system as shown in Table 6.1. The experiments were done using Matlab2012b on a laptop of 6.00 GB of RAM with 64 bit operating system. From Table 6.1, we can observe that the implicit decoupling procedure takes far less time to decouple the DAE than the explicit decoupling method. We in fact gain more than $85 \%$ times reduction for all the power systems. We can also observe that for the large examples the explicit method fail to decouple the system in the allowed computational time.

Table 6.1: Computational cost of implicit and explicit decoupling

| Systems <br> $n$ |  | \# inputs/\# outputs |  |  |  |  |  |
| :---: | :---: | ---: | ---: | ---: | ---: | ---: | ---: |
| \# inputs | Decoupled model |  | Comp. Cost (Seconds) |  |  |  |  |
| Explicit method | $n_{p}$ | $n_{q}$ | Implicit method | Time Reduction |  |  |  |
| 40366 | 2 | 2 | 5727 | 34639 | - | 20.9 | 100.0 |
| 40337 | 2 | 1 | 5723 | 34614 | - | 20.5 | 100.0 |
| 21476 | 1 | 1 | 3172 | 18304 | 98.5 | 5.5 | 89.4 |
| 21128 | 4 | 4 | 3078 | 18050 | 79.4 | 5.0 | 88.1 |
| 20944 | 2 | 2 | 3012 | 17932 | 76.9 | 4.6 | 88.8 |
| 20738 | 1 | 6 | 2940 | 17798 | 82.5 | 4.9 | 88.7 |
| 16861 | 4 | 4 | 2476 | 14385 | 58.7 | 4.4 | 86.0 |
| 15066 | 4 | 4 | 1998 | 13068 | 53.8 | 3.9 | 86.6 |
| 13309 | 8 | 8 | 1676 | 11633 | 32.4 | 1.7 | 89.9 |
| 13296 | 46 | 46 | 1664 | 11632 | 29.0 | 1.9 | 88.0 |
| 13275 | 4 | 4 | 1693 | 11582 | 29.2 | 1.9 | 88.0 |
| 13250 | 1 | 1 | 1664 | 11586 | 28.8 | 1.7 | 88.7 |
| 13250 | 46 | 46 | 1664 | 11586 | 28.7 | 1.9 | 87.9 |
| 13251 | 28 | 28 | 1664 | 11587 | 28.6 | 1.7 | 88.7 |
| 13251 | 1 | 1 | 1664 | 11587 | 28.4 | 1.8 | 88.3 |
| 11685 | 1 | 1 | 1257 | 10428 | 23.8 | 1.3 | 89.7 |
| 11305 | 4 | 4 | 1450 | 9855 | 24.1 | 1.7 | 86.9 |
| 9735 | 4 | 4 | 1142 | 8593 | 20.8 | 1.3 | 88.0 |
| 7135 | 4 | 4 | 606 | 6529 | 14.4 | 1.0 | 86.5 |

From this experiment, we can conclude that the implicit decoupling method is computationally cheaper to use than the explicit decoupling method. In Chapter 5 and 6, we have derived two decoupling procedures for decoupling linear constant DAEs into differential and algebraic parts using special bases of projectors. Both procedures preserve dimension of the DAE and the spectrum of the matrix pencil $(\mathbf{E}, \mathbf{A})$. One may wonder wether the construction of the special bases of projectors is numerically feasible especially with large-scale problems. Fortunately, the same procedure proposed in [66] to construct projector onto the nullspace of a singular large sparse matrix can also be used to construct these bases more efficiently. Also most of the applications that lead to DAEs, have special structures of matrix $\mathbf{E}$ and $\mathbf{A}$, thus one can easily be able to construct these bases explicitly. However some applications such as the circuits problems which are modeled using the incidence matrices, we recommend to use the incidence matrices to construct these bases instead of using singular matrix $\mathbf{E}$ and $\mathbf{A}$ since these matrices may be ill-conditioned. Since the main objective of this thesis is to develop robust MOR methods for DAEs. We use the explicit and implicit decoupled systems derived in Chapter 5 and 6, to develop MOR methods for DAEs. This is discussed in Chapter 7 and 8 , respectively.

## Chapter 7

## Index-aware Model Order Reduction (IMOR) method

Some of the content in this Chapter can also be found in our papers [1,2,6]. In this Chapter, we introduce the Index-aware model order reduction method which can be abbreviated as IMOR method. We use the decoupled systems derived in Chapter 5 to develop the IMOR method. Consider DAEs of the form

$$
\begin{align*}
\mathbf{E} \dot{\boldsymbol{x}}(t) & =\mathbf{A} \boldsymbol{x}(t)+\mathbf{B} \boldsymbol{u}(t), \quad \boldsymbol{x}(0)=\boldsymbol{x}_{0}  \tag{7.0.1a}\\
\boldsymbol{y}(t) & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}(t), \tag{7.0.1b}
\end{align*}
$$

where $\mathbf{E}, \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{n \times \ell}$, the input vector $\boldsymbol{u}(t) \in \mathbb{R}^{m}$ and output vector $\boldsymbol{y}(t) \in \mathbb{R}^{\ell}$ of the system. $\boldsymbol{x}(t) \in \mathbb{R}^{n}$ is the state vector and $\boldsymbol{x}_{0}$ is the initial value. The number of state variables $n$ is called the order of system or the state-space dimension. $m$ and $\ell$ are the number of inputs and outputs, respectively. Before deriving the IMOR method we propose a method which can be used to reduce the algebraic parts of the decoupled system. This method is presented in the next Section. We call this method the

Algebraic Elimination (AE) method. The main idea of the AE method is to eliminate algebraic variables of a given DAE which do not contribute to the output solution.

### 7.1 Algebraic Elimination MOR method

In this Section, we discuss the reduction of the algebraic parts of the decoupled system, if the decoupled systems are derived from Chapter 5. This is done using reordering techniques and then eliminate algebraic variables which do not contribute to the output solutions.

### 7.1.1 Index-1 DAEs

Assume (7.0.1a) is of index-1 then it can be decoupled into the form (5.2.4) given by

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u},  \tag{7.1.1a}\\
\xi_{q} & =\mathbf{A}_{q} \xi_{p}+\mathbf{B}_{q} \boldsymbol{u}  \tag{7.1.1b}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}, \tag{7.1.1c}
\end{align*}
$$

where $\mathbf{A}_{p} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p} \in \mathbb{R}^{n_{p} \times m}, \mathbf{A}_{q} \in \mathbb{R}^{n_{q} \times n_{p}}, \mathbf{B}_{q} \in \mathbb{R}^{n_{q} \times m}$ and $\mathbf{C}_{p} \in \mathbb{R}^{n_{p} \times \ell}, \mathbf{C}_{q} \in \mathbb{R}^{n_{q} \times \ell}$. Let us assume $\mathbf{C}_{q} \neq 0$ otherwise the DAE can just be reduced to an ODE (7.1.1a) of dimension $n_{p}$. Consider the algebraic subsystem of (7.1.1) given by

$$
\begin{align*}
\xi_{q} & =\mathbf{A}_{q} \xi_{p}+\mathbf{B}_{q} \boldsymbol{u},  \tag{7.1.2a}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q} . \tag{7.1.2b}
\end{align*}
$$

The algebraic reduction of (7.1.2) can be done as follows. Assume $\mathbf{C}_{q}$ has at least one zero row, i.e., the row rank of $\mathbf{C}_{q}$ is less than $n_{q}$. Let $\mathbf{P}_{\pi_{1}} \in \mathbb{R}^{n_{q} \times n_{q}}$ be a permutation matrix such that $\mathbf{P}_{\pi_{1}} \mathbf{C}_{q}=\binom{\tilde{\mathbf{C}}_{q_{1}}}{\mathbf{0}}$, where $\tilde{\mathbf{C}}_{q_{1}} \in \mathbb{R}^{\tau \times \ell}$ and also let $\xi_{q}=\mathbf{P}_{\pi_{1}}^{\mathrm{T}} \tilde{\xi}_{q}=\binom{\tilde{\xi}_{q_{1}}}{\tilde{\xi}_{q_{2}}}$, where $\tilde{\xi}_{q_{1}} \in \mathbb{R}^{\tau}, \tilde{\xi}_{q_{2}} \in \mathbb{R}^{n_{q}-\tau}$ and $\mathbf{Q}_{\pi_{1}}=\mathbf{P}_{\pi_{1}}^{-\mathrm{T}}$. Then $\mathbf{A}_{q}$ and $\mathbf{B}_{q}$ can be partitioned as $\mathbf{Q}_{\pi_{1}} \mathbf{A}_{q}=\binom{\tilde{\mathbf{A}}_{q_{1}}}{\tilde{\mathbf{A}}_{q_{2}}}$ and $\mathbf{Q}_{\pi_{1}} \mathbf{B}_{q}=\binom{\tilde{\mathbf{B}}_{q_{1}}}{\tilde{\mathbf{B}}_{q_{2}}}$, where $\tilde{\mathbf{A}}_{q_{1}} \in \mathbb{R}^{\tau \times n_{p}}, \tilde{\mathbf{A}}_{q_{2}} \in \mathbb{R}^{\left(n_{q}-\tau\right) \times n_{p}}, \tilde{\mathbf{B}}_{q_{1}} \in \mathbb{R}^{\tau \times m}$, $\tilde{\mathbf{B}}_{q_{2}} \in \mathbb{R}^{\left(n_{q}-\tau\right) \times m}$. Hence (7.1.2) can be reduced to a reduced-order algebraic system of
dimension $\tau \ll n_{q}$ given by

$$
\begin{align*}
& \tilde{\xi}_{q_{1}}=\tilde{\mathbf{A}}_{q_{1}} \xi_{p}+\tilde{\mathbf{B}}_{q_{1}} \boldsymbol{u},  \tag{7.1.3}\\
& \boldsymbol{y}_{p}=\tilde{\mathbf{C}}_{q_{1}}^{\mathrm{T}} \tilde{\xi}_{q_{1}} .
\end{align*}
$$

Thus, system (7.1.1) can be reduced to a reduced-order model of dimension $n_{p}+\tau<n$ given by

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
\tilde{\xi}_{q_{1}} & =\tilde{\mathbf{A}}_{q_{1}} \xi_{p}+\tilde{\mathbf{B}}_{q_{1}} \boldsymbol{u},  \tag{7.1.4}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\tilde{\mathbf{C}}_{q_{1}}^{\mathrm{T}} \tilde{\xi}_{q_{1}} .
\end{align*}
$$

Hence (7.1.4) is AE reduced-order model of (7.0.1).

### 7.1.2 Index-2 DAEs

Assume (7.0.1a) is a DAE of index-2. If we consider the case of the index-2 DAEs whose matrix pencil with spectrum having at least one finite eigenvalue. Then, the DAE (7.0.1) can be decoupled into the form (5.3.15) given by

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
\xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 1} \boldsymbol{u}, \\
\xi_{q, 0} & =\mathbf{A}_{q, 0} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}} \xi_{q, 1}^{\prime},  \tag{7.1.5}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0},
\end{align*}
$$

where $\mathbf{A}_{p} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p} \in \mathbb{R}^{n_{p} \times m}, \mathbf{A}_{q, 1} \in \mathbb{R}^{k_{1} \times n_{p}}, \mathbf{B}_{q, 1} \in \mathbb{R}^{k_{1} \times m}, \mathbf{A}_{q, 0} \in \mathbb{R}^{k_{2} \times n_{p}}$, $\mathbf{B}_{q, 0} \in \mathbb{R}^{k_{2} \times m}, \mathbf{A}_{q_{0,1}} \in \mathbb{R}^{k_{2} \times k_{1}}$ and $\mathbf{C}_{p} \in \mathbb{R}^{n_{p} \times \ell}, \mathbf{C}_{q, 1} \in \mathbb{R}^{k_{1} \times \ell}, \mathbf{C}_{q, 0} \in \mathbb{R}^{k_{2} \times \ell}$. If we consider only algebraic parts of the system (7.1.5), we obtain an algebraic subsystem given by

$$
\begin{align*}
\xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 1} \boldsymbol{u},  \tag{7.1.6a}\\
\xi_{q, 0} & =\mathbf{A}_{q, 0} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}} \xi_{q, 1}^{\prime},  \tag{7.1.6b}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0} . \tag{7.1.6c}
\end{align*}
$$

We can observe that, if $\mathbf{C}_{q, 1}=\mathbf{0}$ and $\mathbf{C}_{q, 0}=\mathbf{0}$, then the DAE (7.0.1) can be reduced to an $\operatorname{ODE}$ (7.1.6a) of dimension $n_{p}$. If $\mathbf{C}_{q, 1} \neq 0$ and $\mathbf{C}_{q, 0}=\mathbf{0}$ or $\mathbf{C}_{q, 1}=\mathbf{0}, \mathbf{A}_{\boldsymbol{q}_{0,1}}=\mathbf{0}$ and
$\mathbf{C}_{q, 0} \neq \mathbf{0}$ then the DAE (7.0.1) can be reduced to an index-1 DAE of dimension $n_{p}+k_{1}$ and $n_{p}+k_{0}$, respectively. If (7.1.6) is reduced to an index-1 DAE. Then, we use the same procedure in the previous Section to further reduce the algebraic parts. Assume the above conditions are not satisfied then the algebraic subsystem (7.1.6) can be reduced as follows. We assume $\mathbf{C}_{q, 1} \in \mathbb{R}^{k_{1} \times \ell}$ and $\mathbf{C}_{q_{0}} \mathbb{R}^{k_{0} \times \ell}$ have at least one zero row, i.e., the row rank of $\mathbf{C}_{q, 1}$ and $\mathbf{C}_{q_{0}}$ is less than $k_{1}$ and $k_{2}$, respectively. First, we compute the permutation matrices $\mathbf{V}_{\pi}, \mathbf{W}_{\pi} \in \mathbb{R}^{k_{2} \times k_{2}}$ such that $\mathbf{W}_{\pi}^{\mathrm{T}} \mathbf{C}_{q, 0}=\binom{\mathbf{C}_{q_{1}, 0}}{\mathbf{0}}$. Then, we have partitions $\mathbf{V}_{\pi} \mathbf{B}_{q, 0}=\binom{\mathbf{B}_{q_{1}, 0}}{\mathbf{B}_{q_{2}, 0}}, \mathbf{V}_{\pi} \mathbf{A}_{q, 0}=\binom{\mathbf{A}_{q_{1}}}{\mathbf{A}_{q_{2}}}$. Next, we construct another set of permutation matrices $\mathbf{P}_{\pi}, \mathbf{Q}_{\pi} \in \mathbb{R}^{k_{1} \times k_{1}}$ such that $\mathbf{V}_{\pi} \mathbf{A}_{\boldsymbol{q}_{0,1}} \mathbf{Q}_{\pi}=\left(\begin{array}{c}\mathbf{A}_{\boldsymbol{q}_{0_{11}, 1}} \\ \mathbf{0} \\ \mathbf{A}_{\boldsymbol{q}_{21}, 1}\end{array}\right), \mathbf{Q}_{\pi}^{\mathrm{T}} \mathbf{C}_{q, 1}=\binom{\mathbf{C}_{q_{1}, 1}}{\mathbf{0}}$. Then, we have a partition $\mathbf{P}_{\pi} \mathbf{A}_{q, 1}=\binom{\mathbf{A}_{q_{1}, 1}}{\mathbf{A}_{q_{1}, 2}}, \mathbf{P}_{\pi} \mathbf{B}_{q, 1}=\binom{\mathbf{B}_{q_{1}, 1}}{\mathbf{B}_{q_{2}, 1}}$. If we let $\xi_{q, 1}=\mathbf{Q}_{\pi} \tilde{\xi}_{q, 1}=\binom{\tilde{\xi}_{q_{1}, 1}}{\tilde{\xi}_{q_{2}, 1}}$, where $\tilde{\xi}_{q_{1}, 1} \in \mathbb{R}^{\tau_{1}}, \tilde{\xi}_{q_{2}, 1} \in \mathbb{R}^{k_{1}-\tau_{1}}$ and $\xi_{q, 0}=\mathbf{W}_{\pi} \tilde{\xi}_{q, 0}=\binom{\tilde{\xi}_{q_{1}, 0}}{\tilde{\xi}_{q_{2}, 0}}$, where $\tilde{\xi}_{q_{1}, 0} \in \mathbb{R}^{\tau_{2}}$ $\tilde{\xi}_{q_{2}, 0} \in \mathbb{R}^{k_{2}-\tau_{2}}$. Then left multiply (7.1.6a) and (7.1.6b) with $\mathbf{P}_{\pi}$ and $\mathbf{V}_{\pi}$, respectively. We obtain a partitioned system of (7.1.6). We can then eliminate the algebraic variables $\tilde{\xi}_{q_{2}, 1}$ and $\tilde{\xi}_{q_{2}, 0}$ which do not contribute to the output solution (7.1.6c). This leads to a reduced-order model of dimension $\tau_{1}+\tau_{2}<n_{q}$ given by

$$
\begin{align*}
\xi_{q, 1} & =\mathbf{A}_{q_{\tau}, 1} \xi_{p}+\mathbf{B}_{q_{\tau}, 1} \boldsymbol{u},  \tag{7.1.7a}\\
\xi_{q_{\tau}, 0} & =\mathbf{A}_{q_{\tau}, 0} \xi_{p}+\mathbf{B}_{q_{\tau}, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}} \xi_{q_{\tau}, 1}^{\prime},  \tag{7.1.7b}\\
\boldsymbol{y}_{q_{\tau}} & =\mathbf{C}_{q_{\tau}, 1}^{\mathrm{T}} \xi_{q_{\tau}, 1}+\mathbf{C}_{q_{\tau}, 0}^{\mathrm{T}} \xi_{q_{\tau}, 0}, \tag{7.1.7c}
\end{align*}
$$

where $\mathbf{B}_{q_{\tau}, 1}=\mathbf{B}_{q_{1}, 1} \in \mathbb{R}^{\tau_{1} \times m}, \mathbf{A}_{q_{\tau}, 0}=\mathbf{A}_{q_{1}} \in \mathbb{R}^{\tau_{2} \times n_{p}}, \mathbf{A}_{\boldsymbol{q}_{0_{\tau}, 1}}=\mathbf{A}_{\boldsymbol{q}_{0_{11}, 1}} \in \mathbb{R}^{\tau_{2} \times \tau_{1}}$ and $\mathbf{C}_{q_{\tau}, 1}=\mathbf{C}_{q_{1}, 1} \in \mathbb{R}^{\tau_{1} \times \ell}, \mathbf{C}_{q_{\tau}, 0}=\mathbf{C}_{q_{1}, 0} \in \mathbb{R}^{\tau_{2} \times \ell}$. Thus the DAE (7.0.1) is reduced to a reduced-order model of dimension $\mathbf{n}_{p}+\tau_{1}+\tau_{2}<n$ given by

$$
\begin{aligned}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
\xi_{q, 1} & =\mathbf{A}_{q_{\tau}, 1} \xi_{p}+\mathbf{B}_{q_{\tau},}, \boldsymbol{u}, \\
\xi_{q_{\tau}, 0} & =\mathbf{A}_{q_{\tau}, 0} \xi_{p}+\mathbf{B}_{q_{\tau}, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0_{0}, 1}} \xi_{q_{\tau}, 1}^{\prime}, \\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q_{\tau}, 1}^{\mathrm{T}} \xi_{q_{\tau}, 1}+\mathbf{C}_{q_{T}, 0}^{\mathrm{T}}, \xi_{q_{\tau}, 0}
\end{aligned}
$$

Example 7.1.1 In this example, we consider the decoupled systems of index-1 DAE model generated in Table 6.1 using the explicit decoupling procedure. Recall, we were able to decouple these DAEs into $n_{p}$ differential equations and $n_{q}$ algebraic equations, where $n=n_{q}+n_{q}$ is the dimension of the DAE. We cam then apply the AE method to these decoupled systems in order to reduce the number of algebraic equations. In Table 7.1, we can observe that the algebraic equations of the decoupled power systems are greatly reduced. In fact, we obtain an overall reduction of more than $85 \%$ as shown in last column of Table 7.1.

Table 7.1: Algebraic Reduced models of power systems

| Systems | \# inputs/\# outputs |  | Decoupled model |  | Alg. Reduced model |  | Reduced system | \% Reduction |
| :---: | :---: | :---: | ---: | :---: | ---: | :---: | :---: | :---: |
|  | \# inputs | \# outputs | $n_{p}$ | $n_{q}$ | $n_{p}$ | $\tau$ | $n_{p}+\tau$ |  |
| 40366 | 2 | 2 | 5727 | 34639 | 5727 | 8 | 5735 | 85.8 |
| 40337 | 2 | 1 | 5723 | 34614 | 5723 | 6 | 5729 | 85.8 |
| 21476 | 1 | 1 | 3172 | 18304 | 3172 | 34 | 3206 | 85.1 |
| 21128 | 4 | 4 | 3078 | 18050 | 3078 | 16 | 3094 | 85.4 |
| 20944 | 2 | 2 | 3012 | 17932 | 3012 | 8 | 3020 | 85.6 |
| 20738 | 1 | 6 | 2940 | 17798 | 2940 | 0 | 1755 | 91.5 |
| 16861 | 4 | 4 | 2476 | 14385 | 2476 | 16 | 2492 | 85.2 |
| 15066 | 4 | 4 | 1998 | 13068 | 1998 | 16 | 2014 | 86.6 |
| 13309 | 8 | 8 | 1676 | 11633 | 1676 | 0 | 1676 | 87.4 |
| 13296 | 46 | 46 | 1664 | 11632 | 1664 | 92 | 1756 | 86.8 |
| 13275 | 4 | 4 | 1693 | 11582 | 1693 | 16 | 1709 | 87.1 |
| 13250 | 1 | 1 | 1664 | 11586 | 1664 | 1 | 1665 | 87.4 |
| 13250 | 46 | 46 | 1664 | 11586 | 1664 | 46 | 1710 | 87.1 |
| 13251 | 28 | 28 | 1664 | 11587 | 1664 | 0 | 1664 | 87.4 |
| 13251 | 1 | 1 | 1664 | 11587 | 1664 | 0 | 1664 | 87.4 |
| 11685 | 1 | 1 | 1257 | 10428 | 1257 | 4 | 1261 | 89.2 |
| 1305 | 4 | 4 | 1450 | 9855 | 1450 | 16 | 1466 | 87.0 |
| 9735 | 4 | 4 | 1142 | 8593 | 1142 | 16 | 1158 | 88.1 |
| 7135 | 4 | 4 | 606 | 6529 | 606 | 16 | 622 | 91.2 |

Example 7.1.2 In this example, we use RLC network descriptor models of electric power grids obtained from [17] and PEEC model of dimension $n=480$ from [49]. These are all index-2 DAEs of the form (2.3.1). We were able to decouple these models into differential and algebraic parts using the procedure presented in Section 5 and then used the AE method to reduce the algebraic parts. The results are shown in Table 7.2. We can observe that most of the algebraic equations are eliminated, although we do not gain too much overall reduction since these DAEs have more differential equations than the algebraic equations.

The AE method does not reduce the differential part and the algebraic part is not always completely reduced. Thus, the AE reduced-order models must be further be reduced

Table 7.2: Algebraic Reduced models of RLC systems

| Systems <br> n | \# inputs/\# outputs |  | Decoupled model |  |  | Alg. Reduced model |  |  | Reduced system$n_{p}+\tau_{1}+\tau_{2}$ | \% Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# inputs | \# outputs | $n_{p}$ | $k_{1}$ | $k_{2}$ | $n_{p}$ | $\tau_{1}$ | $\tau_{2}$ |  |  |
| 4182 | 1 | 1 | 4028 | 35 | 119 | 4028 | 0 | 1 | 4029 | 3.7 |
| 2182 | 1 | 1 | 2028 | 35 | 119 | 2028 | 0 | 1 | 2029 | 7.0 |
| 1182 | 1 | 1 | 1028 | 35 | 119 | 1028 | 0 | 1 | 1029 | 12.9 |
| 682 | 1 | 1 | 528 | 35 | 119 | 528 | 0 | 1 | 529 | 22.4 |
| 4182 | 3 | 3 | 4028 | 35 | 119 | 4028 | 0 | 3 | 4031 | 3.6 |
| 2182 | 3 | 3 | 2028 | 35 | 119 | 2028 | 0 | 3 | 2031 | 6.9 |
| 1182 | 3 | 3 | 1028 | 35 | 119 | 1028 | 0 | 3 | 1031 | 12.8 |
| 682 | 3 | 3 | 528 | 35 | 119 | 528 | 0 | 3 | 531 | 22.1 |
| 480 | 1 | 1 | 181 | 61 | 238 | 181 | 0 | 1 | 182 | 62.1 |

using the Index-aware MOR method.

### 7.2 Index-aware MOR method

In this Section, we present the Index-aware MOR method which can be abbreviated as the IMOR method. This MOR method was first proposed in [1, 2] for the case of index1 and -2 DAEs, respectively and its generalization in [6] which we called the GIMOR method. The IMOR method uses the system matrices from the decoupled systems derived in Chapter 5. This is done by reducing both the differential and algebraic parts separately of the decoupled systems. We use the conventional MOR methods to reduce the differential part and we have developed new methods that reduces the algebraic part. For the algebraic part, we first apply the Algebraic Elimination (AE) method proposed in the previous Section so that we can eliminate some algebraic variables which do not contribute to the output solution. We note that this idea is new from what we proposed in $[1,2,6]$, it greatly increases the efficiency of the IMOR method. The main motivation of the IMOR method is the need to develop computationally efficient methods which can reduce higher index DAEs. We are not the only people who have attempted to develop MOR methods specifically for DAEs by first splitting them into differential and algebraic parts. Some of the recently developed MOR methods for DAEs, have already been discussed in Section 3.3. The most successful and accurate MOR methods for DAEs are the balanced truncation and interpolatory projection methods for DAEs. However their splitting procedure is based on spectral projectors which may be numerically infeasible, see $[25,45]$. Moreover, the spectral projectors are not sufficiently good tools on appropriate generalizations for variable coefficient linear DAEs and nonlinear DAEs,
respectively [42]. This gives our decoupling procedure and the IMOR method an advantage over the existing MOR methods for DAEs since it is based on projector and matrix chain introduced by März [42] which are extendable to variable coefficient linear DAEs and nonlinear DAEs, respectively. Thus the IMOR method can also be extended to nonlinear DAEs.

### 7.2.1 Index-aware MOR for index-1 DAEs

Assume (7.0.1a) is an index-1 DAE, then its explicit decoupled system can be written in the form (7.1.1). Strictly separating the decoupled system (7.1.1) into differential and algebraic parts leads to

$$
\begin{align*}
& \xi_{p}^{\prime}=\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u} \\
& \boldsymbol{y}_{p}=\mathbf{C}_{p}^{\mathrm{T}} \xi_{p} \tag{7.2.1}
\end{align*}
$$

and

$$
\begin{align*}
& \xi_{q}=\mathbf{A}_{q} \xi_{p}+\mathbf{B}_{q} \boldsymbol{u}  \tag{7.2.2a}\\
& \boldsymbol{y}_{q}=\mathbf{C}_{q}^{\mathrm{T}} \xi_{q} \tag{7.2.2b}
\end{align*}
$$

where the output equation of the DAE can be reconstructed as $\boldsymbol{y}=\boldsymbol{y}_{p}+\boldsymbol{y}_{q}$. Then, the IMOR method for index-1 DAE can be derived into the following two steps:
(a) Reduction of the differential part: Here we consider the differential subsystem (7.2.1). This subsystem can be reduced by convectional MOR methods such as those presented in $[3,9,45,58]$. In this Section, we restrict ourselves on the Krylov subspace based methods and the method of choice will be the PRIMA method [49]. Here we seek a reduced-order model of (7.2.1) given by

$$
\begin{align*}
\xi_{p_{r_{1}}}^{\prime} & =\mathbf{A}_{p_{r_{1}}} \xi_{p_{r_{1}}}+\mathbf{B}_{p_{r_{1}}} \boldsymbol{u},  \tag{7.2.3}\\
\boldsymbol{y}_{p_{r_{1}}} & =\mathbf{C}_{p_{r_{1}}}^{\mathrm{T}} \xi_{p_{r_{1}}}
\end{align*}
$$

where $\mathbf{A}_{p_{r_{1}}} \in \mathbb{R}^{r_{1} \times r_{1}}, \mathbf{B}_{p_{r_{1}}} \in \mathbb{R}^{r_{1} \times m}$ and $\mathbf{C}_{p} \in \mathbb{R}^{r_{1} \times \ell}$, such that $r_{1} \ll n_{p}$. The approximation error $\boldsymbol{y}_{p}-\boldsymbol{y}_{p_{r_{1}}}$ and $\mathbf{H}_{p}(s)-\mathbf{H}_{p_{r_{1}}}(s)$ must be small with respect to a specific norm. In the frequency domain, this means that the transfer function
of (7.2.3) is given by $\mathbf{H}_{p_{r_{1}}}(s)=\mathbf{C}_{p_{r_{1}}}^{\mathrm{T}}\left(\mathrm{I}-\mathbf{A}_{p_{r_{1}}}\right)^{-1} \mathbf{B}_{p_{r_{1}}}$ approximates $\mathbf{H}_{p}(s)$ of (7.2.1) well. The reduced-order subsystem (7.2.3) can be obtained via projection as follows. We first construct $n_{p} \times r_{1} m$ matrix $\mathbf{V}_{p}$ that approximates the original state-space $\xi_{p}(t)$ by $\mathbf{V}_{p} \xi_{p_{r_{1}}}$ and then enforce the Galerkin condition

$$
\mathbf{V}_{p}^{\mathrm{T}}\left(\mathbf{V}_{p} \xi_{p}^{\prime}-\mathbf{A}_{p} \mathbf{V}_{p} \xi_{p_{r_{1}}}-\mathbf{B}_{p} \boldsymbol{u}\right)=\mathbf{0}, \quad \boldsymbol{y}_{p_{r_{1}}}=\mathbf{C}_{p}^{\mathrm{T}} \mathbf{V}_{p} \xi_{p_{r_{1}}}
$$

This leads to a reduced-order model (7.2.3) with the system matrices

$$
\mathbf{A}_{p_{r_{1}}}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p}, \quad \mathbf{B}_{p_{r_{1}}}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{B}_{p}, \quad \mathbf{C}_{p_{r_{1}}}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{C}_{p}, \text { and } \mathbf{V}_{p}^{\mathrm{T}} \mathbf{V}_{p}=\mathrm{I}_{r_{1} m} .
$$

The projection matrix $\mathbf{V}_{p}$ determine the subspace of interest and can be constructed in many different ways, see $[3,9,45,58]$. If, we apply the Arnoldi process, based on the Krylov subspace

$$
\begin{equation*}
\mathcal{K}_{r_{1}}\left(\mathbf{M}_{p}, \mathbf{R}_{p}\right):=\operatorname{Span}\left\{\mathbf{R}_{p}, \mathbf{M}_{p} \mathbf{R}_{p}, \cdots, \mathbf{M}_{p}^{r_{1}-1} \mathbf{R}_{p}\right\}, r_{1} \leq n_{p}, \tag{7.2.4}
\end{equation*}
$$

where $\mathbf{M}_{p}:=\left(s_{0} \mathrm{I}-\mathbf{A}_{p}\right)^{-1}, \mathbf{R}_{p}:=\left(s_{0} \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}$ and $s_{0} \in \mathbb{C} \backslash \sigma\left(\mathbf{A}_{p}\right)$ which can be chosen arbitrary. We denote by $\mathbf{V}_{p} \in \mathbb{R}^{n_{p} \times r_{1} m}$ the matrix of an orthonormal basis for $\mathcal{K}_{r_{1}}\left(\mathbf{M}_{p}, \mathbf{R}_{p}\right)$, so that $\mathbf{V}_{p}^{\mathrm{T}} \mathbf{V}_{p}=\mathrm{I}_{r_{1} m}$.
(b) Reduction of the algebraic part: In this Section, we derive the reduction procedure for the algebraic subsystem (7.2.2). For this case, we seek a reduced-order algebraic subsystem of the form

$$
\begin{align*}
& \xi_{q_{r_{2}}}=\mathbf{A}_{q_{r_{2}}} \xi_{p_{r_{1}}}+\mathbf{B}_{q_{r_{2}}} \boldsymbol{u},  \tag{7.2.5a}\\
& \boldsymbol{y}_{q_{r_{2}}}=\mathbf{C}_{q_{r_{2}}}^{\mathrm{T}} \xi_{q_{r_{2}}}, \tag{7.2.5b}
\end{align*}
$$

where $\mathbf{A}_{q_{r_{2}}} \in \mathbb{R}^{r_{2} \times r_{1}}, \mathbf{B}_{q_{r_{2}}} \in \mathbb{R}^{r_{2} \times m}$ and $\quad \mathbf{C}_{q_{r_{2}}} \in \mathbb{R}^{r_{2} \times \ell}, r_{2}<n_{q}$. This can be done as follows. If we substitute $\xi_{p}=\mathbf{V}_{p} \xi_{p_{r_{1}}}$ into (7.2.2a), we obtain

$$
\begin{equation*}
\tilde{\xi}_{q}=\mathbf{A}_{q} \mathbf{V}_{p} \xi_{p_{r_{1}}}+\mathbf{B}_{q} \boldsymbol{u} \tag{7.2.6}
\end{equation*}
$$

From (7.2.6), we can observe that the reduction procedure for the differential variables induces a reduction for the algebraic variables, where $\tilde{\xi}_{q}$ is the approximation of $\xi_{q}$ induced by the reduction of $\xi_{p}$. According to [1], this relations shows that $\tilde{\xi}_{q}$
lives in the subspace $\mathcal{V}_{q}$ given by

$$
\begin{equation*}
\mathcal{V}_{q}:=\operatorname{Span}\left\{\mathbf{B}_{q}, \mathbf{A}_{q} \mathbf{V}_{p}\right\}=\operatorname{Span}\left\{\mathbf{B}_{q}\right\}+\mathbf{A}_{q} \mathcal{K}_{r_{1}}\left(\mathbf{M}_{p}, \mathbf{R}_{p}\right) \tag{7.2.7}
\end{equation*}
$$

We denote by $r_{2}$ the dimension of $\mathcal{V}_{q}$ and by $\mathbf{V}_{q} \in \mathbb{R}^{n_{q} \times r_{2} m}$ the matrix of an orthonormal basis for $\mathcal{V}_{q}$, so that $\mathbf{V}_{q}^{\mathrm{T}} \mathbf{V}_{q}=\mathrm{I} \in \mathbb{R}^{r_{2} m \times r_{2} m}$. Thus, we can represent the algebraic solution in the form $\tilde{\xi}_{q}=\mathbf{V}_{q} \xi_{q_{r_{2}}}$. Substituting $\tilde{\xi}_{q}=\mathbf{V}_{q} \xi_{q_{r_{2}}}$ into (7.2.6) and (7.2.2b) leads to a reduced-order algebraic subsystem of the form (7.2.5) with system matrices

$$
\mathbf{A}_{q_{r_{2}}}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{A}_{q} \mathbf{V}_{p}, \quad \mathbf{B}_{q_{r_{2}}}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{B}_{q} \quad \text { and } \quad \mathbf{C}_{q_{r_{2}}}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{C}_{q}
$$

Hence the IMOR reduced-order model of (7.0.1) is of dimension $r_{1}+r_{2} \ll n$ and is given by

$$
\begin{align*}
\xi_{p_{r_{1}}}^{\prime} & =\mathbf{A}_{p_{r_{1}}} \xi_{p_{r_{1}}}+\mathbf{B}_{p_{r_{1}}} \boldsymbol{u}  \tag{7.2.8a}\\
\xi_{q_{r_{2}}} & =\mathbf{A}_{q_{r_{2}}} \xi_{p_{r_{1}}}+\mathbf{B}_{q_{r_{2}}} \boldsymbol{u},  \tag{7.2.8b}\\
\boldsymbol{y}_{r} & =\mathbf{C}_{p_{r_{1}}}^{\mathrm{T}} \xi_{p_{r_{1}}}+\mathbf{C}_{q_{r_{2}}}^{\mathrm{T}} \xi_{q_{r_{2}}} \tag{7.2.8c}
\end{align*}
$$

### 7.2.2 Index-aware MOR for higher index DAEs

Here, we generalize the IMOR method for higher index DAEs whose decoupled systems with or without a differential part. We also present a theoretical explanation why the conventional MOR method fail for higher index DAEs and under which conditions they can be used. We consider the two cases of decoupled systems as follows.

## Decoupled systems with a differential part

Here, we assume that (7.0.1a) is of index $-\mu$ with the spectrum of its matrix pencil with at least one finite eigenvalue. This DAE can be decoupled in form (5.4.17) given by

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\xi_{q}+\mathbf{B}_{q} \boldsymbol{u},  \tag{7.2.9}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q},
\end{align*}
$$

where $\xi_{p} \in \mathbb{R}^{n_{p}}, \mathbf{A}_{p} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p} \in \mathbb{R}^{n_{p}}, \xi_{q} \in \mathbb{R}^{n_{q}}, \mathbf{A}_{q} \in \mathbb{R}^{n_{q} \times n_{p}}, \mathbf{B}_{q} \in \mathbb{R}^{n_{q} \times m}$, $\mathcal{L} \in \mathbb{R}^{n_{q} \times n_{q}}$ is a strictly lower triangular nilpotent matrix of index- $\mu$. In Section 3.2.1, we discussed the limitation of the conventional MOR methods to DAEs using numerical examples. Here, we theoretically explains why these methods indeed fail and what are their limitation on reducing DAEs. This is done as follows. Taking the Laplace transform of (7.2.9) and simplifying, we obtain

$$
\begin{align*}
\mathbf{Y}(s) & =\mathbf{C}_{p}^{\mathrm{T}}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p} \mathbf{U}(s)+\mathbf{C}_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1}\left[\mathbf{A}_{q}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}+\mathbf{B}_{q}\right] \mathbf{U}(s) \\
& +C_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1}\left[\mathbf{A}_{q}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \xi_{p}(0)-\mathcal{L} \xi_{q}(0)\right]+\mathbf{C}_{p}^{\mathrm{T}}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \xi_{p}(0) . \tag{7.2.10}
\end{align*}
$$

We already know that $\xi_{p}(0)$ can be chosen arbitrary while $\xi_{q}(0)$ has to satisfy certain hidden constraints. Thus setting $\xi_{p}(0)=0$, then (7.2.10) simplifies to

$$
\begin{align*}
\mathbf{Y}(s) & =\mathbf{C}_{p}^{\mathrm{T}}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p} \mathbf{U}(s)+\mathbf{C}_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1}\left[\mathbf{A}_{q}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}+\mathbf{B}_{q}\right] \mathbf{U}(s) \\
& -\mathbf{C}_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1} \mathcal{L} \xi_{q}(0) \tag{7.2.11}
\end{align*}
$$

In order to derive the reduced-order model using the conventional MOR methods, we always assume vanishing initial conditions, i.e., $\xi(0)=0$ which leads to the input-output relation $\mathbf{Y}(s)=\mathbf{H}(s) \mathbf{U}(s)$, where $\mathbf{H}(s)$ is the transfer function. Then, $\mathbf{H}(s)$ is approximated such that $\mathbf{H}(s)-\mathbf{H}_{r}(s)$ is small in the suitable system norm, where $\mathbf{H}_{r}(s)$ is the transfer function of the reduced-order model. However, from (7.2.11), we can observe that, we can not always have this freedom for the case of DAEs since $\xi_{q}(0)$ does not always vanish to zero for higher index DAEs. This is only possible for the case of index-1 systems since $\mathcal{L}=0$, which implies $\mathbf{Y}(s)=\mathbf{H}(s) \mathbf{U}(s)$. Thus assuming vanishing initial condition does not affect index-1 DAEs. This the reason why conventional MOR methods lead to accurate reduced-order models for index-1 DAEs and fail for higher index DAEs. We further explain in depth what actually destroys the accuracy of the convention MOR methods and under which conditions can they be used. This is done as follows. If we let $\mathcal{P}(s):=-\mathbf{C}_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1} \mathcal{L} \xi_{q}(0)$, then (7.2.11) can written as

$$
\begin{equation*}
\mathbf{Y}(s)=\mathbf{H}(s) \mathbf{U}(s)+\mathcal{P}(s), \tag{7.2.12}
\end{equation*}
$$

where the traditional transfer function $\mathbf{H}(s)$ can be decomposed as $\mathbf{H}(s)=\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s)$, where $\mathbf{H}_{p}(s)=\mathbf{C}_{p}^{\mathrm{T}}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}$ and $\mathbf{H}_{q}(s)=\mathbf{C}_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1}\left[\mathbf{A}_{q}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}+\mathbf{B}_{q}\right]$, is
the transfer of the differential and algebraic part, respectively. It can be proved that

$$
\begin{equation*}
(\mathrm{I}-s \mathcal{L})^{-1}=\sum_{j=0}^{\mu-1} \mathcal{L}^{j} s^{j} \tag{7.2.13}
\end{equation*}
$$

since $\mathcal{L}$ is a nilpotent matrix of index $\mu$. Thus, using the identity (7.2.13), $\mathcal{P}(s)$ can be written as

$$
\begin{equation*}
\mathcal{P}(s):=-\mathbf{C}_{q}^{\mathrm{T}} \sum_{j=0}^{\mu-2} \mathcal{L}^{j+1} s^{j} \xi_{q}(0) \tag{7.2.14}
\end{equation*}
$$

Using the definition of $\xi_{q}(0)$ from (5.4.19) and setting $\xi_{p}(0)=0$, we obtain

$$
\begin{equation*}
\xi_{q}(0)=\sum_{i=1}^{\mu-1} \sum_{k=0}^{i-1} \mathcal{L}^{i} \mathbf{A}_{q} \mathbf{A}_{p}^{k} \mathbf{B}_{p} \boldsymbol{u}^{(i-k-1)}(0)+\sum_{i=0}^{\mu-1} \mathcal{L}^{i} \mathbf{B}_{q} \boldsymbol{u}^{(i)}(0) \tag{7.2.15}
\end{equation*}
$$

Substituting (7.2.15) into (7.2.14) and simplifying, we can prove that $\mathcal{P}(s)$ is a polynomial of degree $\mu-2$ given by

$$
\begin{equation*}
\mathcal{P}(s):=-\mathbf{C}_{q}^{\mathrm{T}} \sum_{j=0}^{\mu-2} \mathcal{L}^{j} s^{j} \boldsymbol{Q}(\boldsymbol{u}(0)), \tag{7.2.16}
\end{equation*}
$$

where

$$
\mathcal{Q}(\boldsymbol{u}(0)):=\mathcal{L} \xi_{q}(0)=\sum_{i=1}^{\mu-2} \sum_{k=0}^{i-1} \mathcal{L}^{i+1} \mathbf{A}_{q} \mathbf{A}_{p}^{k} \mathbf{B}_{p} \boldsymbol{u}^{(i-k-1)}(0)+\sum_{i=0}^{\mu-2} \mathcal{L}^{i+1} \mathbf{B}_{q} \boldsymbol{u}^{(i)}(0)
$$

We can see that $Q(\boldsymbol{u}(0))$ is also a polynomial of degree $\mu-2$ of the form

$$
\begin{equation*}
Q(\boldsymbol{u}(0))=\zeta_{0} \boldsymbol{u}^{(0)}(0)+\zeta_{1} \boldsymbol{u}^{(1)}(0)+\zeta_{2} \boldsymbol{u}^{(2)}(0)+\cdots+\zeta_{\mu-2} \boldsymbol{u}^{(\mu-2)}(0) \tag{7.2.17}
\end{equation*}
$$

where $\zeta_{j}$ are constant matrices. We can observe that $\mathcal{P}(s)$ depends on the smoothness of $\boldsymbol{u}(0)$, i.e., $\boldsymbol{u}(0)$ must be at least $\mu-2$ times differentiable. We observed that the conventional MOR methods fail if the polynomial $Q(\boldsymbol{u}(0))$ in (7.2.17) has nonzero coefficients. We note that even if $\mathcal{P}(s)=0$ but the coefficients of $Q(\boldsymbol{u}(0))$ are nonzero, the conventional MOR methods will still lead to wrong reduced-order models or reduced-order models which are very difficult to solve. Hence $Q(\boldsymbol{u}(0))$ is the hidden polynomial that
destroys the accuracy of the conventional MOR methods when applied on higher index DAEs. However there are some special cases where conventional MOR methods can be applied to higher index DAEs and lead to accurate reduced-order models. This happens when the coefficients of $Q(\boldsymbol{u}(0))$ are all zeros. This is can be illustrated using index-2 and -3 DAEs as follows.
(1) For index-2 DAEs, we substitute $\mu=2$ into (7.2.16) and we obtain

$$
\begin{equation*}
\mathcal{P}(s):=-\mathbf{C}_{q}^{\mathrm{T}} \boldsymbol{Q}(\boldsymbol{u}(0)) \tag{7.2.18}
\end{equation*}
$$

where $Q(\boldsymbol{u}(0))=\mathcal{L} \mathbf{B}_{q} \boldsymbol{u}(0)$. We can observe that index-2 DAEs cannot be reduced by conventional MOR methods if $\mathcal{L} \mathbf{B}_{q} \neq \mathbf{0}$ even if $\mathcal{P}(s)=\mathbf{0}$. But if $\mathcal{L} \mathbf{B}_{q}=\mathbf{0}$ conventional MOR methods can lead to accurate reduced-order models for index2 DAEs. This is illustrated in the example below.

Example 7.2.1 In this example, we use the system matrices from Example 3.2.1 and the two cases of control input matrix B. Both cases the DAEs are of index-2 since they have the same matrix pencil $(\mathbf{E}, \mathbf{A})$. Also since $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A})=2 \lambda+3 \neq 0$, thus both DAEs are solvable and their decoupled system have a differential part. These DAEs can be decoupled into the form (7.2.9). Below, we discuss the affect of conventional MOR method on the two DAEs.
(i) Here, we use control input matrix from Example 3.2.1(i), where the conventional MOR method lead to an accurate solution. This system is decoupled into 1 differential and 2 algebraic equations using the explicit decoupling method which lead to decoupled system of the form (5.3.15) with system matrices given by $\mathbf{A}_{p}=-\frac{3}{2}, \mathbf{B}_{p}=-\frac{3}{4}, \mathbf{A}_{q, 1}=\binom{0}{0}, \mathbf{B}_{q, 1}=\binom{0}{0}, \mathbf{A}_{q, 0}=\binom{-\frac{4}{3}}{-\frac{1}{3}}, \mathbf{B}_{q, 0}=\binom{-\frac{1}{2}}{-\frac{1}{2}}, \mathbf{A}_{q, 01}=\left(\begin{array}{rr}-1 & \frac{11}{30} \\ 0 & 1\end{array}\right)$, $\mathbf{C}_{p}=\frac{2}{3}, \mathbf{C}_{q, 1}=\binom{0}{1}$ and $\mathbf{C}_{q, 0}=\binom{1}{0}$. Using these matrices, we can write the decoupled system into the form (7.2.9) with system matrices $\mathcal{L}=\left(\begin{array}{rrrr}0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -1 & \frac{11}{30} & 0 & 0 \\ 0 & 1 & 0 & 0\end{array}\right), \quad \mathbf{A}_{q}=\left(\begin{array}{r}0 \\ 0 \\ -\frac{4}{3} \\ -\frac{1}{3}\end{array}\right)$ and
$\mathbf{B}_{q}=\left(\begin{array}{r}0 \\ 0 \\ -\frac{1}{2} \\ -\frac{1}{2}\end{array}\right)$ and $\mathbf{C}_{q}=\left(\begin{array}{l}0 \\ 1 \\ 1 \\ 0\end{array}\right)$. Since, this is an index-2 DAE, the polynomial $\mathcal{P}(s)$ is of the form (7.2.18) and $Q(\boldsymbol{u}(0))$ is given by $Q(\boldsymbol{u}(0))=\mathcal{L} \mathbf{B}_{q} \boldsymbol{u}(0)=\left(\begin{array}{llll}0 & 0 & 0 & 0\end{array}\right)^{\mathrm{T}} \boldsymbol{u}(0)$. We can observe that $\mathcal{L} \mathbf{B}_{q}=\mathbf{0}$ thus, the conventional MOR methods can be used to reduce this system even if the DAE is of higher index. This is the reason why the PRIMA method lead to reduced-order model in Example 3.2.1(i) which was easier to solve numerically.
(ii) Here, we use control matrix from Example 3.2.1(ii), where the conventional MOR method lead to a reduced-order model which was very difficult to solve accurately since it needed big time steps. This system is also decoupled into 1 differential and 2 algebraic equations using the explicit decoupling method which leads to decoupled system of the form (5.3.15) with system matrices $\mathbf{A}_{p}=-\frac{3}{2}$, $\mathbf{B}_{p}=-\frac{3}{4}, \mathbf{A}_{q, 1}=\binom{0}{0}, \mathbf{B}_{q, 1}=\binom{\frac{11}{30}}{1}, \mathbf{A}_{q, 0}=\binom{-\frac{4}{3}}{-\frac{1}{3}}, \mathbf{B}_{q, 0}=\binom{\frac{3}{4}}{4}, \mathbf{A}_{q, 01}=\left(\begin{array}{rr}-1 & \frac{11}{30} \\ 0 & 1\end{array}\right), \mathbf{C}_{p}=\frac{2}{3}, \mathbf{C}_{q, 1}=\binom{0}{1}$ and $\mathbf{C}_{q, 0}=\binom{1}{0}$. Using these matrices, we can write the decoupled system into the form (7.2.9). We observe that $\mathcal{L}, \mathbf{A}_{q}$ and $\mathbf{C}_{q}$ remains the same as in (i) but $\mathbf{B}_{q}$ changes to $\mathbf{B}_{q}=\left(\begin{array}{lll}\frac{11}{30} & 1 & \frac{3}{4}\end{array}\right)^{\mathrm{T}}$ since we just changed matrix $\mathbf{B}$. For this case $Q(\boldsymbol{u}(0))$ is given by $\mathcal{Q}(\boldsymbol{u}(0))=\mathcal{L} \mathbf{B}_{q} \boldsymbol{u}(0)=\left(\begin{array}{llll}0 & 0 & 1\end{array}\right)^{\mathrm{T}} \boldsymbol{u}(0)$. We can observe that $\mathcal{L} \mathbf{B}_{q} \neq \mathbf{0}$ but $\mathbf{C}_{q} \mathcal{L} \mathbf{B}_{q}=\mathbf{0}$. From Example 3.2.1(ii), we saw that the PRIMA reduced-order model was very difficult to solve since it needs bigger time steps even if $\mathcal{P}(s)=\mathbf{0}$. Thus, this agrees with our theory that conventional MOR methods cannot lead to accurate reduced-order systems for this class of DAEs even if $\mathcal{P}(s)=\mathbf{0}$ but $Q(\boldsymbol{u}(0)) \neq 0$.
(2) For index-3 DAEs, we substitute $\mu=3$ into (7.2.16), we obtain

$$
\begin{equation*}
\mathcal{P}(s):=-\mathbf{C}_{q}^{\mathrm{T}}[Q(\boldsymbol{u}(0))+s \mathcal{L} Q(\boldsymbol{u}(0))], \tag{7.2.19}
\end{equation*}
$$

where $Q(\boldsymbol{u}(0))=\left[\mathcal{L}^{2} \mathbf{A}_{q} \mathbf{B}_{p}+\mathcal{L} \mathbf{B}_{q}\right] \boldsymbol{u}(0)+\mathcal{L}^{2} \mathbf{B}_{q} \boldsymbol{u}^{\prime}(0)$. We can observe that $Q(\boldsymbol{u}(0))$ has nonzero coefficients if either $\mathcal{L} \mathbf{B}_{q} \neq \mathbf{0}$ or $\mathcal{L}^{2} \mathbf{A}_{q} \neq \mathbf{0}$. Thus, these are the cases where the conventional MOR methods will fail for the case of index-3 systems.

Example 7.2.2 In this example, we use system matrices from Example 3.2.2, which is a generator model of index-3. This system can be decoupled into a decoupled system of the form (5.4.35) with system matrices given by
$\mathbf{A}_{p}=-2, \mathbf{B}_{p}=2, \mathbf{A}_{q, 2}=0, \mathbf{B}_{q, 2}=1, \mathbf{A}_{q, 1}=0, \mathbf{B}_{q, 1}=1, \mathbf{C}_{q, 2}=0$, $\mathbf{C}_{q, 1}=0, \mathbf{A}_{q_{1,2}}=1, \mathbf{C}_{p}=1$,

$$
\mathbf{A}_{q, 0}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right), \mathbf{B}_{q, 0}=\left(\begin{array}{r}
0 \\
1 \\
-1 \\
1 \\
-1 \\
-1
\end{array}\right), \mathbf{A}_{q_{0,1}}=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right), \mathbf{A}_{q_{0,2}}=\left(\begin{array}{r}
0 \\
0 \\
-1 \\
-1 \\
0 \\
0
\end{array}\right) \quad \text { and } \quad \mathbf{C}_{q, 0}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right) .
$$

Thus this system can also written in the form (7.2.9) with system matrices given by

$$
\mathcal{L}=\left(\begin{array}{rrrrrrrr}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right), \quad \mathbf{A}_{q}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right), \quad \mathbf{B}_{q}=\left(\begin{array}{r}
1 \\
1 \\
0 \\
1 \\
-1 \\
1 \\
-1 \\
-1
\end{array}\right), \quad \mathbf{C}_{q}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
1
\end{array}\right) .
$$

Since this is an index-3 DAE its polynomial $\mathcal{P}(s)$ is of the form (7.2.19) and its hidden polynomial $Q(\boldsymbol{u}(0))$ is given by

$$
\boldsymbol{Q}(\boldsymbol{u}(0))=\left(\begin{array}{llllllll}
0 & 1 & 1 & 0 & -1 & -1 & 0 & 0
\end{array}\right)^{\mathrm{T}} \boldsymbol{u}(0)+\left(\begin{array}{llllllll}
0 & 1 & 1 & 0 & -1 & -1 & 0 & 0
\end{array}\right)^{\mathrm{T}} \boldsymbol{u}^{\prime}(0)
$$

Thus the convectional MOR methods when applied on this system will fail since $Q(\boldsymbol{u}(0))$ has nonzero coefficients for arbitrary $\boldsymbol{u}(0)$. This is the reason why the PRIMA method lead to unsolvable reduced order model in Example 3.2.2.

In conclusion, the limitations of conventional MOR methods to reduce DAEs can be summarized as follows. Almost all conventional MOR method aims at approximating the so called transfer function $\mathbf{H}(s)$ and ignore the polynomial $\mathcal{P}(s)$. As a result $\mathbf{H}_{p}(s)$ is well approximated but $\mathbf{H}_{q}(s)$ may be inaccurate since some of its information is in $\mathcal{P}(s)$. Thus most of the important information of the DAE is always lost. We have discussed that the conventional MOR methods fail if the hidden polynomial $Q(\boldsymbol{u}(0))$ has nonzero coefficients. However, the conventional MOR method can be used to reduced index-1

DAEs since their polynomial $\mathcal{P}(s)$ does not exist and for some special cases of higher index DAEs, if hidden polynomial $Q(\boldsymbol{u}(0))$ has zero coefficients. We can now see that it is extremely difficult to check wether the conventional MOR method will work on higher index DAEs or not. Hence, the best way to avoid this problem, is to first splitting the DAE system into differential and algebraic parts before applying any model order reduction method.

For the case of IMOR method. This can be done as follows. Separating (7.2.9) into

$$
\begin{align*}
& \xi_{p}^{\prime}=\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u},  \tag{7.2.20}\\
& \boldsymbol{y}_{p}=\mathbf{C}_{p}^{\mathrm{T}} \xi_{p},
\end{align*}
$$

and

$$
\begin{align*}
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\xi_{q}+\mathbf{B}_{q} \boldsymbol{u},  \tag{7.2.21a}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}, \tag{7.2.21b}
\end{align*}
$$

subsystems. Systems (7.2.20) and (7.2.21) are the differential and algebraic subsystems respectively. The differential subsystem (7.2.20) can be reduced by substituting $\xi_{p}=\mathbf{V}_{p} \xi_{p_{r}}$, where $\mathbf{V}_{p}$ can be constructed using the Arnoldi process. Thus, the reducedorder model of (7.2.20) is given by

$$
\begin{align*}
& \xi_{p_{r}}^{\prime}=\mathbf{A}_{p_{r}} \xi_{p_{r}}+\mathbf{B}_{p_{r}} \boldsymbol{u}, \\
& \boldsymbol{y}_{p_{r}}=\mathbf{C}_{p_{r}}^{\mathrm{T}} \xi_{p_{r}}, \tag{7.2.22}
\end{align*}
$$

where $\mathbf{A}_{p_{r}}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p} \in \mathbb{R}^{r \times r}, \mathbf{B}_{p_{r}}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{B}_{p} \in \mathbb{R}^{r \times m}$ and $\mathbf{C}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{C}_{p} \in \mathbb{R}^{r \times \ell}$, such that $r \ll n_{p}$. The transfer function of the reduced-order differential subsystem (7.2.22) is given by $\mathbf{H}_{p_{r}}(s)=\mathbf{C}_{p_{r}}^{\mathrm{T}}\left(s \mathrm{I}-\mathbf{A}_{p_{r}}\right)^{-1} \mathbf{B}_{p_{r}}$. Next, we seek a reduced-order model of algebraic subsystem (7.2.21) which can be written as

$$
\begin{align*}
-\mathcal{L}_{r} \xi_{q_{r}}^{\prime} & =\mathbf{A}_{q_{r}} \xi_{p_{r}}-\xi_{q_{r}}+\mathbf{B}_{q_{r}} \boldsymbol{u},  \tag{7.2.23a}\\
\boldsymbol{y}_{q_{r}} & =\mathbf{C}_{q_{r}}^{\mathrm{T}} \xi_{q_{r}} \tag{7.2.23b}
\end{align*}
$$

where $\mathbf{A}_{q_{r}} \in \mathbb{R}^{\tau \times r}, \mathbf{B}_{q_{r}} \in \mathbb{R}^{\tau \times m}$ and $\quad \mathbf{C}_{q_{r}} \in \mathbb{R}^{\tau \times \ell}, \tau<n_{q}$ and its transfer function can be written as $\mathbf{H}_{q_{r}}(s)=\mathbf{C}_{q_{r}}^{\mathrm{T}}\left(\mathrm{I}-s \mathcal{L}_{r}\right)^{-1}\left[\mathbf{A}_{q_{r}}\left(s \mathbf{I}-\mathbf{A}_{p_{r}}\right)^{-1} \mathbf{B}_{p_{r}}+\mathbf{B}_{q_{r}}\right]$. The matrices of the
reduced-order model (7.2.23) can be constructed as follows. If we substitute $\xi_{p}=\mathbf{V}_{p} \xi_{p_{r}}$ into (7.2.2a) and rearranging, we obtain

$$
\begin{equation*}
\tilde{\xi}_{q}=\mathcal{L} \tilde{\xi}_{q}^{\prime}+\mathbf{A}_{q} \mathbf{V}_{p} \xi_{p_{r}}+\mathbf{B}_{q} \boldsymbol{u} \tag{7.2.24}
\end{equation*}
$$

where $\tilde{\xi}_{q}$ is the approximation of $\xi_{q}$ induced by the reduction of $\xi_{p}$. Equation (7.2.24) can be written as

$$
\begin{equation*}
\tilde{\xi}_{q}=\sum_{k=0}^{\mu-1} \mathcal{L}^{k}\left(\mathbf{V}_{p} \xi_{p_{r}}^{(k)}+\mathbf{B}_{q} \boldsymbol{u}^{(k)}\right), \tag{7.2.25}
\end{equation*}
$$

where $\xi_{p_{r}}^{(k)}=\frac{\mathrm{d}^{k} \xi_{p_{r}}}{\mathrm{~d} t^{k}}$ and $\boldsymbol{u}^{(k)}=\frac{\mathrm{d}^{k} u}{\mathrm{~d} t^{k}}$. We can observe, that the reduction of the differential part of the decoupled system, which confines $\xi_{p}$ to the subspace $\mathcal{V}_{p}$, spanned by $\mathbf{V}_{p}$, then also $\xi_{p}^{(k)}, k=1, \cdots, \mu-1$, belongs to the same space. Thus from (7.2.25), we observe that for the algebraic variable $\xi_{q}$, we have the restriction

$$
\begin{equation*}
\xi_{q} \in \mathcal{V}_{q}=\mathcal{K}_{\mu}\left(\mathcal{L}, \mathbf{R}_{q}\right), \tag{7.2.26}
\end{equation*}
$$

where $\mathbf{R}_{q}=\left[\begin{array}{ll}\mathbf{B}_{q} & \mathbf{A}_{q} \mathbf{V}_{p}\end{array}\right] \in \mathbb{R}^{n_{q} \times(r+1) m}$. We denote by $\mathbf{V}_{q}$ an orthonormal basis of $\mathcal{V}_{q}$ so that $\mathbf{V}_{q}^{\mathrm{T}} \mathbf{V}_{q}=\mathrm{I}$. We can then write $\xi_{q}=\mathbf{V}_{q} \xi_{q_{r}}$. Substituting $\xi_{q}=\mathbf{V}_{q} \xi_{q_{r}}$ and $\xi_{p}=\mathbf{V}_{p} \xi_{p_{r}}$ into (7.2.21) leads to a reduced-order algebraic subsystem of the form (7.2.23) with system matrices :

$$
\mathcal{L}_{r}=\mathbf{V}_{q}^{\mathrm{T}} \mathcal{L} \mathbf{V}_{q}, \mathbf{A}_{q_{r}}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p}, \mathbf{B}_{q_{r}}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{B}_{q} \quad \text { and } \quad \mathbf{C}_{q_{r}}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{C}_{q} .
$$

Thus, the IMOR reduced-order model of (7.0.1) is given by

$$
\begin{align*}
\xi_{p_{r}}^{\prime} & =\mathbf{A}_{p_{r}} \xi_{p_{r}}+\mathbf{B}_{p_{r}} \boldsymbol{u}, \\
-\mathcal{L}_{r} \xi_{q_{r}}^{\prime} & =\mathbf{A}_{q_{r}} \xi_{p_{r}}-\xi_{q_{r}}+\mathbf{B}_{q_{r}} \boldsymbol{u},  \tag{7.2.27}\\
\boldsymbol{y}_{r} & =\mathbf{C}_{p_{r}}^{\mathrm{T}} \xi_{p_{r}}+\mathbf{C}_{q_{r}}^{\mathrm{T}} \xi_{q_{r}},
\end{align*}
$$

with total dimension $r+\tau \ll n$, where $r$ and $\tau=\operatorname{dim}\left(\mathcal{V}_{q}\right)$ are the dimension of the reduced-order differential and algebraic parts, respectively. The transfer function of the IMOR reduced model is equal to the sum of the transfer function of the differential and algebraic parts given by $\mathbf{H}_{r}(s)=\mathbf{H}_{p_{r}}(s)+\mathbf{H}_{q_{r}}(s)$.

## Decoupled systems without differential part

Here, we consider the case of decoupled systems without a differential part. Assume (7.0.1a) is of index $-\mu$ with the spectrum of its matrix pencil with no finite eigenvalues. Thus, this DAE can be decoupled into the form (5.4.32) given by

$$
\begin{align*}
-\mathcal{L} \xi_{q}^{\prime} & =-\xi_{q}+\mathbf{B}_{q} \boldsymbol{u}  \tag{7.2.28}\\
\boldsymbol{y} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}
\end{align*}
$$

where $\xi_{q} \in \mathbb{R}^{n}, \mathbf{A}_{q} \in \mathbb{R}^{n \times n} \mathbf{B}_{q} \in \mathbb{R}^{n \times m}, \mathcal{L} \in \mathbb{R}^{n \times n}$ is a strictly lower triangular nilpotent matrix of index $-\mu$. Taking the Laplace transform of (7.2.28) and simplifying, we obtain

$$
\mathbf{Y}(s)=\mathbf{H}(s) \mathbf{U}(s)+\mathcal{P}(s)
$$

where $\mathbf{H}(s)=\mathbf{C}_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1} \mathbf{B}_{q}$ and $\mathcal{P}(s)=\mathbf{C}_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1} \mathcal{L} \xi_{q}(0)$. Next, we discuss wether conventional MOR methods also fail for these class of DAEs. This is done by analyzing polynomial $\mathcal{P}(s)$ as follows. Using the identity (7.2.13), $\mathbf{H}(s)$ and $\mathcal{P}(s)$ can be written as

$$
\begin{equation*}
\mathbf{H}(s)=\mathbf{C}_{q}^{\mathrm{T}} \sum_{j=0}^{\mu-1} \mathcal{L}^{j} \mathbf{B}_{q} s^{j}, \quad \text { and } \quad \mathcal{P}(s)=-\mathbf{C}_{q}^{\mathrm{T}} \sum_{j=0}^{\mu-2} \mathcal{L}^{j+1} s^{j} \xi_{q}(0) \tag{7.2.29}
\end{equation*}
$$

Using (7.2.15) and ignoring the differential part contribution, we can write $\xi_{q}(0)$ as

$$
\begin{equation*}
\xi_{q}(0)=\sum_{i=0}^{\mu-1} \mathcal{L}^{i} \mathbf{B}_{q} u^{(i)}(0) \tag{7.2.30}
\end{equation*}
$$

From (7.2.29) and (7.2.30), we observe that the moments of $\mathbf{H}(s)$ and coefficients of $\xi_{q}(0)$ lie in the same subspace $\mathcal{K}_{\mu}\left(\mathcal{L}, \mathbf{B}_{q}\right)$. Thus approximating $\mathbf{H}(s)$ is enough to approximate these class DAEs. Thus, the assumption of vanishing initial condition, used by conventional MOR methods does not affect the reduced-order models of the DAEs with only infinite spectrum. Hence conventional MOR methods can be used to reduce this class of DAEs. We can also observe that this subspace coincides with that in (7.2.14) if we ignore the differential components for the IMOR method. Thus, $\xi_{q}$ lies in the subspace

$$
\xi_{q} \in \mathcal{V}_{q}=\mathcal{K}_{\mu}\left(\mathcal{L}, \mathbf{B}_{q}\right)
$$

we denote by $\mathbf{V}_{q}$ an orthonormal basis of $\mathcal{V}_{q}$ so that $\mathbf{V}_{q}^{\mathrm{T}} \mathbf{V}_{q}=\mathrm{I}$. Then, we can write $\xi_{q}=\mathbf{V}_{q} \xi_{q_{r}}$. We can also reduce the order of the algebraic part by substituting $\xi_{q}=\mathbf{V}_{q} \xi_{q_{r}}$ into (7.2.28). This leads to a IMOR reduced-order model of (7.0.1) which is given by

$$
\begin{align*}
-\mathcal{L}_{r} \xi_{q_{r}}^{\prime} & =-\xi_{q_{r}}+\mathbf{B}_{q_{r}} \boldsymbol{u},  \tag{7.2.31}\\
\boldsymbol{y}_{r} & =\mathbf{C}_{q_{r}}^{\mathrm{T}} \xi_{q_{r}},
\end{align*}
$$

with system matrices constructed as

$$
\mathcal{L}_{r}=\mathbf{V}_{q}^{\mathrm{T}} \mathcal{L} \mathbf{V}_{q}, \mathbf{B}_{q_{r}}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{B}_{q} \quad \text { and } \quad \mathbf{C}_{q_{r}}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{C}_{q}
$$

and its transfer function is given by $\mathbf{H}_{r}(s)=\mathbf{C}_{q_{r}}^{\mathrm{T}}\left(\mathrm{I}-s \mathcal{L}_{r}\right)^{-1} \mathbf{B}_{q_{r}}$. For comparison with other existing MOR methods, we can rewrite the IMOR reduced-order models of either (7.2.27) or (7.2.31), in descriptor form given by

$$
\begin{aligned}
\tilde{\mathbf{E}}_{r} \xi_{r}^{\prime} & =\tilde{\mathbf{A}}_{r} \xi_{r}+\tilde{\mathbf{B}}_{r} \boldsymbol{u} \\
\tilde{\boldsymbol{y}}_{r} & =\tilde{\mathbf{C}}_{r}^{\mathrm{T}} \xi_{r},
\end{aligned}
$$

where $\tilde{\mathbf{E}}_{r}=\left(\begin{array}{rr}\mathrm{I} & \mathbf{0} \\ \mathbf{0} & -\mathcal{L}_{r}\end{array}\right), \quad \tilde{\mathbf{A}}_{r}=\left(\begin{array}{rr}\mathbf{A}_{p_{r}} & \mathbf{0} \\ \mathbf{A}_{q_{r}} & -\mathrm{I}\end{array}\right), \quad \tilde{\mathbf{B}}_{r}=\binom{\mathbf{B}_{p_{r}}}{\mathbf{B}_{q_{r}}}, \quad \tilde{\mathbf{C}}_{r}=\binom{\mathbf{C}_{p_{r}}}{\mathbf{C}_{q_{r}}}$ and $\tilde{\xi}=\binom{\xi_{p_{r}}}{\xi_{q_{r}}}$ for DAEs with differential parts and $\tilde{\mathbf{E}}_{r}=-\mathcal{L}_{r}, \quad \tilde{\mathbf{A}}_{r}=-\mathrm{I}, \quad \tilde{\mathbf{B}}_{r}=\mathbf{B}_{q_{r}}, \quad \tilde{\mathbf{C}}_{r}=\mathbf{C}_{q_{r}}$ and $\tilde{\xi}=\xi_{q_{r}}$ for DAEs without a differential part and the transfer function of the reduced-order model is given by $\tilde{\mathbf{H}}_{r}(s)=\tilde{\mathbf{C}}_{r}\left(s \tilde{\mathbf{E}}_{r}-\tilde{\mathbf{A}}_{r}\right)^{-1} \tilde{\mathbf{B}}_{r}$.

### 7.3 Simple examples

In this Section, we illustrate the IMOR method using small DAE examples with higher index.

Example 7.3.1 In this example, we use the decoupled system matrices from Example 7.2.1. We can recall that these decoupled systems are derived from system matrix of Example 3.2.1, for the two cases of control input matrix B.
(i) Using system matrices from Example 7.2.1(i), the decoupled system of the index-2

DAE can be written as

$$
\begin{align*}
\xi_{p}^{\prime} & =-\frac{3}{2} \xi_{p}-\frac{3}{4} \boldsymbol{u} \\
\xi_{q, 1} & =\binom{0}{0} \xi_{p}+\binom{0}{0} \boldsymbol{u} \\
\xi_{q, 0} & =\binom{-\frac{4}{3}}{-\frac{1}{3}} \xi_{p}-\binom{\frac{1}{2}}{\frac{1}{2}} \boldsymbol{u}+\left(\begin{array}{rr}
-1 & \frac{11}{30} \\
0 & 1
\end{array}\right) \xi_{q, 1}^{\prime}  \tag{7.3.1}\\
\boldsymbol{y} & =\frac{2}{3} \xi_{p}+\left(\begin{array}{ll}
0 & 1
\end{array}\right) \xi_{q, 1}+\left(\begin{array}{ll}
1 & 0
\end{array}\right) \xi_{q, 0}
\end{align*}
$$

The transfer function of this decoupled system can also be decompose as $\mathbf{H}(s)=\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s)$, where $\mathbf{H}_{p}(s)=\frac{-1}{2 s+3}$ and $\mathbf{H}_{q}(s)=\frac{2}{2 s+3}-\frac{1}{2}$ which coincides with the transfer function of the DAE in Example 3.2.1(i) given by $\mathbf{H}(s)=\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}$. The desired output solution also coincides with that of the original DAE given by $\boldsymbol{y}(t)=-\frac{1}{2} \boldsymbol{u}(t)-\frac{2}{3} e^{-\frac{3}{2} t}\left[\xi_{p}(0)-\frac{3}{4} \int_{0}^{\mathrm{T}} \boldsymbol{u}(\tau) e^{\frac{3}{2} \tau} \mathrm{~d} \tau\right]$. Next, we need to reduce this system using the IMOR method. Before, we use the IMOR method, we need to first use the Algebraic Elimination method for index-2 DAEs. Thus using the AE method the decoupled system (7.3.1) can be reduced to

$$
\begin{align*}
\xi_{p}^{\prime} & =-\frac{3}{2} \xi_{p}-\frac{3}{4} \boldsymbol{u} \\
\xi_{q, 1} & =\binom{0}{0} \xi_{p}+\binom{0}{0} \boldsymbol{u}  \tag{7.3.2}\\
\tilde{\xi}_{q_{1}, 0} & =-\frac{4}{3} \xi_{p}-\frac{1}{2} \boldsymbol{u}+\left(-1 \frac{11}{30}\right) \xi_{q, 1}^{\prime} \\
\boldsymbol{y}_{r} & =\frac{2}{3} \xi_{p}+\left(\begin{array}{ll}
0 & 1
\end{array}\right) \xi_{q, 1}+\tilde{\xi}_{q_{1}, 0}
\end{align*}
$$

Then the decoupled system can be written in the form (7.2.9) with system matrices

$$
\mathbf{A}_{p}=-\frac{3}{2}, \mathbf{B}_{p}=-\frac{3}{4}, \mathbf{C}_{p}=\frac{2}{3}, \mathcal{L}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & \frac{11}{30} & 0
\end{array}\right), \mathbf{A}_{q}=\left(\begin{array}{c}
0 \\
0 \\
-\frac{4}{3}
\end{array}\right), \mathbf{B}_{q}=\left(\begin{array}{c}
0 \\
0 \\
-\frac{1}{2}
\end{array}\right), \mathbf{C}_{q}=\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right) .
$$

We can observe that the differential part cannot be reduced any further, thus setting $\mathbf{V}_{p}=1$. In order to further reduce the algebraic parts, we use (7.2.26) to construct the Krylov subspace of order- $\mu=2, \mathcal{K}_{2}\left(\mathcal{L}, b_{q}\right)=\operatorname{Span}\left\{\mathbf{R}_{q}, \mathcal{L} \mathbf{R}_{q}\right\}$, where
$\mathbf{R}_{q}=\left[\begin{array}{ll}\mathbf{B}_{q} & \mathbf{A}_{q} \mathbf{V}_{p}\end{array}\right]=\left(\begin{array}{cc}0 & 0 \\ 0 & 0 \\ -\frac{1}{2} & -\frac{4}{3}\end{array}\right)$. Then the orthonormal basis is given by $\mathbf{V}_{q}=\left(\begin{array}{lll}0 & 0 & 1\end{array}\right)^{\mathrm{T}}$. Then the reduced-order model is of the form (7.2.27) with system matrices given by $\mathbf{A}_{p_{r}}=-\frac{3}{2}, \mathbf{B}_{p_{r}}=-\frac{3}{4}, \mathbf{C}_{p_{r}}=\frac{2}{3}, \mathcal{L}_{r}=0, \mathbf{A}_{q_{r}}=-\frac{4}{3}, \mathbf{B}_{q_{r}}=-\frac{1}{2}, \mathbf{C}_{q_{r}}=1$. We can easily check that the transfer functions and output solutions of the reduced-order model and original DAE model coincide. Thus the reduced-order model of this DAE is given by

$$
\tilde{\mathbf{E}}_{r}=\left(\begin{array}{ll}
1 & 0  \tag{7.3.3}\\
0 & 0
\end{array}\right), \quad \tilde{\mathbf{A}}_{r}=\left(\begin{array}{rr}
-\frac{3}{2} & 0 \\
-\frac{4}{3} & -1
\end{array}\right), \quad \tilde{\mathbf{B}}_{r}=\binom{-\frac{3}{4}}{-\frac{1}{2}}, \quad \tilde{\mathbf{C}}_{r}=\binom{\frac{2}{3}}{1}
$$

Hence the DAE is reduced from dimension 5 to 2 leading to an accurate reduced-order model.
(ii) Using the matrices from Example 7.2.1(ii), the decoupled system of the index-2 DAE can be written as

$$
\begin{align*}
\xi_{p}^{\prime} & =-\frac{3}{2} \xi_{p}-\frac{3}{4} \boldsymbol{u}, \\
\xi_{q, 1} & =\binom{0}{0} \xi_{p}+\binom{\frac{11}{30}}{1} \boldsymbol{u}, \\
\xi_{q, 0} & =\binom{-\frac{4}{3}}{-\frac{1}{3}} \xi_{p}+\binom{\frac{3}{4}}{4} \boldsymbol{u}+\left(\begin{array}{rr}
-1 & \frac{11}{30} \\
0 & 1
\end{array}\right) \xi_{q, 1}^{\prime},  \tag{7.3.4}\\
\boldsymbol{y} & =\frac{2}{3} \xi_{p}+\left(\begin{array}{ll}
0 & 1
\end{array}\right) \xi_{q, 1}+\left(\begin{array}{ll}
1 & 0
\end{array}\right) \xi_{q, 0},
\end{align*}
$$

The transfer function of this decoupled system can also be decompose as $\mathbf{H}(s)=\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s)$, where $\mathbf{H}_{p}(s)=\frac{-1}{2 s+3}$ and $\mathbf{H}_{q}(s)=\frac{2}{2 s+3}+\frac{7}{4}$ which coincides with the transfer function of the DAE in Example 3.2.1(ii) given by $\mathbf{H}(s)=\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}$. The desired output solution also coincides with that of the original DAE system given by $\boldsymbol{y}(t)=\frac{7}{4} \boldsymbol{u}(t)-\frac{2}{3} e^{-\frac{3}{2} t}\left[\xi_{p}(0)-\frac{3}{4} \int_{0}^{\mathrm{T}} \boldsymbol{u}(\tau) e^{\frac{3}{2} \tau} \mathrm{~d} \tau\right]$. Next, we need to reduce this system using the IMOR method. Before, we use the IMOR method, we need to first use the Algebraic Elimination method for index-2 DAEs. Thus, using the AE method the decoupled system (7.3.4) can be reduced to

$$
\begin{align*}
\xi_{p}^{\prime} & =-\frac{3}{2} \xi_{p}-\frac{3}{4} \boldsymbol{u} \\
\xi_{q, 1} & =\binom{0}{0} \xi_{p}+\binom{\frac{11}{30}}{1} \boldsymbol{u}  \tag{7.3.5}\\
\tilde{\xi}_{q_{1}, 0} & =-\frac{4}{3} \xi_{p}+\frac{3}{4} \boldsymbol{u}+\left(-1 \frac{11}{30}\right) \xi_{q, 1}^{\prime} \\
\boldsymbol{y} & =\frac{2}{3} \xi_{p}+\left(\begin{array}{ll}
0 & 1
\end{array}\right) \xi_{q, 1}+\tilde{\xi}_{q_{1}, 0}
\end{align*}
$$

We can now apply the IMOR method as follow. The AE reduced-order model (7.3.5) can be written in form (7.2.9) with system matrices given by

$$
\mathbf{A}_{p}=-\frac{3}{2}, \mathbf{B}_{p}=-\frac{3}{4}, \mathbf{C}_{p}=\frac{2}{3}, \mathcal{L}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & \frac{11}{30} & 0
\end{array}\right), \mathbf{A}_{q}=\left(\begin{array}{c}
0 \\
0 \\
-\frac{4}{3}
\end{array}\right), \mathbf{B}_{q}=\left(\begin{array}{c}
\frac{11}{30} \\
1 \\
\frac{3}{4}
\end{array}\right), \mathbf{C}_{q}=\left(\begin{array}{l}
0 \\
1 \\
1
\end{array}\right) .
$$

We can observe that the differential part cannot be reduced any further, thus we can just set $\mathbf{V}_{p}=1$. In order to further reduce the algebraic parts, we use (7.2.26) to construct the Krylov subspace of order $\mu=2$ : $\mathcal{K}_{2}\left(\mathcal{L}, b_{q}\right)=\operatorname{Span}\left\{\mathbf{R}_{q}, \mathcal{L} \mathbf{R}_{q}\right\}$, where
$\mathbf{R}_{q}=\left[\begin{array}{lll}\mathbf{B}_{q} & \mathbf{A}_{q} \mathbf{V}_{p}\end{array}\right]=\left(\begin{array}{cc}\frac{11}{30} & 0 \\ 1 & 0 \\ \frac{3}{4} & -\frac{4}{3}\end{array}\right)$. Then the orthonormal basis is given by $\mathbf{V}_{q}=\left(\begin{array}{cc}\frac{746}{2167} & 0 \\ \frac{2089}{225} & 0 \\ 0 & 1\end{array}\right)$. Thus the IMOR reduced-order model is of the form (7.2.27) with system matrices given by

$$
\mathbf{A}_{p_{r}}=-\frac{3}{2}, \mathbf{B}_{p_{r}}=-\frac{3}{4}, \mathbf{C}_{p_{r}}=\frac{2}{3}, \mathcal{L}_{r}=\left(\begin{array}{c}
0 \\
0 \\
0
\end{array}\right), \mathbf{A}_{q_{r}}=\binom{0}{-\frac{4}{3}}, \mathbf{B}_{q_{r}}=\binom{\frac{2225}{2029}}{\frac{3}{4}}, \mathbf{C}_{q_{r}}=\left(\begin{array}{l}
2089 \\
2225 \\
\hline
\end{array}\right) .
$$

We can observe the transfer functions and the output solutions of the original and reduced-order models coincide. This reduced-order model can be written in descriptor form with system matrices given by

$$
\tilde{\mathbf{E}}_{r}=\left(\begin{array}{lll}
1 & 0 & 0  \tag{7.3.6}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \tilde{\mathbf{A}}_{r}=\left(\begin{array}{rrr}
-\frac{3}{2} & 0 & 0 \\
0 & -1 & 0 \\
-\frac{4}{3} & 0 & -1
\end{array}\right), \tilde{\mathbf{B}}_{r}=\left(\begin{array}{c}
-\frac{3}{4} \\
\frac{2225}{2089} \\
\frac{3}{4}
\end{array}\right), \tilde{\mathbf{C}}_{r}=\left(\begin{array}{c}
\frac{2}{3} \\
\frac{2089}{2225} \\
1
\end{array}\right)^{\mathrm{T}} .
$$

Hence the DAE is reduced from dimension 5 to 3 leading to an accurate reduced-order model using the IMOR method.

Example 7.3.2 In this example, we used the same matrices from Example 7.2.2, which is an index-3 DAE problem. This system can be decoupled as

$$
\begin{align*}
& \xi_{p}^{\prime}=-2 \xi_{p}+2 \boldsymbol{u}, \\
& \xi_{q, 2}=0 \xi_{p}+1 \boldsymbol{u}, \\
& \xi_{q, 1}=0 \xi_{p}+1 \boldsymbol{u}+\xi_{q, 2}^{\prime}, \\
& \xi_{q, 0}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right) \xi_{p}+\left(\begin{array}{r}
0 \\
1 \\
-1 \\
1 \\
-1 \\
-1
\end{array}\right) \boldsymbol{u}+\left(\begin{array}{l}
1 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right) \xi_{q, 1}^{\prime}+\left(\begin{array}{r}
0 \\
0 \\
-1 \\
-1 \\
0 \\
0
\end{array}\right) \xi_{q, 2}^{\prime}, \tag{7.3.7}
\end{align*}
$$

$$
\boldsymbol{y}=\xi_{p}+0 \xi_{q, 2}+0 \xi_{q, 1}+\left(\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 1
\end{array}\right) \xi_{q, 0} .
$$

The transfer function of this decoupled system can also be decompose as
$\mathbf{H}(s)=\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s)$, where $\mathbf{H}_{p}(s)=\frac{2}{s+2}$ and $\mathbf{H}_{q}(s)=-1$ which coincides with the transfer function of the DAE in Example 3.2.2 given by $\mathbf{H}(s)=\mathbf{C}^{\mathrm{T}}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B}=-\frac{s}{s+2}$. The desired output solution also coincides with that of the original DAE given by

$$
\boldsymbol{y}(t)=-\boldsymbol{u}(t)+e^{-2 t}\left[\xi_{p}(0)-2 \int_{0}^{\mathrm{T}} \boldsymbol{u}(\tau) e^{2 \tau} \mathrm{~d} \tau\right]
$$

Next, we need to reduce this system using the IMOR method. Before, we use the IMOR method, we need to first use the Algebraic Elimination method for index-2 DAEs. Thus using the AE method the decoupled system (7.3.7) can be reduced to

$$
\begin{align*}
\xi_{p}^{\prime} & =-2 \xi_{p}+2 \boldsymbol{u}  \tag{7.3.8a}\\
\tilde{\xi}_{q, 0} & =0 \xi_{p}-\boldsymbol{u}  \tag{7.3.8b}\\
\tilde{\boldsymbol{y}} & =\xi_{p}+\tilde{\xi}_{q, 0} \tag{7.3.8c}
\end{align*}
$$

We can observe the transfer functions and the output solutions of the original and reducedorder models coincide. This reduced-order model can also be written in the descriptor form given by

$$
\tilde{\mathbf{E}}_{r}=\left(\begin{array}{ll}
1 & 0  \tag{7.3.9}\\
0 & 0
\end{array}\right), \quad \tilde{\mathbf{A}}_{r}=\left(\begin{array}{rr}
-2 & 0 \\
0 & -1
\end{array}\right), \quad \tilde{\mathbf{B}}_{r}=\binom{2}{-1}, \quad \tilde{\mathbf{C}}_{r}=\binom{1}{1}
$$

Hence the DAE system is reduced from dimension 9 to 2 using the AE method. For this example we do not need to apply the IMOR method. This reduced-order system is solvable and its solutions coincides with the original model. We can recall from Example 3.2.2 that the PRIMA method lead to unsolvable reduced-order model. Hence IMOR method leads to reliable reduced-order models.

### 7.4 Extension of IMOR method to truncation methods

We have been more focused on moment matching methods while discussing the IMOR method. However, the IMOR method can be extended to SVD based methods such as the balancing and balanced approximations methods. These methods are well studied,
see [3] and are well known to preserve stability and the existence of an a priori computable error bound. It used to be difficult to apply balanced truncation methods on large scale problems due to the fact that two matrix Lyapunov equations have to be solved which are computationally very expensive [45]. However, recent results on low rank approximations to the solution of the Lyapunov equations make the balanced truncation method attractive for large scale systems. The balanced truncation method has also been extended to reduce DAEs, see $[45,62]$. We have already discussed this extension in Section 3.3.2 and its limitation. We observed that the balanced truncation method for descriptor systems involves solving four Lyapunov equations and it also relies on the spectral projectors which limits its applicability to large-size and general DAEs. However, the matrix and projector chain used in the IMOR method can be extended to variable coefficient DAEs and it requires only two Lyapunov equations. The extension of the IMOR method to truncation methods is done as follows. The main idea is that instead of using the moment matching method to reduce the differential part, we shall use the truncation methods and this will also induce a reduction in the algebraic parts as for the moment matching case. This implies that the reduction procedure for the algebraic part will remain unchanged. Let us consider the decoupled system (7.2.9) of the DAE given by

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\xi_{q}+\mathbf{B}_{q} \boldsymbol{u},  \tag{7.4.1}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q},
\end{align*}
$$

where $\xi_{p} \in \mathbb{R}^{n_{p}}, \mathbf{A}_{p} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p} \in \mathbb{R}^{n_{p}}, \xi_{q} \in \mathbb{R}^{n_{q}}, \mathbf{A}_{q} \in \mathbb{R}^{n_{q} \times n_{p}}, \mathbf{B}_{q} \in \mathbb{R}^{n_{q} \times m}, \mathcal{L} \in \mathbb{R}^{n_{q} \times n_{q}}$ is a strictly lower triangular nilpotent matrix of index- $\mu$. We still first separate (7.4.1) into differential and algebraic parts as follows:

$$
\begin{align*}
\xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u},  \tag{7.4.2}\\
\boldsymbol{y}_{p} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p},
\end{align*}
$$

and

$$
\begin{align*}
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\xi_{q}+\mathbf{B}_{q} \boldsymbol{u},  \tag{7.4.3a}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}, \tag{7.4.3b}
\end{align*}
$$

where the output equation can be reconstructed as $\boldsymbol{y}=\boldsymbol{y}_{p}+\boldsymbol{y}_{q}$.

### 7.4.1 Reduction of the differential part

Applying a state-space transformation $\xi_{p}=\mathbf{T}_{p} \tilde{\xi}_{p}$ does not affect the input-output behavior of the differential subsystem (7.4.2). Using this transformation system (7.4.2) can be transformed into

$$
\begin{align*}
& \tilde{\xi}_{p}^{\prime}=\mathbf{T}_{p}^{-1} \mathbf{A}_{p} \mathbf{T}_{p} \tilde{\xi}_{p}+\mathbf{T}_{p}^{-1} \mathbf{B}_{p} \boldsymbol{u},  \tag{7.4.4}\\
& \tilde{\boldsymbol{y}}_{p}=\mathbf{C}_{p}^{\mathrm{T}} \mathbf{T}_{p} \tilde{\xi}_{p} .
\end{align*}
$$

The simplest transformation could be chosen to be based on the eigenvalue decomposition of the matrix $\mathbf{A}_{p}$ given by $\mathbf{A}_{p} \mathbf{T}_{p}=\mathbf{T}_{p} \Lambda_{p}$ which implies that $\Lambda_{p}=\mathbf{T}_{p}^{-1} \mathbf{A}_{p} \mathbf{T}_{p}$, where $\Lambda_{p}$ is a diagonal matrix of the eigenvalues of $\mathbf{A}_{p}$. In order to truncate the transformed system (7.4.4), we can do a reordering such that the eigenvalues occur in the decreasing magnitude. Then the system can be truncated by restricting the matrix $\mathbf{T}_{p}$ to the dominant eigenvalues. This process is termed as modal truncation [58].

However, the commonly used truncation method is the balanced truncation method also known as Truncated Balanced Realization (TBR) method [3,58]. For the case of balanced truncation method the transformed system (7.4.4) must be a balanced representation of the system (7.4.2), then we can truncate some of the state variables. A balanced realization of a system is one in which states that are difficult (easy) to reach are also difficult (easy) to observe. From a mathematical viewpoint, balancing methods consist of the simultaneous diagonalization of appropriate reachability and observability Gramians, which are positive definite matrices. Given a stable linear subsystem (7.4.2). The controllability and the observability Gramians associated to the linear subsystem (7.4.2) are defined as $\boldsymbol{P}_{p}=\int_{0}^{\infty} e^{\mathbf{A}_{p} t} \mathbf{B}_{p} \mathbf{B}_{p}^{\mathrm{T}} e^{\mathbf{A}_{p}^{T} t} \mathrm{~d} t$ and $\mathcal{Q}_{p}=\int_{0}^{\infty} e^{\mathbf{A}_{p} t} \mathbf{C}_{p} \mathbf{C}_{p}^{\mathrm{T}} e^{\mathbf{A}_{p}^{T} t} \mathrm{~d} t$, respectively. The matrices $\mathcal{P}_{p}$ and $Q_{p}$ are the unique solutions of two Lyapunov equations:

$$
\begin{equation*}
\mathbf{A}_{p} \mathcal{P}_{p}+\mathcal{P}_{p} \mathbf{A}_{p}^{\mathrm{T}}=-\mathbf{B}_{p} \mathbf{B}_{p}^{\mathrm{T}}, \quad \mathbf{A}_{p}^{\mathrm{T}} Q_{p}+Q_{p} \mathbf{A}_{p}=-\mathbf{C}_{p} \mathbf{C}_{p}^{\mathrm{T}} . \tag{7.4.5}
\end{equation*}
$$

After finding the Gramians, we look for a state space transformation $\mathbf{T}_{p}$ which balances the system (7.4.2). Model reduction by balanced truncation, requires balancing the whole system (7.4.2) followed by truncation of the state variables. This approach
may turn out to be numerically inefficient and ill-conditioned, especially for large-scale problem. Hence it is much restricted on small problems. The reason is that often $\mathcal{P}_{p}$ and $Q_{p}$ have numerically low rank compared to $n_{p}$. Thus, they are several developed algorithms for balancing and balanced truncation, which although in theory they are identical, in practice yield algorithms with quite different numerical properties [3]. Some of these algorithms are well discussed in [3]. One of the algorithm for constructing the balancing transformation $\mathbf{T}_{p}$ goes as follows. Since the (infinite) Gramians of a reachable, observable, and stable system (7.4.2) of dimension $n_{p}$ are positive definite square matrices denoted by $\mathcal{P}_{p}, \mathcal{Q}_{p} \in \mathbb{R}^{n_{p}, n_{p}}$. Then, they can be decomposed using a Cholesky decomposition:

$$
\begin{equation*}
\mathcal{P}_{p}=\mathbf{U}_{p} \mathbf{U}_{p}^{\mathrm{T}} \quad \text { and } \quad Q_{p}=\mathbf{R}_{p} \mathbf{R}_{p}^{\mathrm{T}}, \tag{7.4.6}
\end{equation*}
$$

where $\mathbf{U}_{p} \in \mathbb{R}^{n_{p}, n_{p}}$ and $\mathbf{R}_{p} \in \mathbb{R}^{n_{p}, n_{p}}$ are upper and lower triangular matrices, respectively. The eigenvalue decomposition of $\mathbf{U}_{p}^{\mathrm{T}} Q_{p} \mathbf{U}_{p}$ produces the orthogonal matrix $\mathbf{K}$ and the diagonal matrix $\Sigma$ which is composed of the Hankel singular values of system (7.4.2). Then, we have

$$
\begin{equation*}
\mathbf{U}_{p}^{\mathrm{T}} Q_{p} \mathbf{U}_{p}=\mathbf{K}_{p} \Sigma_{p}^{2} \mathbf{K}_{p}^{\mathrm{T}} . \tag{7.4.7}
\end{equation*}
$$

They are various balancing transformations that can be derived from (7.4.6) and (7.4.7), see [3] but we shall restrict ourselves on only one. Thus, the balancing transformation $\mathbf{T}_{p} \in \mathbb{R}^{n_{p}, n_{p}}$ and its inverse are

$$
\begin{equation*}
\mathbf{T}_{p}=\mathbf{U}_{p} \mathbf{K}_{p} \Sigma_{p}^{-1 / 2} \quad \text { and } \quad \mathbf{T}_{p}^{-1}=\Sigma_{p}^{1 / 2} \mathbf{K}_{p}^{\mathrm{T}} \mathbf{U}_{p}^{-1} . \tag{7.4.8}
\end{equation*}
$$

The procedure (7.4.6)-(7.4.8) is called balancing [58]. It can easily be shown that $\mathbf{T}_{p}$ indeed balances the system (7.4.2) that is, $\mathbf{T}_{p}^{-1} \mathcal{P}_{p} \mathbf{T}_{p}^{-\mathrm{T}}=\Sigma_{p}$ and $\mathbf{T}_{p}^{\mathrm{T}} Q_{p} \mathbf{T}_{p}=\Sigma_{p}$. Thus (7.4.4) is a balanced system. The next step is to truncate the system in order to obtain a reduced-order model of (7.4.2). The balance system (7.4.4) can be written as

$$
\begin{align*}
& \tilde{\xi}_{p}^{\prime}=\tilde{\mathbf{A}}_{p} \tilde{\xi}_{p}+\tilde{\mathbf{B}}_{p} \boldsymbol{u},  \tag{7.4.9}\\
& \tilde{\boldsymbol{y}}_{p}=\tilde{\mathbf{C}}_{p}^{\mathrm{T}} \tilde{\xi}_{p} .
\end{align*}
$$

where $\tilde{\mathbf{A}}_{p}=\mathbf{T}_{p}^{-1} \mathbf{A}_{p} \mathbf{T}_{p}, \tilde{\mathbf{B}}_{p}=\mathbf{T}_{p}^{-1} \mathbf{B}_{p}$ and $\tilde{\mathbf{C}}_{p}=\mathbf{T}_{p}^{\mathrm{T}} \mathbf{C}_{p}$. Since a transformation was defined which transforms the system according to the Hankel singular values, now very
easily a truncation can be defined [3]. Thus, the diagonal matrix $\Sigma_{p}$ can be partitioned as $\Sigma_{p}=\left(\begin{array}{cc}\Sigma_{p_{1}} & \mathbf{0} \\ \mathbf{0} & \Sigma_{p_{2}}\end{array}\right)$, where $\Sigma_{p_{1}}$ contains the largest Hankel singular values. This is the main advantage of this balanced truncation method over the moment matching methods, since now we can manually choose an appropriate value of the size of the reduction, instead of guessing one which can be time consuming. Thus $\tilde{\mathbf{A}}_{p}, \tilde{\mathbf{B}}_{p}$ and $\tilde{\mathbf{C}}_{p}$ can be partitioned in conformance with $\Sigma_{p}$ :

$$
\tilde{\mathbf{A}}_{p}=\left(\begin{array}{ll}
\tilde{\mathbf{A}}_{p_{11}} & \tilde{\mathbf{A}}_{p_{12}}  \tag{7.4.10}\\
\tilde{\mathbf{A}}_{p_{21}} & \tilde{\mathbf{A}}_{p_{22}}
\end{array}\right), \quad \tilde{\mathbf{B}}_{p}=\binom{\tilde{\mathbf{B}}_{p_{1}}}{\tilde{\mathbf{B}}_{p_{2}}}, \quad \tilde{\mathbf{C}}_{p}=\binom{\tilde{\mathbf{C}}_{p_{1}}}{\tilde{\mathbf{C}}_{p_{2}}}
$$

and transformed variables can also be partitioned as $\tilde{\xi}_{p}=\left(\tilde{\xi}_{p_{1}}^{\mathrm{T}}, \tilde{\xi}_{p_{2}}^{\mathrm{T}}\right)^{\mathrm{T}}$. If we truncate the state variable corresponding to the largest Hankel singular values, the reduced-order model of the differential subsystem (7.4.2) is given by

$$
\begin{align*}
& \xi_{p_{r}}^{\prime}=\mathbf{A}_{p_{r}} \tilde{\xi}_{p_{r}}+\mathbf{B}_{p_{r}} \boldsymbol{u},  \tag{7.4.11}\\
& \boldsymbol{y}_{p_{r}}=\mathbf{C}_{p_{r}}^{\mathrm{T}} \xi_{p_{r}},
\end{align*}
$$

where $\mathbf{A}_{p_{r}}=\tilde{\mathbf{A}}_{p_{11}} \in \mathbb{R}^{r \times r}, \mathbf{B}_{p_{r}}=\tilde{\mathbf{B}}_{p_{1}} \in \mathbb{R}^{r \times m}$ and
$\mathbf{C}_{p_{r}}=\tilde{\mathbf{C}}_{p_{1}} \in \mathbb{R}^{r \times \ell}$ and $\xi_{p_{r}}=\tilde{\xi}_{p_{1}} \in \mathbb{R}^{r}, \boldsymbol{y}_{p_{r}}=\tilde{\boldsymbol{y}}_{p} \in \mathbb{R}^{\ell \times r}$. The reduced-order model (7.4.11) is also stable with Hankel singular values given by diagonal elements of $\Sigma_{p_{1}}=\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{r}\right)$ with $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>0$, where $r \ll n_{p}$ is the order of the reduced system (7.4.11). It is possible to choose $r$ via computable error bound

$$
\begin{equation*}
\left\|\mathbf{H}_{p}-\mathbf{H}_{p_{r}}\right\|_{2} \leq 2\|\boldsymbol{u}\|_{2} \sum_{k=r+1}^{n_{p}} \sigma_{k} . \tag{7.4.12}
\end{equation*}
$$

### 7.4.2 Reduction of the algebraic part

In the previous Section, we have just reduced the differential subsystem (7.4.2) but the algebraic subsystem (7.4.3) is unreduced. However, if we make a transformation $\xi_{p}=\mathbf{T}_{p} \tilde{\xi}_{p}$, where $\mathbf{T}_{p}$ is the balancing transformation of the differential part (7.4.2), it induces a balancing also in the algebraic part. Thus (7.4.3a) can be written as

$$
\begin{equation*}
-\mathcal{L} \tilde{\xi}_{q}^{\prime}=\mathbf{A}_{q} \mathbf{T}_{p} \tilde{\xi}_{p}-\tilde{\xi}_{q}+\mathbf{B}_{q} \boldsymbol{u} \tag{7.4.13}
\end{equation*}
$$

where $\tilde{\xi}_{q}$ is the approximation of $\xi_{q}$ induced by balancing of the differential subsystem (7.4.2). Thus, we can also partition $\tilde{\mathbf{A}}_{q}=\mathbf{A}_{q} \mathbf{T}_{p}$ as $\tilde{\mathbf{A}}_{q}=\left(\tilde{\mathbf{A}}_{q_{11}} \tilde{\mathbf{A}}_{q_{12}}\right)$ corresponding to the partition in (7.4.10). Thus, (7.4.13) can be written as

$$
\begin{equation*}
-\mathcal{L} \tilde{\xi}_{q}^{\prime}=\tilde{\mathbf{A}}_{q_{11}} \tilde{\xi}_{p_{r}}-\tilde{\xi}_{q}+\mathbf{B}_{q} \boldsymbol{u} . \tag{7.4.14}
\end{equation*}
$$

Further, (7.4.14) can be written as

$$
\begin{equation*}
\tilde{\xi}_{q}=\sum_{k=0}^{\mu-1} \mathcal{L}^{k}\left(\tilde{\mathbf{A}}_{q_{11}} \tilde{\xi}_{p_{r}}^{(k)}+\mathbf{B}_{q} \boldsymbol{u}^{(k)}\right) \tag{7.4.15}
\end{equation*}
$$

where $\tilde{\xi}_{p_{r}}^{(k)}=\frac{\mathrm{d}^{k} \tilde{\xi}_{p_{r}}}{\mathrm{~d} t^{k}}$ and $\boldsymbol{u}^{(k)}=\frac{\mathrm{d}^{k} u}{\mathrm{~d} t^{k}}$, since $\mathcal{L}$ is a nilpotent matrix of index- $\mu$. Thus, from (7.4.15), we observe that for the algebraic variable $\tilde{\xi}_{q}$, we have the restriction

$$
\begin{equation*}
\tilde{\xi}_{q} \in \mathcal{T}_{q}=\mathcal{K}_{\mu}\left(\mathcal{L}, \mathbf{R}_{q}\right), \tag{7.4.16}
\end{equation*}
$$

where $\mathbf{R}_{q}=\left[\begin{array}{ll}\mathbf{B}_{q} & \tilde{\mathbf{A}}_{q_{11}}\end{array}\right] \in \mathbb{R}^{n_{q} \times m(r+1)}$, we denote by $\mathbf{T}_{q}$ an orthonormal basis of $\mathcal{T}_{q}$ so that $\mathbf{T}_{q}^{\mathrm{T}} \mathbf{T}_{q}=\mathrm{I}$. We can then write $\tilde{\xi}_{q}=\mathbf{T}_{q} \xi_{q_{r}}$. Substituting $\tilde{\xi}_{q}=\mathbf{T}_{q} \xi_{q_{r}}$ into (7.4.14) and (7.4.3b), we obtain the reduced-order model of the algebraic part (7.4.3) is given by

$$
\begin{align*}
-\mathcal{L}_{r} \xi_{q_{r}}^{\prime} & =\mathbf{A}_{q_{r}} \xi_{p_{r}}-\xi_{q_{r}}+\mathbf{B}_{q_{r}} \boldsymbol{u},  \tag{7.4.17a}\\
\boldsymbol{y}_{q_{r}} & =\mathbf{C}_{q_{r}}^{\mathrm{T}} \xi_{q_{r}} . \tag{7.4.17b}
\end{align*}
$$

where

$$
\mathcal{L}_{r}=\mathbf{T}_{q}^{\mathrm{T}} \mathcal{L} \mathbf{T}_{q} \in \mathbb{R}^{\tau \times \tau}, \mathbf{A}_{q_{r}}=\mathbf{T}_{q}^{\mathrm{T}} \tilde{\mathbf{A}}_{q_{11}} \in \mathbb{R}^{\tau \times r}, \mathbf{B}_{q_{r}}=\mathbf{T}_{q}^{\mathrm{T}} \mathbf{B}_{q} \in \mathbb{R}^{\tau \times m} \text { and } \mathbf{C}_{q_{r}}=\mathbf{T}_{q}^{\mathrm{T}} \mathbf{C}_{q} \in \mathbb{R}^{\tau, \ell} .
$$

$\tau=\operatorname{dim}\left(\mathcal{T}_{q}\right) \ll n_{q}$ is the dimension of the reduced-order algebraic system. Thus, the IMOR reduced-order model based on the balanced truncation method of a DAE is given by

$$
\begin{align*}
\xi_{p_{r}}^{\prime} & =\mathbf{A}_{p_{r}} \xi_{p_{r}}+\mathbf{B}_{p_{r}} \boldsymbol{u}, \\
-\mathcal{L}_{r} \xi_{q_{r}}^{\prime} & =\mathbf{A}_{q_{r}} \xi_{p_{r}}-\xi_{q_{r}}+\mathbf{B}_{q_{r}} \boldsymbol{u},  \tag{7.4.18}\\
\boldsymbol{y}_{r} & =\mathbf{C}_{p_{r}}^{\mathrm{T}} \xi_{p_{r}}+\mathbf{C}_{q_{r}}^{\mathrm{T}} \xi_{q_{r}},
\end{align*}
$$

with total dimension $r+\tau \ll n$, where $r$ and $\tau$ are the dimension of the reduced differential and algebraic parts, respectively. We note that this reduced-order model will always be stable and have a computable error bound (7.4.12) for the differential part. This is illustrated in the example below.

Example 7.4.1 Consider a DAE with system matrices

$$
\mathbf{E}=\left(\begin{array}{rrrrrrr}
0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{7.4.19}\\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 2 & -1 & 0 & 0 & 0 \\
0 & 0 & -1 & 2 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1
\end{array}\right), \mathbf{A}=\left(\begin{array}{rrrrrrr}
-0.1 & 0 & 0.1 & 0 & -1 & 0 & 0 \\
0 & -0.1 & 0 & 0 & 0 & -1 & 1 \\
0.1 & 0 & -0.2 & 0.1 & 0 & 0 & 0 \\
0 & 0 & 0.1 & -0.1 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 1 & 0 & 0 & 0
\end{array}\right), \mathbf{B}=\left(\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
-1 \\
0 \\
0
\end{array}\right), \mathbf{C}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
1 \\
1
\end{array}\right) .
$$

This DAE is solvable since $\operatorname{det}(\lambda \mathbf{E}-\mathbf{A}) \neq 0$ and its stable since $\sigma_{f}(\mathbf{E}, \mathbf{A})=\left\{-\frac{1}{10}, \frac{-1 \pm \sqrt{2399}}{60}\right\} \in \mathbb{C}^{-}$. This system is of index-1 and can be decoupled into the form (7.4.1) with system matrices given by

$$
\begin{align*}
& \mathbf{A}_{p}=\left(\begin{array}{rrr}
-\frac{1}{10} & \frac{1}{30} & -\frac{1}{3} \\
0 & -\frac{1}{30} & -\frac{2}{3} \\
0 & 1 & 0
\end{array}\right), \mathbf{B}_{p}=\left(\begin{array}{l}
\frac{1}{15} \\
\frac{1}{30} \\
0
\end{array}\right), \mathcal{L}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right), \mathbf{A}_{q}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
\frac{1}{10} & 0 & 0 \\
0 & 0 & 1
\end{array}\right), \\
& \mathbf{B}_{q}=\left(\begin{array}{r}
1 \\
0 \\
-\frac{1}{10} \\
0
\end{array}\right), \mathbf{C}_{p}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \mathbf{C}_{q}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) . \tag{7.4.20}
\end{align*}
$$

We can observe that the DAE system is decoupled into $n_{p}=3$ differential equations and $n_{q}=4$ algebraic equations. The system is still stable since it can easily be checked that $\sigma\left(\mathbf{A}_{p}\right)=\sigma_{f}(\mathbf{E}, \mathbf{A})$. Next, we use the balanced truncation method to reduce the differential part. This goes as follows. After substituting matrices $\mathbf{A}_{p}, \mathbf{B}_{p}$ and $\mathbf{C}_{p}$ into (7.4.5), we can solve for the Gramians given by

$$
\boldsymbol{P}_{p}=\left(\begin{array}{lll}
0.0169 & 0.0086 & 0.0025  \tag{7.4.21}\\
0.0086 & 0.0167 & 0.0000 \\
0.0025 & 0.0000 & 0.0250
\end{array}\right) \quad \text { and } \quad Q_{p}=\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & 22.5 & 0.75 \\
0 & 0.75 & 15.025
\end{array}\right) .
$$

We then use these Gramians to construct the balancing transformation and its inverse
using (7.4.8) obtaining

$$
\mathbf{T}_{p}=\left(\begin{array}{ccc}
0 & -4.2857 & -3.5714  \tag{7.4.22}\\
0 & -4.2857 & 3.4286 \\
0.0004 & -0.0002 & 0
\end{array}\right) \quad \text { and } \quad \mathbf{T}_{p}^{-1} \quad=\left(\begin{array}{cccc}
-0.072829 & -0.047269 & 2803.6 \\
-0.11429 & -0.11905 & 0 \\
-0.14286 & 0.14286 & 0
\end{array}\right) .
$$

Substituting (7.4.22) into (7.4.9), we obtain a balanced system. We can, then partition $\tilde{\mathbf{A}}_{p}, \tilde{\mathbf{B}}_{p}$ and $\tilde{\mathbf{C}}_{p}$ in conformance with $\Sigma_{p}$ to obtain a reduced-order subsystem of the form (7.4.11) with coefficient matrices given by

$$
\mathbf{A}_{p_{r}}=\left(\begin{array}{cc}
-0.016327 & 0.81633  \tag{7.4.23}\\
-0.81633 & -0.017007
\end{array}\right), \mathbf{B}_{p_{r}}=\binom{-0.14286}{-0.14286}, \mathbf{C}_{p_{r}}=\binom{-0.14286}{0.14286} .
$$

We observe that the reduced-order subsystem is of dimension $r=2$ and the computable error bound is given by $\left\|\mathbf{H}_{p}-\mathbf{H}_{p_{r}}\right\|_{2} \leq 3.2 \times 10^{-9}\|\boldsymbol{u}\|_{2}$. We can then compute the orthonormal basis $\mathbf{T}_{q}$ using (7.4.16) which reduces the algebraic system (7.4.3) given by

$$
\mathbf{T}_{q}=\left(\begin{array}{ccc}
-9.9504 \cdot 10^{-1} & -9.2464 \cdot 10^{-4} & -9.9507 \cdot 10^{-2}  \tag{7.4.24}\\
0 & 0 & 0 \\
9.9511 \cdot 10^{-2} & -8.8689 \cdot 10^{-3} & -9.95 \cdot 10^{-1} \\
3.7491 \cdot 10^{-5} & -9.9996 \cdot 10^{-1} & 8.9169 \cdot 10^{-3}
\end{array}\right)
$$

Substituting (7.4.24) into (7.4.17), we obtain reduced-order algebraic system given by

$$
\begin{align*}
& \mathcal{L}_{r}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \mathbf{A}_{q_{r}}=\left(\begin{array}{cc}
0 & 0 \\
0 & 0 \\
-0.0072829 & -0.0047269 \\
-0.14286 & 0.14286
\end{array}\right), \mathbf{B}_{q_{r}}=\left(\begin{array}{c}
-1.005 \\
-3.7743 \cdot 10^{-5} \\
-7.1046 \cdot 10^{-6}
\end{array}\right), \\
& \mathbf{C}_{q_{r}}=\left(\begin{array}{c}
3.7491 \times 10^{-5} \\
-0.99996 \\
0.0089169
\end{array}\right) . \tag{7.4.25}
\end{align*}
$$

Thus the algebraic system is reduced to dimension $\tau=3$. Substituting (7.4.23) and (7.4.25) into (7.4.18) we obtained a IMOR reduced-order model based on balanced trun-
cation which we can write in the descriptor form given by

$$
\mathbf{E}_{r}=\left(\begin{array}{lllll}
1 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \mathbf{A}_{r}=\left(\begin{array}{rrrrr}
-0.016327 & 0.81633 & 0 & 0 & 0 \\
-0.81633 & -0.017007 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 \\
0 & 0 & 0 & 0 & -1
\end{array}\right), \mathbf{B}_{r}=\left(\begin{array}{c}
-0.14286 \\
-0.14286 \\
-1.005 \\
-3.7743 \cdot 10^{-5} \\
-7.1046 \cdot 10^{-6}
\end{array}\right),
$$

$$
\begin{equation*}
\mathbf{C}_{r}=\left(-0.142860 .142863 .7491 \cdot 10^{-5}-0.999960 .0089169\right) . \tag{7.4.26}
\end{equation*}
$$

Hence the DAE (7.4.19) is reduced to a reduced-order model (7.4.26) of dimension $r+\tau=5$. Figure 7.1, shows the comparison of the magnitude and phase angle of the


Figure 7.1: Comparison of the magnitude and phase angle of the transfer function.
transfer functions of the original model (7.4.19) and reduced-order model (7.4.26). We observed that the magnitude and phase angle of the transfer functions coincides and the approximate error $\left\|\mathbf{H}-\mathbf{H}_{r}\right\|_{2} \approx 0$. Figure 7.2, shows the comparison of the output solutions and the approximation error using $\boldsymbol{u}(t)=\sin (\pi t)$ as the input function. We can observe that the solutions coincides with an acceptable approximation error.

We have discussed that IMOR method can also be extended to balance truncation method and lead to accurate reduced-order models. In the next section, we discuss the properties of the IMOR methods.


Figure 7.2: Output solution and the approximation error

### 7.5 Properties of the IMOR method

In this Section, we discuss the properties of the IMOR method. For convenience, we restrict ourselves on DAEs with a differential part. We note that the properties of the IMOR method depends on the properties of the conventional MOR method used to reduce the differential part. This is because the reduction of the algebraic part is induced by the reduction of the differential part. For instance, if we use the Arnoldi processes commonly known as the PRIMA method [49] to reduce the differential part. We can show that the IMOR method preserves the same properties as the PRIMA method such as moment matching property and passivity. This can be done as follows. Recall from Section 7.2.2 the transfer function of the DAE can be decomposed as

$$
\mathbf{H}(s)=\left(\begin{array}{ll}
\mathbf{C}_{p}^{\mathrm{T}} & \mathbf{C}_{q}^{\mathrm{T}}
\end{array}\right)\left(\begin{array}{cc}
s \mathrm{I}-\mathbf{A}_{p} & 0  \tag{7.5.1}\\
-\mathbf{A}_{q} & s \mathcal{L}-\mathrm{I}
\end{array}\right)^{-1}\binom{\mathbf{B}_{p}}{\mathbf{B}_{q}}=\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s),
$$

where $\mathbf{H}_{p}(s)=\mathbf{C}_{p}^{\mathrm{T}}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}$ and $\mathbf{H}_{q}(s)=\mathbf{C}_{q}^{\mathrm{T}}(\mathrm{I}-s \mathcal{L})^{-1}\left[\mathbf{A}_{q}\left(s \mathrm{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}+\mathbf{B}_{q}\right]$, is the transfer function of the differential and algebraic parts, respectively. We can use (7.5.1) to show that the IMOR methods also preserve the properties of model order reduction. The properties of the IMOR method are also presented in [7]. These properties are discussed as follows.
(i) Moment matching property.

This is one of the properties of MOR which must be fulfilled by any moment matching MOR method such as the PRIMA method. Thus, we need to check wether the IMOR methods fulfills the moment matching property as follows. If we use the block Arnoldi process (PRIMA method) to reduce the differential part of the
decoupled system. It is well known that it will preserve the first $r$ moments [49] of the differential component $\mathbf{H}_{p}(s)$ of the decomposed transfer function (7.5.1). This leads to the following theorem.

Theorem 7.5.1 IMOR methods preserves the moment matching property if and only if the conventional MOR method applied on the differential part preserves the moment matching property.

Proof 7.5.1 The proof can be done following the same proof for moment matching property of the PRIMA method presented in [49]. If we choose the expansion point as $s_{0}=0$ and assume $\mathbf{A}_{p}$ is nonsingular. The transfer function $\mathbf{H}_{p}(s)$ of the differential part can be written as $\mathbf{H}_{p}(s)=\sum_{k=0}^{\infty} \mathbf{h}_{p}^{(k)} s^{k}$, where $\mathbf{h}_{p}^{(k)}=(-1)^{k} \mathbf{C}_{p}^{\mathrm{T}} \mathbf{M}_{p}^{k} \mathbf{R}_{p}$ are the (block) moments of $\mathbf{H}_{p}(s), \mathbf{M}_{p}=-\mathbf{A}_{p}^{-1}$ and $\mathbf{R}_{p}=-\mathbf{A}_{p}^{-1} \mathbf{B}_{p}$. Likewise, the transfer function of the PRIMA reduced-order differential part can be written as $\tilde{\mathbf{H}}_{p}(s)=\sum_{k=0}^{r-1} \tilde{\mathbf{h}}_{p}^{(k)} s^{k}$, where $\tilde{\mathbf{h}}_{p}^{(k)}=(-1)^{k} \tilde{\mathbf{C}}_{p}^{\mathrm{T}} \tilde{\mathbf{M}}_{p}{ }^{k} \tilde{\mathbf{R}}_{p}$, are the moments, $\tilde{\mathbf{M}}_{p}=-\tilde{\mathbf{A}}_{p}^{-1}$ and $\tilde{\mathbf{R}}_{p}=-\tilde{\mathbf{A}}_{p}^{-1} \tilde{\mathbf{B}}_{p}$. Then, $\tilde{\mathbf{C}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{C}_{p}, \tilde{\mathbf{A}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p}, \tilde{\mathbf{B}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{B}_{p}$. We can observe that $\tilde{\mathbf{h}}_{p}^{(k)}$ can be written as

$$
\tilde{\mathbf{h}}_{p}^{(k)}=-\mathbf{C}_{p}^{\mathrm{T}} \mathbf{V}_{p}\left[\left(\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p}\right)^{-1}\right]^{k}\left(\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p}\right)^{-1} \mathbf{V}_{p}^{\mathrm{T}} \mathbf{B}_{p} .
$$

By construction $\mathbf{V}_{p} \mathbf{V}_{p}^{\mathrm{T}}$ is a projector onto $\mathcal{K}_{r}\left(\mathbf{M}_{p}, \mathbf{R}_{p}\right)$. Thus it holds

$$
\mathbf{V}_{p} \mathbf{V}_{p}^{\mathrm{T}} \mathbf{M}_{p}^{k} \mathbf{R}_{p}=\mathbf{M}_{p}^{k} \mathbf{R}_{p}, k=0,1, \cdots, r-1 .
$$

This in turn implies that $\mathbf{V}_{p}^{\mathrm{T}} \mathbf{M}_{p}^{\mathrm{T}} \mathbf{R}_{p}=\tilde{\mathbf{M}}_{p}^{k} \tilde{\mathbf{R}}_{p}$, hence $\tilde{\mathbf{h}}_{p}^{(k)}=\mathbf{h}_{p}^{(k)}, k=0,1, \cdots, r-1$. Next, we can show that the induced reduction on the algebraic part of the DAE (7.0.1) also preserves the first $r$ moments of the algebraic component of the transfer function, $\mathbf{H}_{q}(s)$. The transfer function, $\mathbf{H}_{q}(s)$, of the algebraic part can be written $\operatorname{as} \mathbf{H}_{q}(s)=\sum_{j=0}^{\mu-1} \mathbf{h}_{q}^{(j)} s^{j}$, where $\mathbf{h}_{q}^{(j)}=\mathbf{C}_{q} \mathcal{L}^{j}\left[\mathbf{A}_{q} \mathbf{R}_{p}+\mathbf{B}_{q}\right], j=0, \cdots, \mu-1$. Also, by construction $\mathbf{V}_{q} \mathbf{V}_{q}^{\mathrm{T}}$ is a projector onto $\mathcal{K}_{\mu}\left(\mathcal{L}, \mathbf{R}_{q}\right)$, where $\mathbf{R}_{q}=\left[\begin{array}{ll}\mathbf{B}_{q} & \mathbf{A}_{q} \mathcal{K}_{r}\left(\mathbf{M}_{p}, \mathbf{R}_{p}\right)\end{array}\right]$. Thus it holds $\mathbf{V}_{q} \mathbf{V}_{q}^{\mathrm{T}}\left(\mathbf{A}_{q} \mathbf{M}_{p}^{k} \mathbf{R}_{p}+\mathbf{B}_{q}\right)=\mathbf{A}_{q} \mathbf{M}_{p}^{k} \mathbf{R}_{p}+\mathbf{B}_{q}$. Using the identity $\mathbf{V}_{p}^{\mathrm{T}} \mathbf{M}_{p}^{\mathrm{T}} \mathbf{R}_{p}=\tilde{\mathbf{M}}_{p}^{k} \tilde{\mathbf{R}}_{p}$, it is possible to show that $\tilde{\mathbf{h}}_{q}^{(k)}=\mathbf{h}_{q}^{(k)}, \quad k=0,1, \cdots, r-1$.

The above discussion implies that the number of matching moments of the IMOR method depends on the MOR method used to reduce the differential part.
(ii) Passivity preservation property.

A passive system is one that does not generate energy internally. A strictly passive system is a dissipative system [66]. For an LTI system, (strict) passivity is equivalent to the transfer function being (strictly) positive real. According to [49] if we assume that $\mathbf{E}$ is symmetric and nonnegative definite the necessary and sufficient condition for the system admittance matrix $\mathbf{H}(s)$ to be passive has to satisfy the following theorem.

Theorem 7.5 .2 (see [66]) A rational matrix-valued transfer function $\mathbf{H}(s) \in \mathbb{C}^{m \times m}$ is positive real (strictly positive real) if and only if:

1) $\mathbf{H}(s)$ is analytic in $\mathbb{C}^{+}=\{s \in \mathbb{C} \mid \operatorname{Re}(s)>0\}$;
2) $\Phi(j \omega)=\mathbf{H}(j \omega)+\mathbf{H}^{*}(j \omega)$ is positive semi-definite (positive definite) for all $\omega \in \mathbb{R}$ such that $j \omega$ is not a pole of $\mathbf{H}(s)$, where ${ }^{*}$ means the conjugate transpose operation;
3) If $j \omega_{0}$ or $\infty$ is a pole $\mathbf{H}(s)$, then it is a simple pole and the $m \times m$ residue matrix is positive semi-definite.

Since systems (7.0.1) and (7.2.9) are equivalent. Thus their transfer function must coincide. Using (7.5.1) and (7.2.13) the transfer function of (7.0.1) can be rewritten as

$$
\begin{aligned}
\mathbf{H}(s) & =\mathbf{C}^{T}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B} \\
& =\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s), \\
& =\mathbf{C}_{p}^{T} \mathbf{R}_{p}(s)+\mathbf{C}_{q}^{T}(\mathrm{I}-s \mathcal{L})^{-1}\left[\mathbf{A}_{q} \mathbf{R}_{p}(s)+\mathbf{B}_{q}\right], \\
& =\mathbf{C}_{p}^{T} \mathbf{R}_{p}(s)+\mathbf{C}_{q}^{T} \sum_{j=0}^{\mu-1} \mathcal{L}^{j} s^{j} \mathbf{N}(s), \text { since } \mathbf{N}(s)=\mathbf{A}_{q} \mathbf{R}_{p}(s)+\mathbf{B}_{q}, \\
& =\underbrace{\mathbf{C}_{p}^{T} \mathbf{R}_{p}(s)+\mathbf{M}_{0}(s)}_{\mathbf{H}_{p r}(s)}+\underbrace{\sum_{j=1}^{\mu-1} s^{j} \mathbf{M}_{j}(s)}_{\mathbf{H}_{i m p r}(s)},
\end{aligned}
$$

where $\mathbf{R}_{p}(s)=\left(s \mathbf{I}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}, \mathbf{M}_{0}(s)=\mathbf{C}_{q}^{T} \mathbf{N}(s)$ and $\mathbf{M}_{j}(s)=\mathbf{C}_{q}^{T} \mathcal{L}^{j} \mathbf{N}(s) . \mathbf{H}_{p r}(s)$ is the proper part (bounded as $s \rightarrow \infty$ ) and $\mathbf{H}_{\text {impr }}(s)$ the improper part (unbounded as
$s \rightarrow \infty)$ of $\mathbf{H}(s)$. Thus, the transfer function $\mathbf{H}_{p}(s)=\mathbf{C}_{p}^{T} \mathbf{R}_{p}(s)$ of the differential part is a strictly proper part of $\mathbf{H}(s)$. Based on Theorem 7.5.2, $\mathbf{H}(s)$ is positive real if and only if $\mathbf{H}_{p r}(s)$ and $\mathbf{M}_{j}(s)$ are positive real. Consequently, a key to testing the passivity of DAEs is to first decouple it into its proper and improper parts [66]. Hence the matrices coefficients of the decoupled systems derived in Chapter 5, can be used to test the passivity of the DAEs using the passivity test for DAEs proposed in [66]. Following the proof for passivity preserving in [49], it can be proved that if the conventional MOR method applied on the differential part is passivity preserving then the differential part of the IMOR reduced-order model is also passive, i.e, $\tilde{\mathbf{H}}_{p r}(s)$ is positive real. However, in order to ensure that the IMOR methods are passivity preserving one need to also prove that $\tilde{\mathbf{M}}_{j}(s)$ is also positive real which is still an open question.
(iii) Approximation error.

In [7], they proposed that the approximation error of the reduced-order models for DAEs should be computed using the input-output transfer function (7.2.12) instead of just the transfer function. Thus, from (7.2.12) the approximation error of the IMOR method can be computed as

$$
\begin{equation*}
\|\mathbf{Y}(s)-\tilde{\mathbf{Y}}(s)\| \leq\|\mathbf{H}(s)-\tilde{\mathbf{H}}(s)\|\|\mathbf{U}(s)\|+\|\mathcal{P}(s)-\tilde{\mathcal{P}}(s)\| . \tag{7.5.2}
\end{equation*}
$$

where $\mathcal{P}(s)$ is defined as in (7.2.16).Thus,
$\|\mathbf{H}(s)-\tilde{\mathbf{H}}(s)\| \leq\left\|\mathbf{H}_{p}(s)-\tilde{\mathbf{H}}_{p}(s)\right\|+\left\|\mathbf{H}_{q}(s)-\tilde{\mathbf{H}}_{q}(s)\right\|$ and
$\|\mathcal{P}(s)-\tilde{\mathcal{P}}(s)\| \leq\left\|\tilde{\mathbf{C}}_{q} \sum_{j=0}^{\mu-1} \tilde{\mathcal{L}}^{j}-\mathbf{C}_{q} \sum_{j=0}^{\mu-1} \mathcal{L}^{j}\right\|\|\tilde{Q}(\boldsymbol{u}(0))-\mathcal{Q}(\boldsymbol{u}(0))\|$. For example, if we consider the case of index-2 DAEs, from (7.2.18) $\mathcal{P}(s)$ is defined as $\mathcal{P}(s)=-\mathbf{C}_{q}^{\mathrm{T}} \mathcal{L} \mathbf{B}_{q} \boldsymbol{u}(0)$. Then, we have

$$
\begin{equation*}
\|\mathcal{P}(s)-\tilde{\mathcal{P}}(s)\|=\left\|\tilde{\mathbf{C}}_{q}^{\mathrm{T}} \tilde{\mathcal{L}}_{q} \tilde{\mathbf{B}}_{q}-\mathbf{C}_{q}^{\mathrm{T}} \mathcal{L}_{q} \mathbf{B}_{q}\right\|\|\boldsymbol{u}(0)\| . \tag{7.5.3}
\end{equation*}
$$

We note that for higher index DAEs the above inequality will depend on the derivatives of the input function $\boldsymbol{u}(t)$ at $t=0$. Substituting (7.5.3) into (7.5.2), we obtain

$$
\|\mathbf{Y}(s)-\tilde{\mathbf{Y}}(s)\| \leq\left\|\mathbf{H}_{p}(s)-\tilde{\mathbf{H}}_{p}(s)\right\|\|\mathbf{U}(s)\|+\left\|\mathbf{H}_{q}(s)-\tilde{\mathbf{H}}_{q}(s)\right\|\|\mathbf{U}(s)\|+\gamma\|\boldsymbol{u}(0)\|,
$$

where $\gamma=\left\|\tilde{\mathbf{C}}_{q}^{\mathrm{T}} \tilde{\mathcal{L}}_{q} \tilde{\mathbf{B}}_{q}-\mathbf{C}_{q}^{\mathrm{T}} \mathcal{L}_{q} \mathbf{B}_{q}\right\|$. Hence the output-transfer function of the IMOR
reduced-order model has a small approximation error if and only if
(a) $\|\mathbf{H}-\tilde{\mathbf{H}}\|$ is small
(b) and $\|\mathcal{P}(s)-\tilde{\mathcal{P}}(s)\|$ is also very small in a suitable norm $\|$.$\| .$
(iv) Stability

In Section 5.4, we already discussed that for the case of DAEs with a differential part the decoupled system inherits the stability properties of DAEs since $\sigma\left(\mathbf{A}_{p}\right)=\sigma_{f}(\mathbf{E}, \mathbf{A})$. Hence stability preservation of the IMOR method depends on the MOR method used to reduce the differential part.

We note that, if we use the balanced truncation method to reduce the differential part. We can guarantee stability of the reduced-order model and have an a priori computable error bound. Moreover, we can easily choose the size of the reduced-order model before hand.

### 7.6 Limitations of the IMOR method

The limitations of the IMOR method originates from März decoupling procedure discussed in Chapter 4 since it involves matrix inversions. This lead to decoupled systems with very dense matrix coefficients which can be very difficult to reduce. Hence in the next Chapter, we develop its implicit version which we call the implicit-IMOR (IIMOR) method.

## Chapter 8

## Implicit Index-aware Model Order Reduction (Implicit IMOR) method

In this Chapter, we discuss the Implicit Index-aware MOR method which can be abbreviated as IIMOR method. This method uses the implicit decoupled systems derived in Chapter 6. This is due to the fact that the implicit decoupling procedure is computationally cheaper than the explicit decoupling procedure derived in Chapter 5. We consider DAEs of the form

$$
\begin{align*}
\mathbf{E} \dot{\boldsymbol{x}}(t) & =\mathbf{A} \boldsymbol{x}(t)+\mathbf{B} \boldsymbol{u}(t), \quad \boldsymbol{x}(0)=\boldsymbol{x}_{0},  \tag{8.0.1a}\\
\boldsymbol{y}(t) & =\mathbf{C}^{\mathrm{T}} \boldsymbol{x}(t) \tag{8.0.1b}
\end{align*}
$$

where $\mathbf{E}, \mathbf{A} \in \mathbb{R}^{n \times n}, \mathbf{B} \in \mathbb{R}^{n \times m}, \mathbf{C} \in \mathbb{R}^{n \times \ell}$, the input vector $\boldsymbol{u}(t) \in \mathbb{R}^{m}$ and output vector $\boldsymbol{y}(t) \in \mathbb{R}^{\ell}$ of the system. $\boldsymbol{x}(t) \in \mathbb{R}^{n}$ is the state vector and $\boldsymbol{x}_{0}$ is the initial value. The number of state variables $n$ is called the order of system or the state-space dimension. $m$ and $\ell$ are the number of inputs and outputs, respectively. We need to reduce (8.0.1) using the IIMOR method.

### 8.1 Algebraic Elimination MOR method

In this Section, we discuss the reduction of the algebraic parts if the decoupled systems are derived from Chapter 6. The basic idea is the same as that presented in Chapter 7, which is to eliminate algebraic variables which do not contribute to the output solution. This can also be done using the reordering techniques.

### 8.1.1 Index-1 DAEs

Assume (8.0.1) is of index-1 then it can be decoupled into the form (6.1.5) given by

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}  \tag{8.1.1a}\\
\mathbf{E}_{q} \xi_{q} & =\mathbf{A}_{q} \xi_{p}+\mathbf{B}_{q} \boldsymbol{u}  \tag{8.1.1b}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q} \tag{8.1.1c}
\end{align*}
$$

where $\mathbf{E}_{p}, \mathbf{A}_{p} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p} \in \mathbb{R}^{n_{p} \times m}, \mathbf{E}_{q} \in \mathbb{R}^{n_{q} \times n_{q}}, \mathbf{A}_{q} \in \mathbb{R}^{n_{q} \times n_{p}}, \mathbf{B}_{q} \in \mathbb{R}^{n_{q} \times m}$ and $\mathbf{C}_{p} \in \mathbb{R}^{n_{p} \times \ell}, \mathbf{C}_{q} \in \mathbb{R}^{n_{q} \times \ell}$. The trivial case is when $\mathbf{C}_{q}=0$, then (8.0.1) can just be reduced to an ODE of dimension $\mathbf{n}_{p}$. Thus, if we consider the nontrivial case, assume $\mathbf{C}_{q} \neq 0$. Then, the Algebraic Elimination MOR model for index-1 DAEs can derived as follows. Consider the algebraic subsystem from (8.1.1) given by

$$
\begin{align*}
\mathbf{E}_{q} \xi_{q} & =\mathbf{A}_{q} \xi_{p}+\mathbf{B}_{q} \boldsymbol{u}  \tag{8.1.2a}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q} \tag{8.1.2b}
\end{align*}
$$

We compute permutation matrices $\mathbf{P}_{\pi}, \mathbf{Q}_{\pi} \in \mathbb{R}^{n_{q} \times n_{q}}$ such that $\mathbf{Q}_{\pi}^{\mathrm{T}} \mathbf{C}_{q}=\binom{\tilde{\mathbf{C}}_{q_{1}}}{0}$ and $\mathbf{P}_{\pi} \mathbf{E}_{q} \mathbf{Q}_{\pi}=\left(\begin{array}{cc}\tilde{\mathbf{E}}_{q_{11}} & \tilde{\mathbf{E}}_{q_{12}} \\ \tilde{\mathbf{E}}_{q_{21}} & \tilde{\mathbf{E}}_{q_{22}}\end{array}\right)$, where $\tilde{\mathbf{E}}_{q_{22}}$ is a non-singular matrix. Then, the rest of the matrices can be partitioned as $\mathbf{P}_{\pi} \mathbf{A}_{q}=\binom{\tilde{\mathbf{A}}_{q_{1}}}{\tilde{\mathbf{A}}_{q_{2}}}$ and $\mathbf{P}_{\pi} \mathbf{B}_{q}=\binom{\tilde{\mathbf{B}}_{q_{1}}}{\tilde{\mathbf{B}}_{q_{1}}}$. If we let $\xi_{q}=\mathbf{Q}_{\pi} \tilde{\xi}_{q}=\binom{\tilde{\xi}_{q_{1}}}{\tilde{\xi}_{q_{2}}}$, where $\tilde{\xi}_{q_{1}} \in \mathbb{R}^{\tau}, \tilde{\xi}_{q_{1}} \in \mathbb{R}^{n_{q}-\tau}$ and substituting it into (8.1.2) and left multiplying (8.1.2a) by $\mathbf{P}_{\pi}$, we obtain a partitioned system of (8.1.2). We can then eliminate $\tilde{\xi}_{q_{2}}$ since it does not contribute to the output solution. This leads to a reduced-order model of dimension
$\tau<\mathbf{n}_{q}$ which is given by

$$
\begin{align*}
\mathbf{E}_{q_{\tau}} \xi_{q_{\tau}} & =\mathbf{A}_{q_{\tau}} \xi_{p}+\mathbf{B}_{q_{\tau}} \boldsymbol{u},  \tag{8.1.3a}\\
\boldsymbol{y}_{p} & =\mathbf{C}_{q_{\tau}}^{\mathrm{T}} \xi_{q_{\tau}} \tag{8.1.3b}
\end{align*}
$$

where $\mathbf{E}_{q_{\tau}}=\left[\tilde{\mathbf{E}}_{q_{11}}-\tilde{\mathbf{E}}_{q_{12}} \tilde{\mathbf{E}}_{q_{22}}^{-1} \tilde{\mathbf{E}}_{q_{21}}\right] \in \mathbb{R}^{\tau \times \tau}, \mathbf{A}_{q_{\tau}}=\left[\tilde{\mathbf{A}}_{q_{1}}-\tilde{\mathbf{E}}_{q_{12}} \tilde{\mathbf{E}}_{q_{22}}^{-1} \tilde{\mathbf{A}}_{q_{2}}\right] \in \mathbb{R}^{\tau \times n_{p}}$, $\mathbf{B}_{q_{\tau}}=\left[\tilde{\mathbf{B}}_{q_{1}}-\tilde{\mathbf{E}}_{q_{12}} \tilde{\mathbf{E}}_{q_{22}}^{-1} \tilde{\mathbf{B}}_{q_{2}}\right] \in \mathbb{R}^{\tau \times m}$ and $\mathbf{C}_{q_{\tau}}=\tilde{\mathbf{C}}_{q_{1}} \in \mathbb{R}^{\tau \times \ell}$ and the reduced dimension is given by $\tau<n_{q}$. Thus the DAE (8.0.1) is reduced to a reduced-order model of dimension $n_{p}+\tau<n$ which is given by

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u},  \tag{8.1.4a}\\
\mathbf{E}_{q_{\tau}} \xi_{q_{\tau}} & =\mathbf{A}_{q_{\tau}} \xi_{p}+\mathbf{B}_{q_{\tau}} \boldsymbol{u},  \tag{8.1.4b}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q_{\tau}}^{\mathrm{T}} \xi_{q_{\tau}} \tag{8.1.4c}
\end{align*}
$$

### 8.1.2 Index-2 DAEs

Assume (8.0.1) is of index-2. Then, if we consider the case of the index-2 DAEs with at least one finite eigenvalue then it can be decoupled in the form (6.2.3) given by

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
\mathbf{E}_{q, 1} \xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 1} \boldsymbol{u},  \tag{8.1.5}\\
\mathbf{E}_{q, 0} \xi_{q, 0} & =\mathbf{A}_{q, 0} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}}\left[\xi_{q, 1}^{\prime}-\xi_{q, 1}\right], \\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0},
\end{align*}
$$

where $\mathbf{E}_{p}, \mathbf{A}_{p} \in \mathbb{R}^{n_{p} \times n_{p}}, \mathbf{B}_{p} \in \mathbb{R}^{n_{p} \times m}, \mathbf{E}_{q, 1} \in \mathbb{R}^{k_{1} \times k_{1}}, \mathbf{A}_{q, 1} \in \mathbb{R}^{k_{1} \times n_{p}}, \mathbf{B}_{q, 1} \in \mathbb{R}^{k_{1} \times m}$, $\mathbf{E}_{q, 0} \in \mathbb{R}^{k_{2} \times k_{2}}, \mathbf{A}_{q, 0} \in \mathbb{R}^{k_{2}, n_{p}}, \mathbf{B}_{q, 0} \in \mathbb{R}^{k_{2} \times m}, \mathbf{A}_{q_{0,1}} \in \mathbb{R}^{k_{2} \times k_{1}}$ and $\mathbf{C}_{p} \in \mathbb{R}^{n_{p} \times \ell}, \mathbf{C}_{q, 1} \in \mathbb{R}^{k_{1} \times \ell}$, $\mathbf{C}_{q, 0} \in \mathbb{R}^{k_{2} \times \ell}$. From (8.1.5), we can observe that we can easily obtain a reduction for the following trivial cases; (i) If $\mathbf{C}_{q, 1}=0$ and $\mathbf{C}_{q, 0}=0$, then (8.0.1) can be reduced to an ODE of dimension $n_{p}$, (ii) If $\mathbf{A}_{q_{0,1}}=0$ and $\mathbf{C}_{q, 1}=0$ or $\mathbf{C}_{q, 0}=0$, then (8.0.1) can be reduced to index- 1 system of dimension $n_{p}+k_{1}$ and $n_{p}+k_{2}$, respectively. After checking for the trivial cases, then we can eliminate the algebraic variables as follows. If we consider only algebraic parts of the system (8.1.5), we obtain an algebraic subsystem
given by

$$
\begin{align*}
\mathbf{E}_{q, 1} \xi_{q, 1} & =\mathbf{A}_{q, 1} \xi_{p}+\mathbf{B}_{q, 1} \boldsymbol{u},  \tag{8.1.6a}\\
\mathbf{E}_{q, 0} \xi_{q, 0} & =\mathbf{A}_{q, 0} \xi_{p}+\mathbf{B}_{q, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0,1}}\left[\xi_{q, 1}^{\prime}-\xi_{q, 1}\right],  \tag{8.1.6b}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q, 1}^{\mathrm{T}} \xi_{q, 1}+\mathbf{C}_{q, 0}^{\mathrm{T}} \xi_{q, 0} . \tag{8.1.6c}
\end{align*}
$$

Using the same trick as for the case of index-1 system. We can first compute permutation matrices $\mathbf{V}_{\pi}, \mathbf{W}_{\pi} \in \mathbb{R}^{k_{2} \times k_{2}}$ such that $\mathbf{W}_{\pi}^{\mathrm{T}} \mathbf{C}_{q, 0}=\binom{\mathbf{C}_{q_{1}, 0}}{\mathbf{0}}$ and $\mathbf{V}_{\pi} \mathbf{E}_{q, 0} \mathbf{W}_{\pi}=\left(\begin{array}{c}\mathbf{E}_{q_{11}, 0} \mathbf{E}_{q_{12}, 0} \\ \mathbf{E}_{q_{2}, 0}, 0 \\ \mathbf{E}_{q_{2}, 0}\end{array}\right)$, where $\mathbf{E}_{q_{22}, 0}$ is a nonsingular matrix. Then, $\mathbf{V}_{\pi} \mathbf{B}_{q, 0}=\binom{\mathbf{B}_{q_{1}, 0}}{\mathbf{B}_{q_{2}, 0}}, \mathbf{V}_{\pi} \mathbf{A}_{q, 0}=\binom{\mathbf{A}_{q_{1}}}{\mathbf{A}_{q_{2}}}$. Next, we compute another set of permutation matrices $\mathbf{P}_{\pi}, \mathbf{Q}_{\pi} \in \mathbb{R}^{k_{1} \times k_{1}}$ such that $\mathbf{V}_{\pi} \mathbf{A}_{q_{0,1}} \mathbf{Q}_{\pi}=\left(\begin{array}{ll}\mathbf{A}_{\boldsymbol{q}_{01,1}} & \mathbf{0} \\ \mathbf{A}_{\boldsymbol{q}_{0_{21}, 1}} & \mathbf{0}\end{array}\right)$, $\mathbf{Q}_{\pi}^{\mathrm{T}} \mathbf{C}_{q, 0}=\binom{\mathbf{C}_{q_{1,1}}}{\mathbf{0}}$ and $\mathbf{P}_{\pi} \mathbf{E}_{q, 1} \mathbf{Q}_{\pi}=\left(\begin{array}{l}\mathbf{E}_{q_{11}, 1} \mathbf{E}_{q_{12}, 1} \\ \mathbf{E}_{q_{21}, 1} \\ \mathbf{E}_{q_{22}, 1}\end{array}\right)$, where $\mathbf{E}_{q_{22}, 1}$ is a nonsingular matrix. Then, $\mathbf{P}_{\pi} \mathbf{A}_{q, 1}=\binom{\mathbf{A}_{q_{1}, 1}}{\mathbf{A}_{q_{1}, 2}}, \mathbf{P}_{\pi} \mathbf{B}_{q, 1}=\binom{\mathbf{B}_{q_{1}, 1}}{\mathbf{B}_{q_{2,1}}}$. If we let $\xi_{q, 1}=\mathbf{Q}_{\pi} \tilde{\xi}_{q, 1}=\binom{\tilde{\xi}_{q_{1}, 1}}{\tilde{\xi}_{q_{2}, 1}}$, where $\tilde{\xi}_{q_{1}, 1} \in \mathbb{R}^{\tau_{1}}, \tilde{\xi}_{q_{2}, 1} \in$ $\mathbb{R}^{k_{1}-\tau_{1}}$ and $\xi_{q, 0}=\mathbf{W}_{\pi} \tilde{\xi}_{q, 0}=\binom{\tilde{\xi}_{q_{1}, 0}}{\tilde{\xi}_{q_{2}, 0}}$, where $\tilde{\xi}_{q_{1}, 0} \in \mathbb{R}^{\tau_{2}}, \tilde{\xi}_{q_{2}, 0} \in \mathbb{R}^{k_{2}-\tau_{2}}$. Then left multiply (8.1.6a) and (8.1.6b) with $\mathbf{P}_{\pi}$ and $\mathbf{V}_{\pi}$, respectively. We can obtain a partitioned system of (8.1.6). We can then eliminate the algebraic variables $\tilde{\xi}_{q_{2}, 1}$ and $\tilde{\xi}_{q_{2}, 0}$ which do not contribute to the output equation (8.1.6c). This leads to a reduce-order model of dimension $\tau_{1}+\tau_{2}$ given by

$$
\begin{align*}
\mathbf{E}_{q_{\tau},} \xi_{q, 1} & =\mathbf{A}_{q_{\tau}, 1} \xi_{p}+\mathbf{B}_{q_{\tau}, 1} \boldsymbol{u},  \tag{8.1.7a}\\
\mathbf{E}_{q_{\tau}, 0} \xi_{q_{\tau}, 0} & =\mathbf{A}_{q_{\tau}, 0} \xi_{p}+\mathbf{B}_{q_{\tau}, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0_{\tau},},}\left[\xi_{q_{\tau}, 1}^{\prime}-\xi_{q_{\tau}, 1}\right],  \tag{8.1.7b}\\
\boldsymbol{y}_{q_{\tau}} & =\mathbf{C}_{q_{\tau},}^{\mathrm{T}}, \xi_{q_{\tau}, 1}+\mathbf{C}_{q_{\tau}, 0}^{\mathrm{T}} \xi_{q_{\tau}, 0}, \tag{8.1.7c}
\end{align*}
$$

where
$\mathbf{E}_{q_{\tau}, 1}=\left[\mathbf{E}_{q_{11}, 1}-\mathbf{E}_{q_{12}, 1} \mathbf{E}_{q_{22}, 1}^{-1} \mathbf{E}_{q_{21}, 1}\right] \in \mathbb{R}^{\tau_{1} \times \tau_{1}}, \mathbf{B}_{q_{\tau}, 1}=\left[\mathbf{B}_{q_{1}, 1}-\mathbf{E}_{q_{12}, 1} \mathbf{E}_{q_{22}, 1}^{-1} \mathbf{B}_{q_{2}, 1}\right] \in \mathbb{R}^{\tau_{1} \times m}$, $\mathbf{E}_{q_{\tau}, 0}=\left[\mathbf{E}_{q_{11}, 0}-\mathbf{E}_{q_{12}, 0} \mathbf{E}_{q_{22}, 0}^{-1} \mathbf{E}_{q_{21}, 0}\right] \in \mathbb{R}^{\tau_{2}, \tau_{2}}, \mathbf{A}_{q_{\tau}, 0}=\left[\mathbf{A}_{q_{1}}-\mathbf{E}_{q_{12}, 0} \mathbf{E}_{q_{22}, 0}^{-1} \mathbf{A}_{q_{2}}\right] \in \mathbb{R}^{\tau_{2} \times n_{p}}$,
$\mathbf{A}_{\boldsymbol{q}_{0_{\tau}, 1}}=\left[\mathbf{A}_{\boldsymbol{q}_{0_{11}, 1}}-\mathbf{E}_{q_{12}, 0} \mathbf{E}_{q_{22}, 0}^{-1} \mathbf{A}_{\boldsymbol{q}_{0_{21}, 1}}\right]$ and $\mathbf{C}_{q_{\tau}, 1}=\mathbf{C}_{q_{1}, 1} \in \mathbb{R}^{\tau_{1} \times \ell}, \mathbf{C}_{q_{\tau}, 0}=\mathbf{C}_{q_{1}, 0} \in \mathbb{R}^{\tau_{2} \times \ell}$.
Hence, the DAE (8.0.1) is reduced to a reduced-order model of dimension $\mathbf{n}_{p}+\tau_{1}+\tau_{2}$
given by

$$
\begin{aligned}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u} \\
\mathbf{E}_{q_{\tau}, 1} \xi_{q, 1} & =\mathbf{A}_{q_{\tau}, 1} \xi_{p}+\mathbf{B}_{q_{\tau}, 1} \boldsymbol{u} \\
\mathbf{E}_{q_{\tau}, 0} \xi_{q_{\tau}, 0} & =\mathbf{A}_{q_{\tau}, 0} \xi_{p}+\mathbf{B}_{q_{\tau}, 0} \boldsymbol{u}+\mathbf{A}_{\boldsymbol{q}_{0_{\tau}, 1}}\left[\xi_{q_{\tau}, 1}^{\prime}-\xi_{q_{\tau}, 1}\right] \\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q_{\tau}, 1}^{\mathrm{T}} \xi_{q_{\tau}, 1}+\mathbf{C}_{q_{\tau}, 0}^{\mathrm{T}} \xi_{q_{\tau}, 0}
\end{aligned}
$$

This same technique can used for even higher index DAEs. However, we do not gain too much reduction as compared to applying the AE method on the explicit decoupled system as illustrated in the next example. Thus the AE method is not so useful for the implicit decoupled systems. This is due to the fact that it is very difficult to eliminate all the algebraic variables which do not contribute to the output equation in the implicit form. However, this can be improved using the graph and matrix reordering algorithms.

Example 8.1.1 In this example, we use the same system models as those used in Example 7.1.1 for comparison. These are all index-1 DAE and this time we decoupled the power system using the implicit decoupling procedure discussed in Chapter 6. If we compare Table 8.1 and 7.1, we obtain the same number of differential and algebraic equations. However, we can observe that this time the AE method leads to much larger reduced algebraic part. This is due to that fact that not all the algebraic variables which do not contribute to the output solution can easily be removed.

### 8.2 Implicit IMOR method for DAEs

We have seen that the using the AE method the differential part remains unreduced. Hence, we do not get good reduction for the algebraic parts. In this Section, we extend the Index-aware MOR method discussed in Chapter 7, for the case of implicitly decoupled systems which we derived in Chapter 6. In this Section, we discuss the Implicit version of the IMOR method which we call the IIMOR method. We first proposed this approach in [4], thus some of the content presented here is also in [4]. The basic idea is still the same as the IMOR method, the only difference is the starting decoupled system. Recall, for the case of IMOR method we use the explicit decoupled systems derived in Chapter 5 while for the case of IIMOR method, we have to use the implicit decoupled systems derived in Chapter 6. The advantage of using the implicit decoupling

Table 8.1: Algebraic Reduced models of power systems

| Systems <br> n | \# inputs/\# outputs |  | Decoupled model |  | Alg. Reduced model |  | Reduced system$n_{p}+\gamma$ | \% Reduction |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | \# inputs | \# outputs | $n_{p}$ | $n_{q}$ | $n_{p}$ | $\gamma$ |  |  |
| 40366 | 2 | 2 | 5727 | 34639 | 5727 | 27797 | 33524 | 17.0 |
| 40337 | 2 | 1 | 5723 | 34614 | 5723 | 27791 | 27791 | 16.9 |
| 21476 | 1 | 1 | 3172 | 18304 | 3172 | 11370 | 14542 | 32.3 |
| 21128 | 4 | 4 | 3078 | 18050 | 3078 | 11113 | 14191 | 32.8 |
| 20944 | 2 | 2 | 3012 | 17932 | 3012 | 3390 | 6402 | 69.4 |
| 20738 | 1 | 6 | 2940 | 17798 | 2940 | 0 | 1755 | 91.5 |
| 16861 | 4 | 4 | 2476 | 14385 | 2476 | 7448 | 9924 | 41.1 |
| 15066 | 4 | 4 | 1998 | 13068 | 1998 | 6140 | 8138 | 46.0 |
| 13309 | 8 | 8 | 1676 | 11633 | 1676 | 0 | 1676 | 87.4 |
| 13296 | 46 | 46 | 1664 | 11632 | 1664 | 7090 | 8754 | 34.2 |
| 13275 | 4 | 4 | 1693 | 11582 | 1693 | 7045 | 7045 | 34.2 |
| 13250 | 1 | 1 | 1664 | 11586 | 1664 | 7075 | 8739 | 34.1 |
| 13250 | 46 | 46 | 1664 | 11586 | 1664 | 7075 | 8739 | 34.1 |
| 13251 | 28 | 28 | 1664 | 11587 | 1664 | 7076 | 8740 | 34.0 |
| 13251 | 1 | 1 | 1664 | 11587 | 1664 | 0 | 1664 | 87.4 |
| 11685 | 1 | 1 | 1257 | 10428 | 1257 | 5917 | 7174 | 38.6 |
| 11305 | 4 | 4 | 1450 | 9855 | 1450 | 5320 | 6770 | 40.1 |
| 9735 | 4 | 4 | 1142 | 8593 | 1142 | 4032 | 5174 | 46.9 |
| 7135 | 4 | 4 | 606 | 6529 | 606 | 1968 | 2574 | 63.9 |

procedure is the computational advantage over the explicit decoupling procedure. The IIMOR method is derived as follows. Assume (8.0.1) is of index $-\mu$, with the spectrum of its matrix pencil has at least one eigenvalue. Then, it can be decoupled into a system of the form (6.4.1) given by

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}, \\
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\mathcal{L}_{q} \xi_{q}+\mathbf{B}_{q} \boldsymbol{u},  \tag{8.2.1}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q},
\end{align*}
$$

where $\mathcal{L}$ is a nilpotent matrix of index- $\mu$. $\mathcal{L}_{q}$ is a non-singular lower triangular matrix with block diagonal matrices for $\mu>1 . \xi_{p} \in \mathbb{R}^{n_{p}}, \xi_{q} \in \mathbb{R}^{n_{q}}, \mathbf{A}_{q} \in \mathbb{R}^{n_{q} \times n_{p}}, \mathbf{B}_{q} \in \mathbb{R}^{n_{q} \times m}$ and $\mathbf{C}_{q} \in \mathbb{R}^{n_{q} \times \ell}, \mathbf{C}_{p} \in \mathbb{R}^{n_{p} \times \ell}$. Taking the Laplace transform of (8.2.1) and setting $\xi_{p}(0)=0$ since it can be chosen arbitrary. Then, the output function is given by

$$
\begin{equation*}
\mathbf{Y}(s):=\mathbf{H}(s) \mathbf{U}(s)+\mathcal{P}(s), \tag{8.2.2}
\end{equation*}
$$

where $\mathbf{H}(s)$ is decomposed as $\mathbf{H}(s)=\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s)$, where $\mathbf{H}_{p}(s):=\mathbf{C}_{p}^{\mathrm{T}}\left(s \mathbf{E}_{p}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}$ and $\mathbf{H}_{q}(s):=\mathbf{C}_{q}^{\mathrm{T}}\left(\mathcal{L}_{q}-s \mathcal{L}\right)^{-1}\left[\mathbf{A}_{q}\left(s \mathbf{E}_{p}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}+\mathbf{B}_{q}\right]$ are transfer functions corresponding to the differential part and algebraic parts, respectively and $\mathcal{P}(s):=\mathbf{C}_{q}^{\mathrm{T}}\left(\mathcal{L}_{q}-s \mathcal{L}\right)^{-1} \mathcal{L} \xi_{q}(0)$. If we let $Q(\boldsymbol{u}(0)):=\mathcal{L} \xi_{q}(0)$ then $\mathcal{P}(s)$ can be written
as $\mathcal{P}(s)=\mathbf{C}_{q}^{\mathrm{T}}\left(\mathcal{L}_{q}-s \mathcal{L}\right)^{-1} Q(\boldsymbol{u}(0))$. Following the same steps as for the case of IMOR method. It is easy to show that if the hidden polynomial $Q(\boldsymbol{u}(0))$ has nonzero coefficient the conventional MOR methods fail or lead to reduced-order models which are very difficult to solve for the case of higher index DAEs. For the interested reader, follow the same steps as in Section 7.2.2.

The derivation of the IIMOR method goes as follows. We use the same strategy as in the IMOR method by the first splitting the decoupled system (8.2.1) into separate subsystems as

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u},  \tag{8.2.3}\\
\boldsymbol{y}_{p} & =\mathbf{C}_{p}^{\boldsymbol{T}_{p}},
\end{align*}
$$

and

$$
\begin{align*}
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\mathcal{L}_{q} \xi_{q}+\mathbf{B}_{q} \boldsymbol{u},  \tag{8.2.4a}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}, \tag{8.2.4b}
\end{align*}
$$

where (8.2.3) and (8.2.4) are the differential and algebraic subsystems. Then the output equation can be reconstructed using: $\boldsymbol{y}=\boldsymbol{y}_{p}+\boldsymbol{y}_{q}$. Next, we derive the reduction procedure for (8.2.3) and (8.2.4), respectively.

### 8.2.1 Reduction of the differential part

Consider the subsystem (8.2.3). We can use the conventional MOR methods such as the PRIMA method to reduce this subsystem as follows. Choose an expansion point $s_{0} \in \mathbb{C} \backslash \sigma\left(\mathbf{E}_{p}, \mathbf{A}_{p}\right)$ and then construct an order-r Krylov subspace generated by $\mathbf{M}_{p}$ and $\mathbf{R}_{p}$ given by

$$
\mathcal{V}_{p}:=\mathcal{K}_{r}\left(\mathbf{M}_{p}, \mathbf{R}_{p}\right)=\operatorname{Span}\left\{\mathbf{R}_{p}, \mathbf{M}_{p} \mathbf{R}_{p}, \ldots, \mathbf{M}_{p}^{r-1} \mathbf{R}_{p}\right\}, r \leq n_{p},
$$

where $\mathbf{M}_{p}:=\left(s_{0} \mathbf{E}_{p}-\mathbf{A}_{p}\right)^{-1} \mathbf{E}_{p}$ and $\mathbf{R}_{p}:=\left(s_{0} \mathbf{E}_{p}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}$. Then, $\mathbf{V}_{p} \in \mathbb{R}^{n_{p}, r}$ denotes the orthonormal basis matrix of the above subspace, so that $\mathbf{V}_{p}^{\mathrm{T}} \mathbf{V}_{p}=\mathrm{I}$. The reduced-order subsystem is obtained by using the approximation $\xi_{p}=\mathbf{V}_{p} \hat{\xi}_{p}$, leading to a reduced-order
subsystem

$$
\begin{align*}
\hat{\mathbf{E}}_{p} \hat{\xi}_{p}^{\prime} & =\hat{\mathbf{A}}_{p} \hat{\xi}_{p}+\hat{\mathbf{B}}_{p} \boldsymbol{u}  \tag{8.2.5}\\
\hat{\boldsymbol{y}}_{p} & =\hat{\mathbf{C}}_{p}^{\mathrm{T}} \hat{\hat{k}}_{p}
\end{align*}
$$

where $\hat{\mathbf{E}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{E}_{p} \mathbf{V}_{p}, \hat{\mathbf{A}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p} \in \mathbb{R}^{r \times r}, \hat{\mathbf{B}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{B}_{p} \in \mathbb{R}^{r \times m}$ and $\hat{\mathbf{C}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{C}_{p} \in \mathbb{R}^{r \times p} . \hat{\xi}_{p} \in \mathbb{R}^{r}$ is the reduced state vector and $\hat{\boldsymbol{y}}_{p} \in \mathbb{R}^{\ell}$ is the approximated output. Thus the dimension of the differential part is reduced to $r \leq n_{p}$. The transfer function of the reduced-order model (8.2.5) is given by $\hat{\mathbf{H}}_{p}(s)=\hat{\mathbf{C}}_{p}^{\mathrm{T}}\left(s \hat{\mathbf{E}}_{p}-\hat{\mathbf{A}}_{p}\right)^{-1} \hat{\mathbf{B}}_{p}$.

### 8.2.2 Reduction of the algebraic part

Here, we intend to reduce the algebraic subsystem (8.2.4). Substituting $\xi_{p}=\mathbf{V}_{p} \hat{\xi}_{p}$ into (8.2.4), we obtain

$$
\begin{align*}
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \mathbf{V}_{p} \hat{\xi}_{p}-\mathcal{L}_{q} \xi_{q}+\mathbf{B}_{q} \boldsymbol{u},  \tag{8.2.6a}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q} . \tag{8.2.6b}
\end{align*}
$$

From (8.2.6a), we can observe that the reduction of the differential part induces a reduction on the algebraic part but the order of the algebraic part is unchanged. In order to reduce the algebraic part, we need to take the following steps. We start from (8.2.6a), which can be written as

$$
\begin{equation*}
\mathcal{L}_{q} \xi_{q}=\mathbf{N}_{q} \mathcal{L}_{q} \xi_{q}^{\prime}+\mathbf{b}_{q} \tag{8.2.7}
\end{equation*}
$$

where $\mathbf{b}_{q}=\mathbf{A}_{q} \mathbf{V}_{p} \hat{\xi}_{p}+\mathbf{B}_{q} \boldsymbol{u}$ and $\mathbf{N}_{q}=\mathcal{L} \mathcal{L}_{q}^{-1}$ is also a nilpotent matrix with the same index $-\mu$ as $\mathcal{L}$. Thus, (8.2.7) can be written as

$$
\begin{equation*}
\mathcal{L}_{q} \xi_{q}=\sum_{k=0}^{\mu-1} \mathbf{N}_{q}^{k} \mathbf{b}_{q}^{(k)}=\sum_{k=0}^{\mu-1} \mathbf{N}_{q}^{k}\left(\mathbf{A}_{q} \mathbf{V}_{p} \hat{\xi}_{p}^{(k)}+\mathbf{B}_{q} \boldsymbol{u}^{(k)}\right) \tag{8.2.8}
\end{equation*}
$$

We can observe that, for the algebraic variable $\xi_{q}$, we have the restriction

$$
\mathcal{L}_{q} \xi_{q} \in \mathcal{W}_{q}=\mathcal{K}_{\mu}\left(\mathbf{N}_{q}, \mathbf{R}_{q}\right),
$$

with $\mathbf{R}_{q}=\left(\begin{array}{ll}\mathbf{B}_{q} & \left.\mathbf{A}_{q} \mathbf{V}_{p}\right) \in \mathbb{R}^{n_{q} \times(r+1) m} \text {. Since } \mathbf{N}_{q}=\mathcal{L} \mathcal{L}_{q}^{-1} \text {, it follows that } \text {. }{ }^{2} \text {. }\end{array}\right.$

$$
\begin{equation*}
\xi_{q} \in \mathcal{V}_{q}=\mathcal{L}_{q}^{-1} \mathcal{W}_{q}=\mathcal{K}_{\mu}\left(\mathcal{L}_{q}^{-1} \mathbf{N}_{q}, \mathcal{L}_{q}^{-1} \mathbf{R}_{q}\right) \tag{8.2.9}
\end{equation*}
$$

We denote by $\mathbf{V}_{q}$ an orthonormal basis of $\mathcal{V}_{q}$, so that $\mathbf{V}_{q}^{\mathrm{T}} \mathbf{V}_{q}=\mathrm{I}$, and we write $\xi_{q}=\mathbf{V}_{q} \hat{\xi}_{q}$. Substituting $\xi_{q}=\mathbf{V}_{q} \hat{\xi}_{q}$ into (8.2.6) and after simplifying, we obtain a reduced-order algebraic subsystem given by

$$
\begin{align*}
-\hat{\mathcal{L}} \hat{\xi}_{q}^{\prime} & =\hat{\mathbf{A}}_{q} \hat{\xi}_{p}-\hat{\mathcal{L}}_{q} \hat{\xi}_{q}+\hat{\mathbf{B}}_{q} \boldsymbol{u},  \tag{8.2.10a}\\
\hat{y}_{q} & =\hat{C}_{q}^{\mathrm{T}} \hat{\xi}_{q}, \tag{8.2.10b}
\end{align*}
$$

with $\hat{\mathcal{L}}_{q}=\mathbf{V}_{q}^{\mathrm{T}} \mathcal{L}_{q} \mathbf{V}_{q} \in \mathbb{R}^{\tau \times \tau}, \hat{\mathcal{L}}=\mathbf{V}_{q}^{\mathrm{T}} \mathcal{L} \mathbf{V}_{q} \mathbb{R}^{\tau \times \tau}, \hat{\mathbf{A}}_{q}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{A}_{q} \mathbf{V}_{p} \mathbb{R}^{\tau \times r}, \hat{\mathbf{B}}_{q}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{B}_{q} \mathbb{R}^{\tau \times m}$ and $\hat{\mathbf{C}}_{q}=\mathbf{V}_{q}^{\mathrm{T}} \mathbf{C}_{q} \mathbb{R}^{\tau \times \ell} . \hat{\xi}_{q} \in \mathbb{R}^{\tau}$ is the reduced algebraic state vector and $\hat{\boldsymbol{y}}_{q} \in \mathbb{R}^{\ell}$ is the approximated output. Thus the dimension of the algebraic part is reduced to $\tau \leq n_{q}$. The transfer function of this reduced-order model of the algebraic part (8.2.4) is given by $\hat{\mathbf{H}}_{q}(s):=\hat{\mathbf{C}}_{q}^{\mathrm{T}}\left(\hat{\mathcal{L}}_{q}-s \hat{\mathcal{L}}\right)^{-1}\left[\hat{\mathbf{A}}_{q}\left(s \hat{\mathbf{E}}_{p}-\hat{\mathbf{A}}_{p}\right)^{-1} \hat{\mathbf{B}}_{p}+\hat{\mathbf{B}}_{q}\right]$. Thus, combining (8.2.5) and (8.2.10), we obtain the IIMOR reduced-order model of (8.0.1) given by

$$
\begin{align*}
\hat{\mathbf{E}}_{p} \hat{\xi}_{p}^{\prime} & =\hat{\mathbf{A}}_{p} \hat{\xi}_{p}+\hat{\mathbf{B}}_{p} \boldsymbol{u}, \\
-\hat{\mathcal{L}} \hat{\xi}_{q}^{\prime} & =\hat{\mathbf{A}}_{q} \hat{\xi}_{q}-\hat{\mathcal{L}}_{q} \hat{\xi}_{q}+\hat{\mathbf{B}}_{q} \boldsymbol{u},  \tag{8.2.11}\\
\hat{\boldsymbol{y}} & =\hat{\mathbf{C}}_{p}^{\mathrm{T}} \hat{\xi}_{p}+\hat{\mathbf{C}}_{q}^{\mathrm{T}} \hat{\xi}_{q},
\end{align*}
$$

with total dimension $r+\tau \ll n$, where $r$ and $\tau$ are the dimension of the reduced differential and algebraic parts, respectively. The transfer function of the IMOR reduced model is equal to the sum of the transfer function of the differential and algebraic parts given by $\mathbf{H}_{r}(s)=\mathbf{H}_{p_{r}}(s)+\mathbf{H}_{q_{r}}(s)$.

Remark 8.2.1 We note that in practice the algebraic part (8.2.4a) has $\mu$ algebraic subsystems. Thus $\mathcal{V}_{q}$ can be partitioned as: $\mathcal{V}_{q}=\left(\mathcal{V}_{q, \mu-1}^{\mathrm{T}}, \cdots, \mathcal{V}_{q, 1}^{\mathrm{T}}, \mathcal{V}_{q, 0}^{\mathrm{T}}\right)^{\mathrm{T}}$, where the length of each partition corresponds to the block sizes of algebraic subsystems given by $k_{i}, i=\mu-1, \ldots, 1,0$, respectively. We can then compute the orthonormal basis matrix of each partition to build a block diagonal orthonormal matrices $\mathbf{V}_{q}=\operatorname{blkdiag}\left[\mathbf{V}_{q, \mu-1}, \ldots, \mathbf{V}_{q, 1}, \mathbf{V}_{q, 0}\right]$, where $\mathbf{V}_{q, i}=\operatorname{orth}\left(\mathcal{V}_{q, i}\right)$. Although this approach leads to a much larger reduced-order model especially for MIMO systems, but preserves the structure of the algebraic parts.

For comparison with other existing MOR methods, we can rewrite the IIMOR reducedorder model in descriptor form given by

$$
\begin{align*}
\hat{\mathbf{E}} \xi_{r}^{\prime} & =\hat{\mathbf{A}} \hat{\xi}+\hat{\mathbf{B}} \boldsymbol{u} \\
\hat{\boldsymbol{y}}_{r} & =\hat{\mathbf{C}}^{\mathrm{T}} \hat{\xi}, \tag{8.2.12}
\end{align*}
$$

where $\hat{\mathbf{E}}=\left(\begin{array}{rr}\hat{\mathbf{E}}_{p} & 0 \\ 0 & -\hat{\mathcal{L}}\end{array}\right), \quad \hat{\mathbf{A}}=\left(\begin{array}{cc}\hat{\mathbf{A}}_{p} & 0 \\ \hat{\mathbf{A}}_{q}-\hat{\mathcal{L}}_{q}\end{array}\right), \quad \hat{\mathbf{B}}=\binom{\hat{\mathbf{B}}_{p}}{\hat{\mathbf{B}}_{q}}, \quad \hat{\mathbf{C}}=\binom{\hat{\mathbf{C}}_{p}}{\hat{\mathbf{C}}_{q}}$ and $\hat{\xi}=\binom{\hat{\xi}_{p}}{\hat{\xi}_{q}}^{\mathrm{T}}$ for DAEs with a differential part and $\hat{\mathbf{E}}=-\hat{\mathcal{L}}, \quad \hat{\mathbf{A}}=-\mathrm{I}, \quad \hat{\mathbf{B}}=\hat{\mathbf{B}}, \quad \hat{\mathbf{C}}=\hat{\mathbf{C}}_{q}$ and $\hat{\xi}=\hat{\xi}_{q}$ for DAEs without a differential part and the transfer function of the reduced-order model can be written as $\hat{\mathbf{H}}(s)=\hat{\mathbf{C}}(s \hat{\mathbf{E}}-\hat{\mathbf{A}})^{-1} \hat{\mathbf{B}}$.

### 8.3 Simple examples

In order to compare IIMOR and IMOR methods, we use the same examples as in Section 7.3. Thus, we use the matrices from Examples 3.2.1 and 3.2.2. These are index-2 and -3 DAEs, respectively. In order to use the IIMOR method, we first decouple these systems using the implicit decoupling procedure derived in Chapter 6.

Example 8.3.1 In this example, we use matrices from Example 3.2.1 with both cases of the control input matrix $\mathbf{B}$. These are index-2 DAEs with the same matrix pencil ( $\mathbf{E}, \mathbf{A}$ ). These DAEs are solvable and they have only one finite eigenvalue, thus we expect their decoupled systems to have a differential part.
(i) For this case, we use the control input matrix $\mathbf{B}$ of Example 3.2.1(i). Using the implicit decoupling procedure this system can be decoupled in to the form (6.2.3) given by

$$
\begin{align*}
&-\quad-\frac{2}{3} \xi_{p}^{\prime}=\xi_{p}+\frac{1}{2} \boldsymbol{u}, \\
&\left(\begin{array}{rr}
-1 & -1 \\
-1 & 1
\end{array}\right) \xi_{q, 1}=\binom{0}{0} \xi_{p}+\binom{0}{0} \boldsymbol{u}, \\
&\left(\begin{array}{rr}
-\frac{20}{7} & \frac{3}{7} \\
\frac{4}{7} & -\frac{2}{7}
\end{array}\right) \xi_{q, 0}=\binom{\frac{11}{3}}{-\frac{2}{3}} \xi_{p}+\binom{\frac{17}{14}}{-\frac{1}{7}} \boldsymbol{u}+\left(\begin{array}{rr}
-1 & -\frac{13}{7} \\
0 & \frac{4}{7}
\end{array}\right)\left[\begin{array}{l}
\left.\xi_{q, 1}^{\prime}-\xi_{q, 1}\right], \\
\boldsymbol{y}
\end{array}\right.  \tag{8.3.1}\\
&=\frac{2}{3} \xi_{p}+\left(\begin{array}{ll}
1 & -1
\end{array}\right) \xi_{q, 1}+\left(\begin{array}{ll}
1 & 0
\end{array}\right) \xi_{q, 0} .
\end{align*}
$$

Before, we apply the IIMOR method on the system (8.3.1), we need to use the AE
method which leads to a AE reduced-order model given by

$$
\begin{align*}
-\frac{2}{3} \xi_{p}^{\prime} & =\xi_{p}+\frac{1}{2} \boldsymbol{u}, \\
\left(\begin{array}{rr}
-1 & -1 \\
-1 & 1
\end{array}\right) \xi_{q, 1} & =\binom{0}{0} \xi_{p}+\binom{0}{0} \boldsymbol{u},  \tag{8.3.2}\\
-2 \xi_{\xi_{1}, 0} & =\frac{8}{3} \xi_{p}+\boldsymbol{u}-\left(\begin{array}{ll}
1 & 1
\end{array}\right)\left[\xi_{q, 1}^{\prime}-\xi_{q, 1}\right], \\
\boldsymbol{y} & =\frac{2}{3} \xi_{p}+\left(\begin{array}{ll}
1 & -1
\end{array}\right) \xi_{q, 1}+\xi_{q, 0},
\end{align*}
$$

We can now apply the IIMOR method as follow. This done by first rewriting system (8.3.2) into the form (8.2.1) with system matrices given by

$$
\begin{align*}
& \mathbf{E}_{p}=-\frac{2}{3}, \mathbf{A}_{p}=1, \mathbf{B}_{p}=\frac{1}{2}, \mathbf{C}_{p}=\frac{2}{3}, \\
& \mathcal{L}=\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & -1 & 0
\end{array}\right), \mathcal{L}_{q}=\left(\begin{array}{rrr}
-1 & -1 & 0 \\
-1 & 1 & 0 \\
-1 & -1 & -2
\end{array}\right), \mathbf{A}_{q}=\left(\begin{array}{l}
0 \\
0 \\
\frac{8}{3}
\end{array}\right), \mathbf{B}_{q}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \mathbf{C}_{q}=\left(\begin{array}{r}
1 \\
-1 \\
1
\end{array}\right) . \tag{8.3.3}
\end{align*}
$$

We can observe that the differential part cannot be reduced any further, thus we can just set $\mathbf{V}_{p}=1$. In order to further reduce the algebraic parts, we use (8.2.9) to construct the Krylov subspace of order $\mu=2$ given by,

$$
\mathcal{K}_{2}\left(\tilde{\mathbf{N}}_{q}, \tilde{\mathbf{R}}_{q}\right)=\operatorname{Span}\left\{\tilde{\mathbf{R}}_{q}, \tilde{\mathbf{N}}_{q} \tilde{\mathbf{R}}_{q}\right\},
$$

where $\mathbf{R}_{q}=\left[\begin{array}{ll}\mathbf{B}_{q} & \mathbf{A}_{q} \mathbf{V}_{p}\end{array}\right]=\left(\begin{array}{ll}0 & 0 \\ 0 & 0 \\ 1 & \frac{8}{3}\end{array}\right), \tilde{\mathbf{N}}_{q}=\mathcal{L}_{q}^{-1} \mathbf{N}_{q}=\left(\begin{array}{rrr}0 & 0 & 0 \\ 0 & 0 & 0 \\ -\frac{1}{2} & 0 & 0\end{array}\right)$ and $\tilde{\mathbf{R}}_{q}=\mathcal{L}_{q}^{-1} \mathbf{R}_{q}=\left(\begin{array}{rr}0 & 0 \\ 0 & 0 \\ -\frac{1}{2} & -\frac{4}{3}\end{array}\right)$. Then the orthonormal basis is given by $\mathbf{V}_{q}=\left(\begin{array}{lll}0 & 0 & 1\end{array}\right)^{\mathrm{T}}$. Thus, substituting (8.3.3) and orthonormal basis $\mathbf{V}_{q}$ into (8.2.11). We obtain a reduced-order model which can be written in descriptor form (8.2.12) with system matrices given by

$$
\hat{\mathbf{E}}=\left(\begin{array}{r}
-\frac{2}{3}  \tag{8.3.4}\\
0 \\
0
\end{array} 0 . \quad \hat{\mathbf{A}}=\left(\begin{array}{ll}
1 & 0 \\
\frac{8}{3} & 2
\end{array}\right), \quad \hat{\mathbf{B}}=\binom{\frac{1}{2}}{\frac{8}{3}}, \quad \hat{\mathbf{C}}=\binom{\frac{2}{3}}{1} .\right.
$$

Thus the dimension of the DAE is reduced from 5 to 2 using the IIMOR method. It is easy to check that this reduced-order mode is accurate since its transfer function and output solution coincides with that of the original DAE. If we compare the IIMOR reducedorder model (8.3.4) and (7.3.3), we observe they have the same size.
(ii) For this case, we use the control input matrix $\mathbf{B}$ of Example 3.2.1(ii). Using the implicit decoupling procedure this system can be decoupled in to the form (6.2.3) given
by

$$
\begin{align*}
-\frac{2}{3} \xi_{p}^{\prime} & =\xi_{p}+\frac{1}{2} \boldsymbol{u}, \\
\left(\begin{array}{cc}
-1 & -1 \\
-1 & 1
\end{array}\right) \xi_{q, 1} & =\binom{0}{0} \xi_{p}+\binom{0}{-1} \boldsymbol{u}, \\
\left(\begin{array}{cc}
-\frac{20}{7} & \frac{3}{7} \\
\frac{4}{7} & -\frac{2}{7}
\end{array}\right) \xi_{q, 0} & =\binom{\frac{11}{3}}{-\frac{2}{3}} \xi_{p}+\binom{0}{-1} \boldsymbol{u}+\left(\begin{array}{rr}
-1 & -\frac{13}{7} \\
0 & \frac{4}{7}
\end{array}\right)\left[\xi_{q, 1}^{\prime}-\xi_{q, 1}\right],  \tag{8.3.5}\\
\boldsymbol{y} & =\frac{2}{3} \xi_{p}+(1-1) \xi_{q, 1}+\left(\begin{array}{ll}
1 & 0
\end{array}\right) \xi_{q, 0} .
\end{align*}
$$

Here, we also first apply the AE method which leads to a reduced decoupled system given by

$$
\begin{align*}
-\frac{2}{3} \xi_{p}^{\prime} & =\xi_{p}+\frac{1}{2} u, \\
\left(\begin{array}{rr}
-1 & -1 \\
-1 & 1
\end{array}\right) \xi_{q, 1} & =\binom{0}{0} \xi_{p}+\binom{0}{-1} \boldsymbol{u},  \tag{8.3.6}\\
-2 \xi_{q_{1}, 0} & =\frac{8}{3} \xi_{p}-\frac{3}{2} \boldsymbol{u}-\left(\begin{array}{ll}
1 & 1
\end{array}\right)\left[\xi_{q, 1}^{\prime}-\xi_{q, 1}\right], \\
\boldsymbol{y} & =\frac{2}{3} \xi_{p}+\left(\begin{array}{ll}
1 & -1) \xi_{q, 1}+\xi_{q_{1}, 0},
\end{array}\right.
\end{align*}
$$

Then, we apply the implicit IMOR method as follows. This done by first rewriting system (8.3.6) into the form (8.2.1) with system matrices given by

$$
\begin{align*}
& \mathbf{E}_{p}=-\frac{2}{3}, \mathbf{A}_{p}=1, \mathbf{B}_{p}=\frac{1}{2}, \mathbf{C}_{p}=\frac{2}{3}, \\
& \mathcal{L}=\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & -1 & 0
\end{array}\right), \mathcal{L}_{q}=\left(\begin{array}{rrr}
-1 & -1 & 0 \\
-1 & 1 & 0 \\
-1 & -1 & -2
\end{array}\right), \mathbf{A}_{q}=\left(\begin{array}{l}
0 \\
0 \\
\frac{8}{3}
\end{array}\right), \mathbf{B}_{q}=\left(\begin{array}{c}
0 \\
-1 \\
-\frac{3}{2}
\end{array}\right), \mathbf{C}_{q}=\left(\begin{array}{r}
1 \\
-1 \\
1
\end{array}\right) . \tag{8.3.7}
\end{align*}
$$

We can observe that the differential part cannot be reduced any further, thus we can also just set $\mathbf{V}_{p}=1$. In order to further reduce the algebraic parts, we use (8.2.9) to construct the Krylov subspace of order $\mu=2$ given by

$$
\mathcal{K}_{2}\left(\tilde{\mathbf{N}}_{q}, \tilde{\mathbf{R}}_{q}\right)=\operatorname{Span}\left\{\tilde{\mathbf{R}}_{q}, \tilde{\mathbf{N}}_{q} \tilde{\mathbf{R}}_{q}\right\}
$$

where $\mathbf{R}_{q}=\left[\begin{array}{ll}\mathbf{B}_{q} & \mathbf{A}_{q} \mathbf{V}_{p}\end{array}\right]=\left(\begin{array}{rr}0 & 0 \\ -1 & 0 \\ -\frac{3}{2} & \frac{8}{3}\end{array}\right), \tilde{\mathbf{N}}_{q}=\mathcal{L}_{q}^{-1} \mathbf{N}_{q}=\left(\begin{array}{rrr}0 & 0 & 0 \\ 0 & 0 & 0 \\ -\frac{1}{2} & 0 & 0\end{array}\right)$ and $\tilde{\mathbf{R}}_{q}=\mathcal{L}_{q}^{-1} \mathbf{R}_{q}=\left(\begin{array}{rr}\frac{1}{2} & 0 \\ -\frac{1}{2} & 0 \\ \frac{3}{4} & -\frac{4}{3}\end{array}\right)$. Then the orthonormal basis is given by $\mathbf{V}_{q}=\left(\begin{array}{rr}\frac{1}{\sqrt{2}} & 0 \\ \frac{1}{\sqrt{2}} & 0 \\ 0 & 1\end{array}\right)$
(8.3.7) into (8.2.11), we obtain a reduced-order model with system matrices given by

$$
\begin{align*}
& \mathbf{E}_{p_{r}}=-\frac{2}{3}, \mathbf{A}_{p_{r}}=1, \mathbf{B}_{p_{r}}=\frac{1}{\sqrt{2}}, \mathbf{C}_{p_{r}}=\frac{2}{3}, \\
& \mathcal{L}_{r}=\left(\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right), \mathbf{A}_{q_{r}}=\binom{0}{\frac{8}{3}}, \mathcal{L}_{q_{r}}=\left(\begin{array}{cc}
1 & 0 \\
0 & -2
\end{array}\right), \mathbf{B}_{q_{r}}=\binom{\frac{1}{\sqrt{2}}}{-\frac{3}{2}}, \mathbf{C}_{q_{r}}=\binom{\sqrt{2}}{1} . \tag{8.3.8}
\end{align*}
$$

This reduced-order model can be written in descriptor form (8.2.12) with system matrices given by

$$
\hat{\mathbf{E}}=\left(\begin{array}{rrr}
-\frac{2}{3} & 0 & 0  \tag{8.3.9}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad \hat{\mathbf{A}}=\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & -1 & 0 \\
\frac{8}{3} & 0 & 2
\end{array}\right), \quad \hat{\mathbf{B}}=\binom{\frac{1}{\sqrt{2}}}{-\frac{3}{2}}, \quad \hat{\mathbf{C}}=\left(\begin{array}{c}
\frac{2}{3} \\
\sqrt{2} \\
1
\end{array}\right) .
$$

Thus the dimension of the DAE is reduced from 5 to 3 using the IIMOR method. It is easy to check that this reduced-order mode is accurate since its transfer function and output solution coincides with that of the original DAE. If we compare the IIMOR reducedorder model (8.3.9) and (7.3.6), we observe they have the same size.

Example 8.3.2 In this example, we used system matrices from Example 3.2.2. This is an index-3 system whose matrix pencil has at least one finite eigenvalue. Thus it can be decoupled into the form (6.3.3) given by

$$
\begin{align*}
& \frac{1}{2} \xi_{p}^{\prime}=-\xi_{p}+\boldsymbol{u}, \\
& -\xi_{q, 2}=0 \xi_{p}+\boldsymbol{u}, \\
& \frac{1}{2} \xi_{q, 1}=0 \xi_{p}+\boldsymbol{u}+\frac{1}{2} \xi_{q, 2}+\frac{1}{2} \xi_{q, 2}^{\prime}, \\
& \left(\begin{array}{rrrrrr}
-\frac{1}{3} & \frac{2}{3} & 0 & 0 & 0 & 0 \\
\frac{2}{3} & \frac{2}{3} & 1 & 0 & 0 & 0 \\
\frac{1}{3} & \frac{1}{3} & 0 & 0 & 0 & 0 \\
\frac{1}{3} & \frac{1}{3} & 0 & 0 & 1 & 0 \\
\frac{1}{3} & \frac{1}{3} & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & -1 & -1 & -1
\end{array}\right) \xi_{q, 0}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0 \\
0 \\
0
\end{array}\right) \xi_{p}+\left(\begin{array}{l}
0 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right) \boldsymbol{u}+\left(\begin{array}{r}
\frac{1}{3} \\
-\frac{2}{3} \\
-\frac{1}{3} \\
-\frac{1}{3} \\
-\frac{1}{3} \\
0
\end{array}\right) \xi_{q, 2}+\left(\begin{array}{r}
-\frac{1}{3} \\
-\frac{1}{3} \\
\frac{1}{3} \\
\frac{1}{3} \\
\frac{1}{3} \\
0
\end{array}\right) \xi_{q, 1}+\left(\begin{array}{r}
\frac{1}{3} \\
\frac{1}{3} \\
-\frac{1}{3} \\
-\frac{1}{3} \\
-\frac{1}{3} \\
0
\end{array}\right) \xi_{q, 2}^{\prime}+\left(\begin{array}{r}
-\frac{1}{3} \\
\frac{2}{3} \\
\frac{1}{3} \\
\frac{1}{3} \\
\frac{1}{3} \\
0
\end{array}\right) \xi_{q, 1}^{\prime},  \tag{8.3.10}\\
& \boldsymbol{y}=\xi_{p}+0 \xi_{q, 2}+0 \xi_{q, 1}+(000001) \xi_{q, 0} .
\end{align*}
$$

We can observe that the DAE system of dimension is decoupled into 1 differential equation and 8 algebraic equations. Also here, we used the AE method on (8.3.10), which reduced it to an index-2 reduced order system given by

$$
\begin{gather*}
\frac{1}{2} \xi_{p}^{\prime}=-\xi_{p}+\boldsymbol{u}  \tag{8.3.11a}\\
-\xi_{q, 2}=0 \xi_{p}+\boldsymbol{u} \tag{8.3.11b}
\end{gather*}
$$

$$
\begin{align*}
\left(\begin{array}{rrr}
0 & 1 & 0 \\
0 & 0 & 1 \\
-1 & -1 & -1
\end{array}\right) \xi_{q, 0} & =\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \xi_{p}+\left(\begin{array}{r}
-1 \\
-1 \\
2
\end{array}\right) \boldsymbol{u}+\left(\begin{array}{r}
0 \\
0 \\
-1
\end{array}\right) \xi_{q, 2}+\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right) \xi_{q, 2}^{\prime},  \tag{8.3.11c}\\
\boldsymbol{y} & =\xi_{p}+0 \xi_{q, 2}+\left(\begin{array}{lll}
0 & 0 & 1
\end{array}\right) \xi_{q, 0} . \tag{8.3.11d}
\end{align*}
$$

We can observe the decoupled system cannot be completely reduced by the AE method, thus we can now apply the implicit IMOR method as follows. The AE reduced model can be written into the form (8.2.1) with system matrices given by

$$
\begin{align*}
\mathbf{E}_{p} & =\frac{1}{2}, \mathbf{A}_{p}=-1, \mathbf{B}_{p}=1, \mathbf{C}_{p}=1, \\
\mathcal{L} & =\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right), \mathcal{L}_{q}=\left(\begin{array}{rrrr}
-1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
1 & -1 & -1 & -1
\end{array}\right), \mathbf{A}_{q}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right), \mathbf{B}_{q}=\left(\begin{array}{r}
1 \\
-1 \\
-1 \\
2
\end{array}\right), \mathbf{C}_{q}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) . \tag{8.3.12}
\end{align*}
$$

We can observe that the differential part cannot be reduced any further, thus we can just set $\mathbf{V}_{p}=1$. In order to further reduce the algebraic parts, we use (8.2.9) to construct the Krylov subspace of order $\mu=2$,

$$
\mathcal{K}_{2}\left(\tilde{\mathbf{N}}_{q}, \tilde{\mathbf{R}}_{q}\right)=\operatorname{Span}\left\{\tilde{\mathbf{R}}_{q}, \tilde{\mathbf{N}}_{q} \tilde{\mathbf{R}}_{q}\right\}
$$

where $\mathbf{R}_{q}=\left[\begin{array}{ll}\mathbf{B}_{q} & \mathbf{A}_{q} \mathbf{V}_{p}\end{array}\right]=\left(\begin{array}{r}1 \\ -1\end{array} 0\right.$ the orthonormal basis is given by $\mathbf{V}_{q}=\left(\begin{array}{ccc}1 & 0 & 0 \\ 0 & -\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \\ 0 & -\frac{1}{2} & -\frac{1}{2} \\ 0 & -\frac{1}{2} & -\frac{1}{2}\end{array}\right)$. Substituting orthonormal basis $\mathbf{V}_{q}$ and (8.3.12) into (8.2.11). We obtain a reduced-order model with system matrices given by

$$
\begin{align*}
\mathbf{E}_{p_{r}} & =\frac{1}{2}, \mathbf{A}_{p_{r}}=-1, \mathbf{B}_{p_{r}}=1, \mathbf{C}_{p_{r}}=1, \\
\mathcal{L}_{r} & =\left(\begin{array}{rrr}
0 & 0 & 0 \\
-\frac{1}{2} & 0 & 0 \\
-\frac{1}{2} & 0 & 0
\end{array}\right), \mathcal{L}_{q_{r}}=\left(\begin{array}{ccc}
-1 & 0 & 0 \\
-\frac{1}{2} & -\frac{1}{4} & \frac{2 \sqrt{2}-1}{4} \\
-\frac{1}{2} & -\frac{2 \sqrt{2}+1}{4} & -\frac{1}{4}
\end{array}\right), \mathbf{A}_{q_{r}}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right), \mathbf{B}_{q_{r}}=\left(\begin{array}{r}
1 \\
\frac{\sqrt{2}-1}{2} \\
-\frac{\sqrt{2}+1}{2}
\end{array}\right), \mathbf{C}_{q_{r}}=\left(\begin{array}{r}
0 \\
-\frac{1}{2} \\
-\frac{1}{2}
\end{array}\right) . \tag{8.3.13}
\end{align*}
$$

The reduced system can be written in descriptor form (8.2.12) with system matrices
given by

$$
\hat{\mathbf{E}}=\left(\begin{array}{cccc}
\frac{1}{2} & 0 & 0 & 0  \tag{8.3.14}\\
0 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0 \\
0 & \frac{1}{2} & 0 & 0
\end{array}\right), \hat{\mathbf{A}}=\left(\begin{array}{cccc}
-1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & \frac{1}{2} & \frac{1}{4} & \frac{-2 \sqrt{2}+1}{4} \\
0 & \frac{1}{2} & \frac{2 \sqrt{2}+1}{4} & \frac{1}{4}
\end{array}\right), \quad \hat{\mathbf{B}}=\left(\begin{array}{c}
1 \\
1 \\
\frac{\sqrt{2}-1}{2} \\
-\frac{\sqrt{2}+1}{2}
\end{array}\right), \quad \hat{\mathbf{C}}=\left(\begin{array}{c}
1 \\
0 \\
-\frac{1}{2} \\
-\frac{1}{2}
\end{array}\right) .
$$

Thus the dimension of the DAE is reduced from 9 to 4 using the IIMOR method. It is easy to check that this reduced-order mode is accurate since its transfer function and output solution coincides with that of the original DAE. If we compare the IIMOR reducedorder model (8.3.14) and (7.3.9), we observe that the IIMOR reduced model is a much larger reduced model.

### 8.4 Extension of IIMOR method to truncation methods

In this Section, we discuss how the IIMOR method can be extended to the truncation methods especially the balanced truncation method. This approach is the same as that discussed in Section 7.4 for the case of the IMOR method. However, for this case we need to solve the generalized Lyapunov equations in order to compute the system controllability and observability Gramians. This is done as follows. Consider a stable DAE (8.0.1) which is decoupled into a stable implicit decoupled system in the form (8.2.1) given by

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u} \\
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\mathcal{L}_{q} \xi_{q}+\mathbf{B}_{q} \boldsymbol{u}  \tag{8.4.1}\\
\boldsymbol{y} & =\mathbf{C}_{p}^{\mathrm{T}} \xi_{p}+\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}
\end{align*}
$$

where $\mathcal{L}$ is a nilpotent matrix of index $\mu . \mathcal{L}_{q}$ is a nonsingular lower triangular matrix with block diagonal matrices for $\mu>1 . \xi_{p} \in \mathbb{R}^{n_{p}}, \xi_{q} \in \mathbb{R}^{n_{q}}, \mathbf{A}_{q} \in \mathbb{R}^{n_{q} \times n_{p}}, \mathbf{B}_{q} \in \mathbb{R}^{n_{q} \times m}$ and $\mathbf{C}_{q} \in \mathbb{R}^{n_{q} \times \ell}, \mathbf{C}_{p} \in \mathbb{R}^{n_{p} \times \ell}$. Then (8.4.1) can be strictly separated obtaining,

$$
\begin{align*}
\mathbf{E}_{p} \xi_{p}^{\prime} & =\mathbf{A}_{p} \xi_{p}+\mathbf{B}_{p} \boldsymbol{u}  \tag{8.4.2}\\
\boldsymbol{y}_{p} & =\mathbf{C}_{p}^{\mathrm{T}_{\xi_{p}}}
\end{align*}
$$

and

$$
\begin{align*}
-\mathcal{L} \xi_{q}^{\prime} & =\mathbf{A}_{q} \xi_{p}-\mathcal{L}_{q} \xi_{q}+\mathbf{B}_{q} \boldsymbol{u},  \tag{8.4.3a}\\
\boldsymbol{y}_{q} & =\mathbf{C}_{q}^{\mathrm{T}} \xi_{q}, \tag{8.4.3b}
\end{align*}
$$

where (8.4.2) and (8.4.3) are the differential and algebraic subsystems. Then the output equation can be reconstructed using: $\boldsymbol{y}=\boldsymbol{y}_{p}+\boldsymbol{y}_{q}$. We have already discussed that if the DAE system is stable then the differential part must also be stable. This implies that $\sigma\left(\mathbf{E}_{p}, \mathbf{A}_{p}\right) \subset \mathbb{C}^{-}$.

### 8.4.1 Reduction of the differential part

Here, we follow the same steps as in Section 7.4.1. After applying the balancing transformation $\xi_{p}=\mathbf{T}_{p} \tilde{\xi}_{p}$ on (8.4.2). We seek a balanced system given by

$$
\begin{align*}
\tilde{\mathbf{E}}_{p} \tilde{\xi}_{p}^{\prime} & =\tilde{\mathbf{A}}_{p} \tilde{\xi}_{p}+\tilde{\mathbf{B}}_{p} \boldsymbol{u}, \\
\tilde{\boldsymbol{y}}_{p} & =\tilde{\mathbf{C}}_{p}^{\tilde{\sigma}_{j}} \tilde{\xi}_{p} \tag{8.4.4}
\end{align*}
$$

where $\tilde{\mathbf{E}}_{p}=\mathbf{T}_{p}^{-1} \mathbf{E}_{p} \mathbf{T}_{p}, \tilde{\mathbf{A}}_{p}=\mathbf{T}_{p}^{-1} \mathbf{A}_{p} \mathbf{T}_{p}, \tilde{\mathbf{B}}_{p}=\mathbf{T}_{p}^{-1} \mathbf{B}_{p}$ and $\tilde{\mathbf{C}}_{p}=\mathbf{T}_{p}^{\mathrm{T}} \mathbf{C}_{p}$. Using the coefficient matrices of (8.4.2), we need to compute the balancing transformation nonsingular matrix $\mathbf{T}_{p}$. This is done by solving the two generalized Lyapunov equations

$$
\begin{equation*}
\mathbf{E}_{p} \mathcal{P}_{p} \mathbf{A}_{p}^{\mathrm{T}}+\mathbf{A}_{p} \mathcal{P}_{p} \mathbf{E}_{p}^{\mathrm{T}}=-\mathbf{B}_{p} \mathbf{B}_{p}^{\mathrm{T}}, \quad \mathbf{E}_{p}^{\mathrm{T}} Q_{p} \mathbf{A}_{p}+\mathbf{A}_{p}^{\mathrm{T}} Q_{p} \mathbf{E}_{p}=-\mathbf{C}_{p} \mathbf{C}_{p}^{\mathrm{T}} . \tag{8.4.5}
\end{equation*}
$$

for the controllability Gramian $\mathcal{P}_{p}$ and observability Gramian $Q_{p}$ instead of (7.4.5). We then follow procedure (7.4.6) - (7.4.8) to derive the balancing transformation $\mathbf{T}_{p} \in \mathbb{R}^{n_{p} \times n_{p}}$ and its inverse given by

$$
\begin{equation*}
\mathbf{T}_{p}=\mathbf{U}_{p} \mathbf{K}_{p} \Sigma_{p}^{-1 / 2} \quad \text { and } \quad \mathbf{T}_{p}^{-1}=\Sigma_{p}^{1 / 2} \mathbf{K}_{p}^{\mathrm{T}} \mathbf{U}_{p}^{-1} \tag{8.4.6}
\end{equation*}
$$

It can also easily be shown that $\mathbf{T}_{p}$ indeed balances the system (8.4.2) that is, $\mathbf{T}_{p}^{-1} \mathcal{P}_{p} \mathbf{T}_{p}^{-\mathrm{T}}=\Sigma_{p}$ and $\mathbf{T}_{p}^{\mathrm{T}} Q_{p} \mathbf{T}_{p}=\Sigma$. We then truncate the balanced system (8.4.4) in order to obtain a reduced-order model of (8.4.2). Since a transformation was defined which transforms the system according to the Hankel singular values, now very easily a
truncation can be defined using the partition of the diagonal matrix $\Sigma_{p}$ given by

$$
\Sigma_{p}=\left(\begin{array}{cc}
\Sigma_{p_{1}} & \mathbf{0} \\
\mathbf{0} & \Sigma_{p_{2}}
\end{array}\right),
$$

where $\Sigma_{p_{1}}$ contains the largest Hankel singular values. Thus $\tilde{\mathbf{E}}_{p}, \tilde{\mathbf{A}}_{p}, \tilde{\mathbf{B}}_{p}$ and $\tilde{\mathbf{C}}_{p}$ can be partitioned in conformance with $\Sigma_{p}$ :

$$
\tilde{\mathbf{E}}_{p}=\left(\begin{array}{l}
\tilde{\mathbf{E}}_{p_{11}}  \tag{8.4.7}\\
\tilde{\mathbf{E}}_{p_{12}} \\
\tilde{\mathbf{E}}_{p_{21}} \mathbf{E}_{p_{22}}
\end{array}\right), \quad \tilde{\mathbf{A}}_{p}=\left(\begin{array}{l}
\tilde{\mathbf{A}}_{p_{11}} \\
\tilde{\mathbf{A}}_{p_{12}} \\
\tilde{\mathbf{A}}_{p_{21}} \\
\tilde{\mathbf{A}}_{p_{22}}
\end{array}\right), \quad \tilde{\mathbf{B}}_{p}=\binom{\tilde{\mathbf{B}}_{p_{1}}}{\tilde{\mathbf{B}}_{p_{2}}}, \quad \tilde{\mathbf{C}}_{p}=\binom{\tilde{\mathbf{C}}_{p_{1}}}{\tilde{\mathbf{C}}_{p_{2}}}
$$

and transformed variables can also be partitioned as $\tilde{\xi}_{p}=\left(\tilde{\xi}_{p_{1}}^{\mathrm{T}}, \tilde{\xi}_{p_{2}}^{\mathrm{T}}\right)^{\mathrm{T}}$. Thus the reducedorder model of the differential subsystem (8.4.2) is given by

$$
\begin{align*}
\mathbf{E}_{p_{r}} \xi_{p_{r}}^{\prime} & =\mathbf{A}_{p_{r}} \xi_{p_{r}}+\mathbf{B}_{p_{r}} \boldsymbol{u},  \tag{8.4.8}\\
\boldsymbol{y}_{p_{r}} & =\mathbf{C}_{p_{r}}^{\mathrm{T}} \xi_{p_{r}}
\end{align*}
$$

where $\mathbf{E}_{p_{r}}=\tilde{\mathbf{E}}_{p_{11}}, \mathbf{A}_{p_{r}}=\tilde{\mathbf{A}}_{p_{11}} \in \mathbb{R}^{r \times r}, \mathbf{B}_{p_{r}}=\tilde{\mathbf{B}}_{p_{1}} \in \mathbb{R}^{r \times m}, \mathbf{C}_{p_{r}}=\tilde{\mathbf{C}}_{p_{1}} \in \mathbb{R}^{r \times \ell}$ and $\xi_{p_{r}}=\tilde{\xi}_{p_{1}} \in \mathbb{R}^{r}, \boldsymbol{y}_{p_{r}}=\tilde{\boldsymbol{y}}_{p} \in \mathbb{R}^{\ell \times r}$. The reduced-order model (8.4.8) is also stable with Hankel singular values given by diagonal elements of $\Sigma_{p_{1}}=\operatorname{diag}\left(\sigma_{1}, \cdots, \sigma_{r}\right)$ with $\sigma_{1} \geq \sigma_{2} \geq \cdots \geq \sigma_{r}>0$, where $r \ll n_{p}$ is the order of the reduced system (8.4.8). It is also possible to choose $r$ via computable error bound (7.4.12).

### 8.4.2 Reduction of the algebraic part

We have seen that in the previous Section, we have just reduced the differential subsystem (8.4.2) but the algebraic subsystem (8.4.3) is left unreduced. However, if we make a transformation $\xi_{p}=\mathbf{T}_{p} \tilde{\xi}_{p}$, where $\mathbf{T}_{p}$ is the balancing transformation of the differential part (8.4.2), it induces a balancing also in the algebraic part. Thus (8.4.3a) can be written as

$$
\begin{equation*}
-\mathcal{L} \tilde{\xi}_{q}^{\prime}=\mathbf{A}_{q} \mathbf{T} \tilde{\xi}_{p}-\mathcal{L}_{q} \tilde{\xi}_{q}+\mathbf{B}_{q} \boldsymbol{u} \tag{8.4.9}
\end{equation*}
$$

where $\tilde{\xi}_{q}$ is the approximation of $\xi_{q}$ induced by balancing of the differential subsystem (8.4.2). Thus, we can also partition $\tilde{\mathbf{A}}_{q}=\mathbf{A}_{q} \mathbf{T}_{p}$ as $\tilde{\mathbf{A}}_{q}=\left(\tilde{\mathbf{A}}_{q_{11}} \tilde{\mathbf{A}}_{q_{12}}\right)$ corresponding to
the partition in (8.4.7). Thus, (8.4.9) can be reduced to

$$
\begin{equation*}
-\mathcal{L} \tilde{\xi}_{q}^{\prime}=\tilde{\mathbf{A}}_{q_{11}} \tilde{\xi}_{p_{1}}-\mathcal{L}_{q} \tilde{\xi}_{q}+\mathbf{B}_{q} \boldsymbol{u} \tag{8.4.10}
\end{equation*}
$$

From (8.4.10), without loss of generality and using (8.2.9), we have

$$
\begin{equation*}
\xi_{q} \in \mathcal{T}_{q}=\mathcal{K}_{\mu}\left(\mathcal{L}_{q}^{-1} \mathbf{N}_{q}, \mathcal{L}_{q}^{-1} \mathbf{R}_{q}\right), \tag{8.4.11}
\end{equation*}
$$

with $\mathbf{R}_{q}=\left(\begin{array}{ll}\mathbf{B}_{q} & \tilde{\mathbf{A}}_{q_{11}}\end{array}\right) \in \mathbb{R}^{n_{q} \times(r+1) m}$ and $\mathbf{N}_{q}=\mathcal{L} \mathcal{L}_{q}^{-1}$. We denote by $\mathbf{T}_{q}$ an orthonormal basis of $\mathcal{T}_{q}$, so that $\mathbf{T}_{q}^{\mathrm{T}} \mathbf{T}_{q}=$ I, and we write $\tilde{\xi}_{q}=\mathbf{T}_{q} \xi_{q_{r}}$. Thus, substituting $\tilde{\xi}_{q}=\mathbf{T}_{q} \xi_{q_{r}}$ into (8.4.11) and (8.4.3b), we obtain the reduced-order model of the algebraic part (8.4.3) given by

$$
\begin{align*}
-\mathcal{L}_{r} \xi_{q_{r}}^{\prime} & =\mathbf{A}_{q_{r}} \xi_{p_{r}}-\mathcal{L}_{q_{r}} \xi_{q_{r}}+\mathbf{B}_{q_{r}} \boldsymbol{u},  \tag{8.4.12a}\\
\boldsymbol{y}_{q_{r}} & =\mathbf{C}_{q_{r}}^{\mathrm{T}} \xi_{q_{r}} . \tag{8.4.12b}
\end{align*}
$$

where $\mathcal{L}_{q_{r}}=\mathbf{T}_{q}^{\mathrm{T}} \mathcal{L}_{q} \mathbf{T}_{q}, \mathcal{L}_{r}=\mathbf{T}_{q}^{\mathrm{T}} \mathcal{L} \mathbf{T}_{q} \in \mathbb{R}^{\tau \times \tau}, \mathbf{A}_{q_{r}}=\mathbf{T}_{q}^{\mathrm{T}} \tilde{\mathbf{A}}_{q_{11}} \in \mathbb{R}^{\tau \times r}, \mathbf{B}_{q_{r}}=\mathbf{T}_{q}^{\mathrm{T}} \mathbf{B}_{q} \in \mathbb{R}^{\tau \times m}$ and $\quad \mathbf{C}_{q_{r}}=\mathbf{T}_{q}^{\mathrm{T}} \mathbf{C}_{q} \in \mathbb{R}^{\tau \chi \ell}$. We note that the dimension of the reduced algebraic system is given by $\tau=\operatorname{dim}\left(\mathcal{T}_{q}\right)<n_{q}$. Thus, the IMOR reduced-order model based on the balanced truncation method of a DAE is given by

$$
\begin{align*}
\mathbf{E}_{p_{r}} \xi_{p_{r}}^{\prime} & =\mathbf{A}_{p_{r}} \xi_{p_{r}}+\mathbf{B}_{p_{r}} \boldsymbol{u}, \\
-\mathcal{L}_{r} \xi_{q_{r}}^{\prime} & =\mathbf{A}_{q_{r}} \xi_{p_{r}}-\mathcal{L}_{q_{r}} \xi_{q_{r}}+\mathbf{B}_{q_{r}} \boldsymbol{u},  \tag{8.4.13}\\
\boldsymbol{y}_{r} & =\mathbf{C}_{p_{r}}^{\mathrm{T}} \xi_{p_{r}}+\mathbf{C}_{q_{r}}^{\mathrm{T}} \xi_{q_{r}},
\end{align*}
$$

with total dimension $r+\tau \ll n$, where $r$ and $\tau$ are the dimension of the reduced differential and algebraic parts, respectively. We note that this reduced-order model will also be always stable and have a computable error bound for the differential part. This is illustrated in the next example.

Example 8.4.1 For comparison, we use system matrices (7.4.19) from Example 7.4.1. This DAE can be decoupled into the form (8.4.1) with system matrices

$$
\begin{aligned}
& \mathbf{E}_{p}=\left(\begin{array}{rrr}
2 & -1 & 0 \\
-1 & 2 & 0 \\
0 & 0 & 1
\end{array}\right), \mathbf{A}_{p}=\left(\begin{array}{rrr}
-0.2 & 0.1 & 0 \\
0.1 & -0.1 & -1.0 \\
0 & 1.0 & 0.0
\end{array}\right), \mathbf{B}_{p}=\left(\begin{array}{l}
0.1 \\
0 \\
0
\end{array}\right), \mathbf{C}_{p}=\left(\begin{array}{l}
0 \\
0 \\
1
\end{array}\right), \mathcal{L}=\left(\begin{array}{llll}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \\
& \mathcal{L}_{q}=\left(\begin{array}{cccc}
0 & 0.1 & 0 & 1 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0.1 & 0 & 1 & 0
\end{array}\right), \mathbf{A}_{q}=\left(\begin{array}{rrr}
0 & 0 & 1 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0.1 & 0 & 0
\end{array}\right), \mathbf{B}_{q}=\left(\begin{array}{r}
0 \\
-1 \\
0 \\
0
\end{array}\right), \mathbf{C}_{q}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right) .
\end{aligned}
$$

We can observe that the DAE is decoupled into $n_{p}=3$ differential equations and $n_{q}=4$ algebraic equations, and the decoupled system is still stable since $\sigma\left(\mathbf{E}_{p}, \mathbf{A}_{p}\right)=\sigma_{f}(\mathbf{E}, \mathbf{A})$. Next, we use the balanced truncation method to reduce the dimension of the system. This can be done as follows. We substitute matrices $\mathbf{E}_{p}, \mathbf{A}_{p}, \mathbf{B}_{p}$ and $\mathbf{C}_{p}$ into (8.4.5) to solve for the Gramians given by

$$
\mathcal{P}_{p}=\left(\begin{array}{lll}
0.0169 & 0.0086 & 0.0025 \\
0.0086 & 0.0167 & 0.0000 \\
0.0025 & 0.0000 & 0.0250
\end{array}\right) \quad \text { and } \quad Q_{p}=\left(\begin{array}{ccc}
2.5 & 5.0 & 0.25 \\
5.0 & 10.0 & 0.5 \\
0.25 & 0.5 & 15.025
\end{array}\right)
$$

We can then use these Gramians to construct the balancing transformation and its inverse using (8.4.6) obtaining

$$
\mathbf{T}_{p}=\left(\begin{array}{ccc}
0.6486 & 1.2972 & 4.7167  \tag{8.4.14}\\
2.0457 & 4.0913 & -1.5068 \\
0.0007 & -0.0005 & -0.0001
\end{array}\right) \quad \text { and } \quad \mathbf{T}_{p}^{-1} \quad=\left(\begin{array}{ccc}
0.054218 & 0.12336 & 1095.7 \\
0.04379 & 0.16026 & -547.85 \\
0.19251 & -0.061038 & 0
\end{array}\right)
$$

Substituting (8.4.14) into (8.4.4), we obtain a balanced system which can then be partitioned in conformance with $\Sigma_{p}$ to obtain a reduced-order algebraic subsystem of the form (8.4.8) with coefficient matrices given by

$$
\begin{align*}
& \mathbf{E}_{p_{r}}=\left(\begin{array}{cc}
0.99324 & 0.023928 \\
-0.021333 & 1.0755
\end{array}\right), \mathbf{A}_{p_{r}}=\left(\begin{array}{cc}
-0.046022 & 0.82467 \\
-0.86258 & -0.024527
\end{array}\right), \\
& \mathbf{B}_{p_{r}}=\binom{0.064859}{0.20457}, \mathbf{C}_{p_{r}}=\binom{0.19251}{-0.061038} . \tag{8.4.15}
\end{align*}
$$

We observe that the reduced-order subsystem is of dimension $r=2$ and the computable error bound is given by $\left\|\mathbf{H}_{p}-\mathbf{H}_{p_{r}}\right\|_{2} \leq 11.6 \times 10^{-9}\|\boldsymbol{u}\|_{2}$. We can then compute the
orthonormal basis $\mathbf{T}_{q}$ using (8.4.11) which reduces the algebraic subsystem which is given by

$$
\mathbf{T}_{q}=\left(\begin{array}{ccc}
-9.9504 \cdot 10^{-1} & 7.3880 \cdot 10^{-4} & -9.9519 \cdot 10^{-2}  \tag{8.4.16}\\
0 & 0 & 0 \\
9.9521 \cdot 10^{-2} & 7.0866 \cdot 10^{-3} & -9.9501 \cdot 10^{-1} \\
2.9859 \cdot 10^{-5} & 9.9997 \cdot 10^{-1} & 7.1250 \cdot 10^{-3}
\end{array}\right)
$$

Substituting (8.4.16) into (8.4.12), we obtain reduced-order algebraic subsystem which is given by

$$
\begin{align*}
& \mathcal{L}_{r}=\left(\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \mathcal{L}_{q_{r}}=\left(\begin{array}{ccc}
-2.9711 \cdot 10^{-5} & -0.99501 & -0.0071196 \\
1.7923 \cdot 10^{-5} & 0.0078991 & -1.0049 \\
-2.844 \cdot 10^{-6} & -0.099465 & -0.0078694
\end{array}\right), \mathbf{A}_{q_{r}}=\left(\begin{array}{cl}
-0.19156 & 0.060735 \\
0.0055639 & 0.012291 \\
-0.01912 & 0.0061623
\end{array}\right), \\
& \mathbf{B}_{q_{r}}=\left(\begin{array}{l}
0 \\
0 \\
0
\end{array}\right) \text { and } \mathbf{C}_{q_{r}}=\left(\begin{array}{l}
2.9859 \cdot 10^{-5} \\
0.99997 \\
0.007125
\end{array}\right) \tag{8.4.17}
\end{align*}
$$

Thus the algebraic system is reduced to dimension $\tau=3$. Substituting (8.4.15) and (8.4.17) into (8.4.13) we obtained a IMOR reduced-order model based on balanced truncation which we can write in the descriptor form with system matrices given by

$$
\begin{align*}
& \mathbf{E}_{r}=\left(\begin{array}{ccccc}
0.99324 & 0.023928 & 0 & 0 & 0 \\
-0.021333 & 1.0755 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right), \mathbf{B}_{r}=\left(\begin{array}{c}
0.064859 \\
0.20457 \\
0 \\
0 \\
0
\end{array}\right), \mathbf{C}_{r}=\left(\begin{array}{c}
0.19251 \\
-0.061038 \\
2.9859 \times 10^{-5} \\
0.99997 \\
0.007125
\end{array}\right), \\
& \mathbf{A}_{r}=\left(\begin{array}{ccccl}
-0.046022 & 0.82467 & 0 & 0 & 0 \\
-0.86258 & -0.024527 & 0 & 0 & 0 \\
0 & 0 & -2.9711 \times 10^{-5} & -0.99501 & -0.0071196 \\
0 & 0 & 1.7923 \times 10^{-5} & 0.0078991 & -1.0049 \\
0 & 0 & -2.844 \times 10^{-6} & -0.099465 & -0.0078694
\end{array}\right) . \tag{8.4.18}
\end{align*}
$$

Hence the DAE (7.4.19) is reduced to a reduced-order model (8.4.18) of dimension $r+\tau=5$. We note the solution and transfer function coincides with those illustrated in Figure 7.1 and 7.2.

### 8.5 Properties of the IIMOR method

The IIMOR method is an extension of the IMOR method, thus it will also inherits all the properties of the IMOR method. The main difference between the IMOR and IIMOR methods is that IMOR method leads to explicit decoupled reduced-order models while IIMOR method leads to implicit decoupled reduced-order models. We note that these two methods coincide if and only if $\mathbf{E}_{p}=\mathrm{I}$ and $\mathcal{L}_{q}=\mathrm{I}$. However, the IIMOR method is computationally cheaper than the IMOR method. The IIMOR and IMOR methods always preserves the index of the DAEs. Following the same procedure as for the case of IMOR method in Section 7.5. The properties of the IIMOR method are discussed as follows. From (8.2.2), the transfer function of the DAE (8.0.1) can be decomposed as

$$
\mathbf{H}(s)=\left(\mathbf{C}_{p}^{\mathrm{T}} \mathbf{C}_{q}^{\mathrm{T}}\right)\left(\begin{array}{cc}
s \mathbf{E}_{p}-\mathbf{A}_{p} & 0  \tag{8.5.1}\\
-\mathbf{A}_{q} & \mathcal{L}_{q}-s \mathcal{L}
\end{array}\right)^{-1}\binom{\mathbf{B}_{p}}{\mathbf{B}_{q}}=\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s),
$$

where $\mathbf{H}_{p}(s):=\mathbf{C}_{p}^{\mathrm{T}}\left(s \mathbf{E}_{p}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}$ and $\mathbf{H}_{q}(s):=\mathbf{C}_{q}^{\mathrm{T}}\left(\mathcal{L}_{q}-s \mathcal{L}\right)^{-1}\left[\mathbf{A}_{q}\left(s \mathbf{E}_{p}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}+\mathbf{B}_{q}\right]$ are transfer functions corresponding to the differential part and algebraic parts, respectively. We can use (8.5.1) to show that the IMOR methods also preserves the properties of the MOR. These properties are discussed as follows.
(i) Moment matching property.

After the reduction of the differential part of the decoupled system using the block Arnoldi process, it preserves the first $r$ moments of the differential component $\mathbf{H}_{p}(s)$ of the decomposed transfer function (8.5.1). This leads to the following Theorem.

Theorem 8.5.1 IIMOR methods preserves the moment matching property if and only if the conventional MOR method applied on the differential part preserves the moment matching property.

Proof 8.5.1 The proof can be summarized following the same procedure as in [49]. If we choose the expansion point as $s_{0}=0$ and assume $\mathbf{A}_{p}$ is nonsingular. Then the transfer function $\mathbf{H}_{p}(s)$ of the differential part can be written as $\mathbf{H}_{p}(s)=\sum_{k=0}^{\infty} \mathbf{h}_{p}^{(k)} s^{k}$ where $\mathbf{h}_{p}^{(k)}=(-1)^{k} \mathbf{C}_{p}^{\mathrm{T}} \mathbf{M}_{p}^{k} \mathbf{R}_{p}$ are the (block) moments of $\mathbf{H}_{p}(s), \mathbf{M}_{p}=-\mathbf{A}_{p}^{-1} \mathbf{E}_{p}$ and $\mathbf{R}_{p}=-\mathbf{A}_{p}^{-1} \mathbf{B}_{p}$. Likewise, the transfer function of the PRIMA reduced-order
differential part can be written as $\tilde{\mathbf{H}}_{p}(s)=\sum_{k=0}^{\infty} \tilde{\mathbf{h}}_{p}^{(k)} s^{k}$ where $\tilde{\mathbf{h}}_{p}^{(k)}=(-1)^{k} \tilde{\mathbf{C}}_{p}^{\mathrm{T}} \tilde{\mathbf{M}}_{p}{ }^{k} \tilde{\mathbf{R}}_{p}$, are the moments, $\tilde{\mathbf{M}}_{p}=-\tilde{\mathbf{A}}_{p}^{-1} \tilde{\mathbf{E}}_{p}$ and $\tilde{\mathbf{R}}_{p}=-\tilde{\mathbf{A}}_{p}^{-1} \tilde{\mathbf{B}}_{p}$. Then, $\tilde{\mathbf{C}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{C}_{p}, \tilde{\mathbf{A}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p}, \tilde{\mathbf{B}}_{p}=\mathbf{V}_{p}^{\mathrm{T}} \mathbf{B}_{p}$. We can observe that $\tilde{\mathbf{h}}_{p}^{(k)}$ can be written as

$$
\tilde{\mathbf{h}}_{p}^{(k)}=-\mathbf{C}_{p}^{\mathrm{T}} \mathbf{V}_{p}\left[\left(\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p}\right)^{-1}\left(\mathbf{V}_{p}^{\mathrm{T}} \mathbf{E}_{p} \mathbf{V}_{p}\right)\right]^{k}\left(\mathbf{V}_{p}^{\mathrm{T}} \mathbf{A}_{p} \mathbf{V}_{p}\right)^{-1} \mathbf{V}_{p}^{\mathrm{T}} \mathbf{B}_{p}
$$

By construction $\mathbf{V}_{p} \mathbf{V}_{p}^{\mathrm{T}}$ is a projector onto $\mathcal{K}_{r}\left(\mathbf{M}_{p}, \mathbf{R}_{p}\right)$. Thus it holds

$$
\mathbf{V}_{p} \mathbf{V}_{p}^{\mathrm{T}} \mathbf{M}_{p}^{k} \mathbf{R}_{p}=\mathbf{M}_{p}^{k} \mathbf{R}_{p}, k=0,1, \cdots, r-1
$$

This in turn implies $\mathbf{V}_{p}^{\mathrm{T}} \mathbf{M}_{p}^{\mathrm{T}} \mathbf{R}_{p}=\tilde{\mathbf{M}}_{p}^{k} \tilde{\mathbf{R}}_{p}$, hence $\tilde{\mathbf{h}}_{p}^{(k)}=\mathbf{h}_{p}^{(k)}, k=0,1, \cdots, r-1$. Next, we can show that the induced reduction on the algebraic part of the DAE also preserves the first $r$ moments of the algebraic component of the transfer function, $\mathbf{H}_{q}(s)$, which can be written as $\mathbf{H}_{q}(s)=\sum_{j=0}^{\mu-1} \mathbf{h}_{q}^{(j)} s^{j}$, where
$\mathbf{h}_{q}^{(j)}=\mathbf{C}_{q} \mathcal{L}_{q}^{-1} \sum_{j=0}^{\mu-1} \mathbf{N}_{q}^{j}\left[\mathbf{A}_{q} \mathbf{R}_{p}+\mathbf{B}_{q}\right], j=0, \cdots, \mu-1, \quad \mathbf{N}_{q}=\mathcal{L} \mathcal{L}_{q}^{-1}$ are the moments. Also, by construction $\mathbf{V}_{q} \mathbf{V}_{q}^{\mathrm{T}}$ is a projector onto $\mathcal{K}_{\mu}\left(\mathcal{L}_{q}^{-1} \mathbf{N}_{q}, \mathcal{L}_{q}^{-1} \mathbf{R}_{q}\right)$, where $\mathbf{R}_{q}=\left[\begin{array}{ll}\mathbf{B}_{q} & \mathbf{A}_{q} \mathcal{K}_{r}\left(\mathbf{M}_{p}, \mathbf{R}_{p}\right)\end{array}\right]$. Thus it holds $\mathbf{V}_{q} \mathbf{V}_{q}^{\mathrm{T}}\left(\mathbf{A}_{q} \mathbf{M}_{p}^{k} \mathbf{R}_{p}+\mathbf{B}_{q}\right)=\mathbf{A}_{q} \mathbf{M}_{p}^{k} \mathbf{R}_{p}+\mathbf{B}_{q}$. Then, using the identity $\mathbf{V}_{p}^{\mathrm{T}} \mathbf{M}_{p}^{\mathrm{T}} \mathbf{R}_{p}=\tilde{\mathbf{M}}_{p}^{k} \tilde{\mathbf{R}}_{p}$. It is possible to show that $\tilde{\mathbf{h}}_{q}^{(k)}=\mathbf{h}_{q}^{(k)}, \quad k=0,1, \cdots, r-1$, see [4].
(ii) Passivity preservation property.

Using Theorem 7.5.2, we can also discuss the passivity preservation of IIMOR methods as follows.

$$
\begin{aligned}
\mathbf{H}(s) & =\mathbf{C}^{T}(s \mathbf{E}-\mathbf{A})^{-1} \mathbf{B} \\
& =\mathbf{H}_{p}(s)+\mathbf{H}_{q}(s) \\
& =\mathbf{C}_{p}^{T} \mathbf{R}_{p}(s)+\mathbf{C}_{q}^{T}\left(\mathcal{L}_{q}-s \mathcal{L}\right)^{-1}\left[\mathbf{A}_{q} \mathbf{R}_{p}(s)+\mathbf{B}_{q}\right] \\
& =\mathbf{C}_{p}^{T} \mathbf{R}_{p}(s)+\mathbf{C}_{q}^{T} \mathcal{L}_{q}^{-1} \sum_{j=0}^{\mu-1} \mathbf{N}_{q}^{j} \mathbf{N}(s) s^{j}, \text { since } \mathbf{N}(s)=\mathbf{A}_{q} \mathbf{R}_{p}(s)+\mathbf{B}_{q}
\end{aligned}
$$

$$
=\underbrace{\mathbf{C}_{p}^{T} \mathbf{R}_{p}(s)+\mathbf{M}_{0}(s)}_{\mathbf{H}_{p r}(s)}+\underbrace{\sum_{j=1}^{\mu-1} s^{j} \mathbf{M}_{j}(s)}_{\mathbf{H}_{\text {impr }}(s)},
$$

where $\mathbf{R}_{p}(s)=\left(s \mathbf{E}_{p}-\mathbf{A}_{p}\right)^{-1} \mathbf{B}_{p}, \mathbf{N}_{q}=\mathcal{L} \mathcal{L}_{q}^{-1}, \mathbf{M}_{0}(s)=\mathbf{C}_{q}^{T} \mathcal{L}_{q}^{-1} \mathbf{N}(s)$ and $\mathbf{M}_{j}(s)=\mathbf{C}_{q}^{T} \mathcal{L}_{q}^{-1} \mathbf{N}_{q}^{j} \mathbf{N}(s) . \mathbf{H}_{p r}(s)$ is the proper part (bounded as $s \rightarrow \infty$ ) and $\mathbf{H}_{\text {impr }}(s)$ the improper part (unbounded as $s \rightarrow \infty$ ) of $\mathbf{H}(s)$. Thus, the transfer function $\mathbf{H}_{p}(s)=\mathbf{C}_{p}^{T} \mathbf{R}_{p}(s)$ of the differential part is a strictly proper part of $\mathbf{H}(s)$. Based on Theorem 7.5.2, $\mathbf{H}(s)$ is positive real if and only if $\mathbf{H}_{p r}(s)$ and $\mathbf{M}_{j}(s)$ are positive real. As we mentioned in Section 7.5, a key to testing the passivity of DAEs is to first decouple DAEs into their proper and improper parts [66]. s Hence also the matrices coefficients of the implicit decoupled systems derived in Chapter 6, can be used to test the passivity of the DAEs using the passivity test for DAEs proposed in [66]. Hence the matrices coefficients of the decoupled systems derived in Chapter 6, can be used to test the passivity of the DAEs using the passivity test for DAEs proposed in [66]. Following the proof for passivity preserving in [49], it can also be proved that if the conventional MOR method applied on the differential part is passivity preserving then the differential part of the IIMOR reduced-order model is also passive, i.e, $\tilde{\mathbf{H}}_{p r}(s)$ is positive real. However, in order to ensure that the IIMOR methods are passivity preserving one need to also prove that $\tilde{\mathbf{M}}_{j}(s)$ is also positive real which is still an open question.
(iii) Approximation error

The approximation error of the IIMOR methods can also be defined in the same way as the IMOR methods from Section 7.5. Thus, using (8.2.2) the approximation error of the IIMOR methods can be computed using

$$
\begin{equation*}
\|\mathbf{Y}(s)-\tilde{\mathbf{Y}}(s)\| \leq\|\mathbf{H}(s)-\tilde{\mathbf{H}}(s)\|\|\mathbf{U}(s)\|+\|\mathcal{P}(s)-\tilde{\mathcal{P}}(s)\| \tag{8.5.2}
\end{equation*}
$$

where $\|\mathbf{H}(s)-\tilde{\mathbf{H}}(s)\| \leq\left\|\mathbf{H}_{p}(s)-\tilde{\mathbf{H}}_{p}(s)\right\|+\left\|\mathbf{H}_{q}(s)-\tilde{\mathbf{H}}_{q}(s)\right\|$. If we let $\boldsymbol{Q}(\boldsymbol{u}(0)):=\mathcal{L} \xi_{q}(0)$ to be the hidden polynomial that depends on the input data and its derivatives at $t=0$ and $\left(\mathcal{L}_{q}-s \mathcal{L}\right)^{-1}=\mathcal{L}_{q} \sum_{j=0}^{\mu-1} \mathbf{N}_{q}^{j}$. Then, $\|\mathcal{P}(s)-\tilde{\mathcal{P}}(s)\| \leq\left\|\tilde{\mathbf{C}}_{q} \tilde{\mathcal{L}}_{q} \sum_{j=0}^{\mu-1} \tilde{\mathbf{N}}_{q}^{j}-\mathbf{C}_{q} \mathcal{L}_{q} \sum_{j=0}^{\mu-1} \mathbf{N}_{q}^{j}\right\|\|\boldsymbol{Q}(\boldsymbol{u}(0))-\tilde{Q}(\boldsymbol{u}(0))\|$. Hence also the output-transfer function of the IIMOR reduced-order model has a small approximation error if and only if
(a) $\|\mathbf{H}-\tilde{\mathbf{H}}\|$ is small
(b) and $\|\mathcal{P}(s)-\tilde{\mathcal{P}}(s)\|$ is also very small in a suitable norm $\|$.$\| .$

Thus, IIMOR reduced-order models can be validate more efficiently using the above tools.
(iv) Stability

In Section 5.4, we already discussed that for the case of DAEs with a differential part the decoupled system inherits the stability properties of DAEs since $\sigma\left(\mathbf{E}_{p}^{-1} \mathbf{A}_{p}\right)=\sigma_{f}(\mathbf{E}, \mathbf{A})$. Hence stability preservation of the IIMOR method also depends on the MOR method used to reduce the differential part.

## Chapter 9

## Large scale problems

In this Chapter all experiments were done using Matlab2012b on a laptop of 6.00 GB of RAM with 64 bit operating system. In the next example, we illustrate the limitation of the conventional MOR methods on higher index DAEs using a large scale example.

Example 9.0.1 This benchmark originates from [25]. Consider an RLC circuit in Figure


Figure 9.1: RLC circuit
9.1 which can modeled using the modified nodal analysis leading to a DAE of the form
(2.4.1) given by [5]

$$
\underbrace{\left(\begin{array}{cccc}
\boldsymbol{A}_{C} \boldsymbol{C} \boldsymbol{A}_{C}^{\mathrm{T}} & \mathbf{0} & \mathbf{0}  \tag{9.0.1}\\
\mathbf{0} & \boldsymbol{L} & \mathbf{0} \\
\mathbf{0} & \mathbf{0} & \mathbf{0}
\end{array}\right)}_{\mathbf{E}} \frac{d \boldsymbol{x}}{d t}=\underbrace{\left(\begin{array}{ccc}
-\boldsymbol{A}_{R} \boldsymbol{\mathcal { G }} \boldsymbol{A}_{R}^{\mathrm{T}} & -\boldsymbol{A}_{L} & -\boldsymbol{A}_{V} \\
\boldsymbol{A}_{L}^{\mathrm{T}} & \mathbf{0} & \mathbf{0} \\
\boldsymbol{A}_{V}^{\mathrm{T}} & \mathbf{0} & \mathbf{0}
\end{array}\right)}_{\mathbf{B}} \boldsymbol{x}+\underbrace{\left(\begin{array}{c}
\mathbf{0} \\
\mathbf{0} \\
-\mathrm{I}
\end{array}\right)}_{\mathbf{B}} \boldsymbol{v}(t) .
$$

We can use $\mathbf{C}=\mathbf{B}$ as the control output matrix and the input function $\boldsymbol{u}(t)=\boldsymbol{v}(t)$. This is a SISO system. We can also observe that $n_{C}=q, n_{L}=q-1$ and $n_{G}=q-1$ are the number of capacitor, inductors and resistors, respectively in the RLC circuit. It can be checked that this RLC circuit leads to an index-2 DAE of the form (9.0.1). For our case, we use $C_{i}=0.1, i=1, \cdots, q, L_{i}=0.5, i=1, \cdots, q-1$ and $G=1 / i, i=1, \cdots, q-1$ as capacitance, inductance and conductances values, respectively. Using the same constant $q=500$ as in [25] leads to an index-2 DAE of order $n=1499$. Using conventional MOR method (PRIMA method) and $s_{0}=0$ as the expansion point, we obtained a reducedorder model of dimension 210. We observed that the conventional MOR reduced-order model is an ODE. For comparison, we reduced this DAE using our newly developed IMOR method. This is done as follows. Using the explicit and implicit decoupling methods, we were able to decouple the DAE system into 998 and 501 differential and algebraic equations, respectively. We then used the AE method on the algebraic parts of both algebraic parts and we were able to reduce them to only 2 algebraic equations. Thus, we were able to reduce both decoupled systems from dimension 1499 to 1000 exactly. Using the same expansion point with the PRIMA method, we were able to reduce the differential part of the explicit decoupled system from 998 to 208. Thus, the DAE system is reduced to a IMOR reduced-order model of total dimension 210. We note the IMOR reduced-order model is also an index-2 DAE, thus it preserves the index of the original model. We then compared the transfer functions and the phase angles of the original and reduced-order models. We observed the transfer function and the phase angle coincides as shown in Figure 9.2 with small approximation error as shown in Figure 9.3. However, the IMOR reduced-order model seems to be more accurate than the conventional MOR model. We numerically solved the IMOR and conventional MOR reduced-order models using as $\boldsymbol{u}(t)=10 \cos (t), t \in(0, \pi)$ as the input function. We observe that the IMOR reduced-order model leads to accurate solutions which coincides with the solution of the original model but the conventional MOR reduced-order model leads to wrong solutions as shown in Figure 9.4, if one used higher order implicit integration techniques. Figure


Figure 9.2: Comparison of the transfer function and phase angle.
9.5 , shows the approximation error in the output solution. We can observe the solutions of the conventional MOR model has large error near the initial condition. This is not surprising to us, since in Section 7.2.2, we discussed that conventional MOR methods fail if $\mathcal{L} \mathbf{B}_{q} \neq \mathbf{0}$. However, if one uses the lower order implicit integration techniques such as the backward Euler method this problem is not visible.


Figure 9.3: Comparison of the approximation error.


Figure 9.4: Comparison of the output solutions, $\boldsymbol{u}(t)=10 \cos (t)$.


Figure 9.5: Comparison of the approximation error.

The above example shows how unreliable the conventional MOR methods can be. Having a good approximation of the transfer function does not guarantee accuracy of the output solution. Hence, the most reliable way is to use split MOR methods such as the IMOR and IIMOR methods to reduce DAEs.

Next, we apply the two newly developed IMOR and IIMOR methods for DAEs on large scale problems from real-life applications. These applications include problems from computational fluid dynamics (CFD), multibody systems and electrical networks. However these methods can be applied to any application that leads to a linear constant DAE.

## CFD problems

These are applications from computational fluid dynamics (CFD).

Example 9.0.2 In this example, we used system matrices from supersonic inlet flow example discussed in Section 2.4.2. Consider the Euler equations modeling the unsteady flow through a supersonic diffuser as described in [35]. Linearization around a steadystate solution and spatial discretization using a finite volume method leads to a semiexplicit descriptor system of the form (2.4.3) of dimension $n=11730$ and the CFD model had 3078 grid points. This is an index-1 DAE with $m=2$ inputs and $\ell=1$ output. According to [35], the reduced-order model must capture the dynamics of the output: the average Mach number at diffuser throat in response to two inputs: the incoming flow disturbance and the bleed actuation as shown in Figure 2.2. According to [35], they are two transfer functions of interest in this problem. Thus, the problem can be viewed as 2 single input single output (SISO) subsystems and the frequencies of practical interest lie in the range $\frac{f}{f_{0}}=0$ to $\frac{f}{f_{0}}=2$, where $f_{0}=\frac{a_{0}}{h}, a_{0}$ is the freestream speed of sound and $h$ is the height of the diffuser. We decoupled this subsystems system into $n_{p}=11323$ differential equations and $n_{q}=407$ algebraic equations using both implicit decoupling and the explicit decoupling methods for index-1 DAEs. Figure 9.6 and 9.7 show the sparsity of the matrix pencil of the implicit and explicit decoupled system in descriptor form. We observe that the implicit decoupling procedure leads to a sparser matrix $\tilde{\mathbf{A}}$ than the matrix $\hat{\mathbf{A}}$ of the explicit decoupling procedure. Next, we compared the IMOR and IIMOR methods on these two subsystems. We used the PRIMA method to reduce the differential part of both decoupled systems using $s_{0}=0$ as the expansion point. We were able to reduce the differential and algebraic parts of both subsystems to 15 differential and 16 algebraic equations, respectively. Thus both DAE subsystems were reduced from dimension 11730 to 31. In Figure 9.8, we compare the magnitude of the transfer function and its approximation error from bleed actuation to average throat Mach


Figure 9.6: Sparsity of matrix pencil $(\tilde{\mathbf{E}}, \tilde{\mathbf{A}})$
number for supersonic diffuser. We observed that all reduced-order models are accurate in the desired frequencies but the IIMOR is more accurate than the IMOR method. In Figure 9.10, we compare the magnitude of the transfer function and its approximation error from the incoming flow disturbance to average throat Mach number for supersonic diffuser. We also observed that all the reduced-order models are accurate in the desired low frequencies. Hence, the IIMOR method is more accurate than the IMOR method for this problems.


Figure 9.7: Sparsity of matrix pencil $(\hat{\mathbf{E}}, \hat{\mathbf{A}})$


Figure 9.8: Transfer function from bleed actuation to average throat Mach number for supersonic diffuser.


Figure 9.9: Approximation error of the Transfer function from bleed actuation to average throat Mach number for supersonic diffuser.


Figure 9.10: Transfer function from incoming flow disturbance to average throat Mach number for supersonic diffuser.


Figure 9.11: Approximation error of the Transfer function from incoming flow disturbance to average throat Mach number for supersonic diffuser.

Example 9.0.3 In this example, we apply the IMOR and IIMOR method on the semidiscretized Stokes problem which we earlier discussed in Section 2.4.2. This is an index-2 DAE with system matrices of the form (2.4.5). We note that these results presented here are also presented in [4]. We performed a spatial discretization of the Stokes equation
(2.4.4) on a square domain $\Omega=[0,1] \times[0,1]$ by the finite volume method on a uniform staggered grid. In order to compare the computational cost of the implicit and explicit decoupling methods, we carried out experiments on different grid sizes as shown in Table 9.1. From Table 9.1, we can observe that as the mesh becomes finer the larger the size of the problem. Hence solving the problem becomes computationally more expensive. We can also observe that both methods were able to decouple the problem but the implicit method is computationally cheaper than the explicit method as expected since it does not involve matrix inversion of matrix $\mathbf{E}_{2}$. We then reduced the decoupled Stokes problems

Table 9.1: Comparison of the computational cost
Order $\quad$ Decoupled model

| Grid | Order |  | Decoupled model |  | Computational cost |  |
| :---: | ---: | ---: | :---: | :---: | :---: | :---: |
|  | n | $n_{p}$ | $k_{1}$ | $k_{2}$ | Implicit method | Explicit method |
| $64 \times 64$ | 12159 | 3969 | 4095 | 4095 | 5521.2 | - |
| $60 \times 60$ | 10679 | 3481 | 3599 | 3599 | 3667.6 | 30653.3 |
| $56 \times 56$ | 9295 | 3025 | 3135 | 3135 | 5937.8 | 8604.0 |
| $52 \times 52$ | 8007 | 2601 | 2703 | 2703 | 1574.9 | 5569.7 |

using the IMOR and IIMOR methods. We applied the IMOR and IIMOR method, to the explicit and implicit decoupled problems, respectively as shown in Table 9.2. We used the PRIMA method and $s_{0}=0$ as expansion point to reduce the differential part of both decoupled systems. The differential and algebraic equations are reduced to order $r$ and $\tau$, respectively and $r+\tau$ is the order of the reduced-order DAE as shown in Table 9.2. We observe that the IMOR method takes less time than the IIMOR method this is due to the inversion of lower triangular matrix $\mathcal{L}_{q}$ but this is small compared to the time it takes to generate the explicit decoupled system. We used the system matrices from

Table 9.2: Comparison of the IMOR methods

| Grid | Order |  | Decoupled model |  | IIMOR model |  |  | IMOR model |  |  |
| :---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | n | $n_{p}$ | $n_{q}$ | $r$ | $\tau$ | Time(s) | $r$ | $\tau$ | Time(s) |  |
| $64 \times 64$ | 12159 | 3969 | 8190 | 11 | 12 | 63.3 | - | - | - |  |
| $60 \times 60$ | 10679 | 3481 | 7198 | 11 | 12 | 48.8 | 11 | 12 | 13.1 |  |
| $56 \times 56$ | 9295 | 3025 | 6270 | 32 | 33 | 28.8 | 32 | 33 | 11.7 |  |
| $52 \times 52$ | 8007 | 5406 | 3599 | 22 | 23 | 19.3 | 22 | 23 | 6.3 |  |

grid $52 \times 52$ to compare the transfer function and the phase angle of the IMOR model and IIMOR model with that of the original as shown in Figure 9.12. We can observe that the transfer function and phase angle of the IMOR, IIMOR and original models coincide. However, the IMOR model is more accurate than the IIMOR model as shown by the approximation error plot in Figure 9.13. We finally compared the solutions of the


Figure 9.12: Comparison of the transfer function and phase angle.


Figure 9.13: Comparison of the approximation error.
reduced-order models with that of the original model. From Figure 9.14, we observe that the solutions of the reduced-order models coincides with that of the original model with a small approximation error as shown in Figure 9.15. Both reduced-order models took 10 seconds while the original model took 148 seconds. Thus the decoupling techniques also makes solving much cheaper.


Figure 9.14: Comparison output solution $y(t), u(t)=\sin (\pi t)$.


Figure 9.15: Output solution.

## Multibody problems

Example 9.0.4 In this example, we consider a constrained damped mass-spring system as described in Section 2.4.3. This is a DAE of index-3 with its matrix pencil has at least one finite eigenvalue. Thus, we expect its decoupled system to have a differential part. We used the same constant $g=6000$ as used in [45] to generate the same system
matrices for comparison. This generates a DAE of order $n=12001$ with 1 input and 3 outputs in the form (2.4.6). We used both the explicit and implicit decoupling methods for index-3 DAEs derived in Chapter 5 and 6, respectively. Both methods, were able to decouple the DAE into 1198 differential and 3 algebraic equations. The explicit and implicit methods took 60 and 54 seconds, respectively to decouple the system. Thus the implicit decoupling method is computationally cheaper than the explicit decoupling method. Then, We used the IMOR and IIMOR methods to decouple the respective decoupled systems. For both methods, we used the PRIMA method to reduce the differential part using $s_{0}=10^{-4}$ as the expansion point. The IMOR and IIMOR methods reduced their respective decoupled systems to 10 differential and 1 algebraic equations. The IMOR and IIMOR methods took 17 and 15 seconds, respectively. Thus the original DAE is reduced to a reduced-order model of order 11. In Figure 9.16, we compare the


Figure 9.16: Magnitude and phase plots of $\mathbf{H}_{3,1}(i \omega)$
magnitude and phase plots of the $(3,1)$ components of the frequency responses for the reduced-order models and the original model. Figure 9.17 compares the approximation error of the IIMOR and IMOR reduced-order models. We see that the reduced-order models approximate the original system very well at low frequencies. However the IMOR reduced-order model is more accurate than the IIMOR reduced-order model. In Figure 9.18, we compare the output solutions $\boldsymbol{y}_{1}(t)$ and $\boldsymbol{y}_{2}(t)$ of the reduced-order models with that of the original model using $\boldsymbol{u}(t)=10 \sin (\pi t)$ as the input function. We observe that the solutions coincide with that of the original model. However the solu-
tions of the IMOR model are more accurate than the IIMOR model as illustrated in the approximation error curve in Figure 9.19.


Figure 9.17: Approximation error


Figure 9.18: Comparison of the output solutions, $\boldsymbol{u}(t)=10 \sin (\pi t)$.


Figure 9.19: Approximation error of $\boldsymbol{y}_{1}(t)$

## Electrical network problems

In this Section, we consider an application from the circuit community.

Example 9.0.5 In this example, we used a MNA model of dimension $n=10913$. This DAE model originates from [11]. This is a MIMO index-2 DAE with $m=9$ inputs and $\ell=9$ outputs. The spectrum of its matrix pencil $(\mathbf{E}, \mathbf{A})$ has at least one finite eigenvalue. Thus its explicit and implicit decoupled systems takes the form (5.3.15) and (6.2.3), respectively. We used both the explicit and the implicit decoupling methods in order to split this DAE into differential and algebraic parts. We observed that both methods lead to $n_{p}=10790$ differential equations, $k_{1}=261$ st algebraic equations and $k_{0}=97$ 2nd algebraic equations. This means that the DAE can be decoupled into 10790 differential and 123 algebraic equations. Thus the total dimension of the system is equal to the dimension of the DAE as expected, i.e $n=n_{p}+k_{1}+k_{0}=10913$ as expected. The implicit decoupling procedure is computationally cheaper than its counter part because it does not involves computing the inverse of $\mathbf{E}_{2}$ which is very expensive. For this example implicit and explicit decoupling methods took 306 and 1965 seconds, respectively to
decouple the DAE.


Figure 9.20: Magnitude and phase of the transfer functions.


Figure 9.21: Approximation error
We used both the IMOR and IIMOR methods to reduce the DAE for comparison. In both methods we used the PRIMA method to reduced the differential part. The IMOR method lead to reduced-order model with 900 differential and 35 algebraic equations, while the IIMOR method lead to a reduced-order model with 900 differential and 99 algebraic equations. We can observe that the IIMOR reduced-order model is much larger. The IIMOR and IMOR method took 443 and 9662 seconds, respectively. Thus, the

IIMOR method is computationally cheaper than the IMOR method. In Figure 9.20, we can observe that the magnitude and phase of the transfer functions coincide with that of the original model with a small approximation error as shown in Figure 9.21. However, the IMOR reduced-order model is more accurate than the IIMOR model.

## Chapter 10

## Conclusions and Recommendations

In this thesis, two new model order reduction techniques for linear constant coefficient DAEs have been proposed. These methods are: the Index-aware MOR (IMOR) and Implicit IMOR (IIMOR) methods. They are both robust and lead to simple reducedorder models. However the Implicit IMOR method is computationally cheaper than the IMOR method, since the former does not involve matrix inversions. However, experiments show that the IMOR method leads to more accurate reduced-order model than the IIMOR method. Both methods have an attractive property that they preserve the index of the original DAE. Another interesting feature of our methods is the reduction of the algebraic variables. These methods were tested on both small and large scale problems from different applications which lead to accurate reduced-order models. We have also discussed that conventional MOR methods such as PRIMA method, may lead to reduced-order models which are: difficult to solve numerically, lead to wrong solutions or even unsolvable, while reduced-order models obtained by our methods do not present numerical difficulties when applied to higher index DAEs. It was noted that they are some special case where conventional MOR methods can lead to accurate reduced-order model even for higher index DAEs. This happens when initial condition does not de-
pend on the derivatives if the input function $\boldsymbol{u}$ at time $t=0$. The implicit and explicit decoupling procedure used in the IMOR and IIMOR methods are also new, they can be used to efficiently solve DAEs numerically using the conventional ODEs integration methods [5]. These decoupling procedures relies on the construction of projectors onto the nullspace of singular sparse matrices, which used to be its main drawback. For some applications with special structures they can be constructed explicitly and for general sparse DAEs one can use the LU based routine which is a very fast way of constructing projectors onto the nullspace of singular matrices [66]. This same routine can be used to construct bases of these projectors. However, one has to be aware that the numerical computation of these bases for the decoupling may involve serious difficulties because of the accuracy sensitive rank decisions. But it is expected to be profitable if the bases functions can be computed in a robust way, for example some applications such as the electrical network problems which are modeled using the incidence matrices. Thus, we recommend one to use the incidence matrices to construct these bases instead of using singular matrices which may be ill-conditioned for the case of circuit problems.

## Recommendations for future work

Proper orthogonal decomposition (POD) model order reduction method is commonly used method to reduce nonlinear ODEs but there have been recent attempts to extend it to nonlinear DAEs, see [53]. However, this extension heavily relies on the idea of the balanced truncation MOR for the descriptor systems [45] which uses the Kronecker forms of the DAE and we have already discussed that these forms are numerically infeasible which limits their practical use. Fortunately, our implicit and explicit decoupling procedures are based on the matrix and projector chain [42] to decoupled DAEs, which are numerically feasible, and can be extended to nonlinear DAEs, linear DAEs with time varying coefficients or parametric DAEs, see [24,34]. The decoupling strategy of nonlinear DAEs involves a mixture of tractability index and strangeness index concepts, which can be used to split the nonlinear DAEs into a differential and algebraic parts [24]. Then the traditional proper orthogonal decomposition MOR method can be used to reduce the differential part and as a result the algebraic part can also be reduced. Although this is in general computationally expensive and highly sensitive with respect to perturbations, one may exploit it in a robust manner for model order reduction if the DAE to reduce has a time and state independent structure, i.e., if one can find bases functions that are both
time and state independent as is the case for circuit parts without controlled sources [2]. This may be an interesting strategy to exploit in the future.

In Section 7.1 and 8.1, we proposed the Algebraic Elimination (AE) method which reduces the algebraic part of the decoupled system exactly by eliminating algebraic variables which do not contribute to the output solution. However, for the case of implicit decoupled systems as presented in Section 8.1, we do not get a good reduction of the algebraic part since it very difficult to find these algebraic variables which do not contribute to the output solution by just using the traditional permutation algorithms. We suggest if one uses the graph and matrix reordering algorithm such as the Vertex cut algorithms [31] to find the connected graphs in the matrices. This approach may lead to a better reduction of the algebraic part. This strategy can be used as a foundation for the development of MOR methods for algebraic systems since it is also an undeveloped area.
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## Index

algebraic elimination method, 106, 142
asymptotically stable, 13
balanced approximation, 126, 155
balanced truncation, 40, 126, 155
canonical form, 13
consistent initial condition, 19
conventional MOR methods, 31

DAEs, 7
deflating subspaces, 41
differentiation index, 18
electrical network, 22
explicit decoupling method, 101
finite eigenvalues, 17
generalized Lyapunov equations, 156
Gramians, 41

Hankel singular values, 129, 157
hidden constraint, 19
ill-conditioned, 103
implicit decoupling method, 101
implicit IMOR method, 145
improper Hankel singular values, 43
impulsive modes, 20
index concept of DAEs, 17
index-aware MOR method, 110
infinite eigenvalues, 17
interpolatory projection, 44
Jordan canonical form, 15

Kron reduction, 39
Kronecker form, 13
Kronecker index, 19
Krylov subspace, 112, 147
Laplace transform, 10
Lyapunov equations, 40, 128
März decoupling procedure, 5, 60, 70
matrix chain, 55
matrix pencil, 19
model order reduction, 29
moment matching property, 135
nilpotent matrix, 17
passivity, 137
positive real, 138
solvability of DAEs, 11
special bases, 59, 90
special projectors, 42,51
spectral projectors, 126,155
stability of DAEs, 13
supersonic inlet flow, 23
tractability index, 52
transfer matrix, 10
truncation methods, 126,155

## Summary

## Index-aware Model Order Reduction Methods for DAEs

Large scale DAEs arise in a variety of applications such as modeling of constrained multibody systems, electrical networks, aerospace engineering, chemical processes, computational fluid dynamics (CFD), gas transport networks. Characteristic of such systems is that they lead to state space descriptions of high dimension in which the coefficient of the first order derivative is a singular matrix. In practice, applications lead to DAEs with very large dimension compared to the number of inputs and the desired outputs. Despite the ever increasing computational power, simulation of these systems in real time for such large scale is very difficult because of the storage requirements and expensive computations. This is an attractive feature to apply model order reduction. However, if the initial condition is inconsistent or when the smoothness of the input does not correspond to the index of the DAE, currently available MOR techniques may lead to inaccurate reduced-order models. These reduced-order models may lead to wrong solutions that do not adequately represent the hidden truly fast modes or are very difficult to solve numerically.

The aim of this PhD project is to investigate model order reduction techniques for DAEs. The ultimate goal of the project is to deliver fundamental mathematical knowledge and efficient numerical tools for the next generation of MOR techniques for differential algebraic equations. This thesis addresses the mathematical aspects of the reduction of differential algebraic equations including the limitations of the conventional MOR methods. We have developed two new dedicated reduction methods for DAEs, using the underlying structure of DAEs, with the aim of obtaining robust reduction methods that can be applied to linear constant coefficient DAEs with arbitrary index. Our two new MOR
methods for DAEs are: the Index-aware MOR (IMOR) method and its implicit version the Implicit-IMOR (IIMOR) method. The explicit and implicit decoupling procedure used in these two methods are also new and can be used to solve DAEs more efficiently and effectively using conventional ODE integration methods.

This thesis begins with a brief overview of MOR methods for DAEs in Chapter 1 and why there was need to develop new robust MOR methods for DAEs. We also briefly explain the underlying mathematical frame work of the IMOR and IIMOR methods.

Chapter 2 introduces the theory of the DAEs and also discusses why DAEs are very difficult both to solve and to reduce. In this thesis, we restrict ourselves to linear time invariant DAEs or linear constant coefficient DAEs but the same applies to other types of DAEs. In this Chapter, we also discuss the assumptions under which DAEs can be solved as well as their mathematical properties such as stability. This is done by first transforming the DAE into a Kronecker form in order to reveal their underlying structure. We use the underlying structure of DAEs to discuss the index of DAEs and how the index of DAEs affects the choice of their initial conditions. We further used this form to discuss how the index of DAEs affects the conventional MOR methods especially for higher index DAEs. We then discuss the reason why it is a best practice to first split DAEs into differential and algebraic parts before applying model order reduction. We finally describe some of the real-life applications that lead to DAEs.

In Chapter 3, we discuss model order reduction methods in general and also illustrate numerically the limitations of conventional MOR methods using small examples. In this Chapter, we also give an overview of the existing MOR methods for DAEs and their limitations. We observed that the most successful methods for DAEs are: the balanced truncation method and Interpolatory projection methods for DAEs. Both methods lead to accurate reduced-order models for DAEs, however they both use Kronecker canonical forms to construct spectral projectors used in decoupling which are well known to be numerically infeasible. This limits their application to DAEs with special structures and cannot be used on general DAEs. These methods can not be extended to linear DAEs with variable coefficients since they use spectral projectors to decouple DAEs. We finally discuss the MOR methods for algebraic systems specifically reduction methods for resistor networks.

In Chapter 4, we discuss the decoupling of DAEs using the matrix and projector chain based on the definition of tractability index proposed by März. We used these matrix and projector chains to decouple DAEs into differential and algebraic parts using the März decoupling procedure. However, we found out that we cannot apply model order reduction on these decoupled systems since the März decoupling procedure leads to a much larger decoupled system of dimension $n(\mu+1)$, where $\mu$ is the index of a DAE of dimension $n$, and it does not preserve stability of DAEs. We also discuss a fast way of constructing these matrix and projector chains using an LU decomposition based routine.

In Chapter 5, we modify the März decoupling procedure using projector bases. Using this approach, we were able to remove the redundancy in the decoupled systems. The modified decoupled system preserves both the dimension and the stability of DAEs. We call this decoupling procedure: explicit decoupling procedure since it leads to explicit differential and algebraic parts. However this modified decoupling procedure relies on the foundation of the März decoupling procedure which involves matrix inversions. Hence the explicit decoupling procedure cannot be applied to large scale DAEs. This motivated us, in Chapter 6, to develop another decoupling procedure which does not involve matrix inversions. This procedure is an implicit version of the decoupled procedure in Chapter 5. Experiments, also show that the implicit decoupling is computationally cheaper than the explicit decoupling procedure as expected.

In Chapter 7, we developed one of our new MOR methods for DAEs which we call the Index-aware MOR (IMOR) method. This is done by reducing the differential and algebraic parts, separately of the explicit decoupled systems derived in Chapter 5. One can use any conventional MOR method to reduce the differential part, while we developed new methods to reduce the algebraic part. For illustration, we used the PRIMA method and the balanced truncation method to reduce the differential part. The IMOR method leads to simple reduced-order models which preserve the index of the original DAE and also make it easy to solve. We also discussed the properties of the IMOR method and observed that it depends on the conventional MOR method used to reduce the differential part. However the IMOR method is impractical to be used to reduce large-scale DAEs since it uses the computationally expensive explicit decoupling procedure in Chapter 5. In Chapter 8, we developed the implicit version of the IMOR method which is based
on the implicit decoupling procedure derived in Chapter 6, called the Implicit-IMOR (IIMOR) method. It has the same properties as the IMOR method, but it is computationally cheaper than the IMOR method. In Chapter 9, we applied both the IMOR and IIMOR methods on large-scale real-life applications. Experiments show that both methods are very accurate and robust, and lead to simple reduced-order models which are accurate and easy to solve. However, the IMOR is more accurate. Thus, one needs to trade off between accuracy and complexity. In the final Chapter, we discussed the conclusion and the future recommendations of the IMOR and IIMOR methods.
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