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Abstract—To address the need for evaluation techniques for complex business processes, also known as 4 

workflows, this paper proposes an approach based on generalized stochastic Petri nets (GSPNs). We review ten 5 

related approaches published in the last fifteen years and compare them to our approach using a wide range of 6 

criteria. On the basis of this evaluation, we observe that the newly proposed approach provides results that are at 7 

least as good as those from the most accepted alternatives and holds a number of additional advantages, such as 8 

modeling simplicity, improved precision, and model reuse for qualitative analyses. The overall approach is formally 9 

defined in this paper, along with the definition of several performance metrics. Part of these metrics can be computed 10 

analytically, while the remainder can be obtained by simulating the GSPN. Furthermore, a tool has been developed to 11 

translate automatically BPEL processes into GSPNs. Finally, we present a case study in which we applied the 12 

proposed approach, CPN tools, and an industrial tool to obtain performance insights into a realistic workflow. The 13 

results were highly similar, demonstrating the feasibility and the accuracy of our approach.  14 

Index Terms—business process, performance evaluation, resource constraints, generalized stochastic Petri 15 

nets  16 

I. INTRODUCTION 17 

The pursuit for competitive advantage has been the main driver for developing new technologies 18 

and for improving businesses processes. Since Porter [30] published his breakthrough work on this topic, 19 

companies have struggled in the direction of improving their operations and managerial capabilities. A 20 

strong competitive edge can be gained by consistently providing superior customer value. In this context, 21 

Business Process Management (BPM) [17] established itself as the standard framework for managing 22 

and optimizing the performance of modern enterprises. BPM can be characterized as the achievement of 23 

organizational goals through the improvement, management, and control of essential business processes 24 

[17], also known as workflows. The term workflow refers to the partial or the total automation of a 25 



business process through the use of information systems [6]. The term is also employed to refer to the 26 

automated process itself. 27 

Business processes can be viewed as dynamical systems that are driven by discrete business 28 

events. In such systems, the output is dependent on a sequence of desirable actions taking place. The 29 

activation of events depends on logical conditions, which are an important part of the system and their 30 

mathematical model. Hence, business processes are part of a class of systems  31 
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called discrete event dynamic systems or DEDS for short [12] [13]. Every employee, machine, and 40 

computer system involved in enterprise operations generates events within the system. A similar behavior 41 

is observed for customers, partners, and suppliers. These entities can possibly interact in many complex 42 

ways, depending on a company’s size, market, production strategies, policies, infrastructure, normative 43 

rules, and so on. Several activities are executed on a daily basis, involving many resources and 44 

presenting different flow and data dependencies. 45 

Both modeling such kind of a discrete event dynamic system and predicting its performance are 46 

challenging tasks. For instance, the traditional queueing network [3] may turn out to be inadequate for 47 

capturing precedence constraints or complex synchronization behavior found in enterprise processes. 48 

Such intricacies, however, can be modeled through formal modeling languages such as Petri nets [29] 49 

[23] [15]. This is a well-known formalism, widely used for modeling concurrent and distributed systems, 50 

including business processes [1] [25] [36] [18] [21] [20].  51 

The concept of Stochastic Petri nets (SPN) was first introduced by Molloy in 1982 [24]. It is an 52 

extension to Petri nets that associate independent continuous random variables with state transitions to 53 

specify their firing delays. In 1995, a group at the University of Torino extended SPN to introduce 54 

immediate transitions, which is useful to model instantaneous actions (typically choices) and logical 55 

actions (e.g., emptying a place). This new Petri net extension has been labeled generalized stochastic 56 

Petri nets (GSPN) [23]. It has proven to be a powerful technique for the modeling and performance 57 

analysis of complex stochastic dynamical systems in several application areas. Nevertheless, its use for 58 

modeling business processes has not been fully explored, being limited to trivial applications [8] [20].  59 

In this paper, we propose a GSPN-based approach for both correctness verification and 60 

performance evaluation of business processes. The contributions of this work are manifold. We can 61 

analytically assess a wide range of performance metrics, such as throughput and utilization - a feature not 62 

found in related works. Also, we support the evaluation of processes with multiple customers and a 63 

limited number of possibly shared resources, which corresponds to the most general class of processes. 64 

Several related works are limited in this context to single customers and/or the assumption of infinite 65 

resources being available. Moreover, the vast majority of existing approaches cannot handle shared 66 



resources. Another unique feature is that we use the same model both for performance evaluation and 67 

analyses of qualitative properties of processes, such as soundness and liveness. Most of the related 68 

 69 

 70 
Fig. 1. General view of the modeling and analysis method 71 

works are not intended to analyze qualitative properties at all. Finally, in our approach, performance 72 

metrics that cannot be analytically calculated may be alternatively assessed through simulation, also 73 

without changes in the proposed model. This unique combination of features distinguishes our approach 74 

among all others approaches available today. 75 

In addition to this main contribution, we formally define a set of building blocks and composition 76 

operations that may be employed for automatically constructing GSPN models on the basis of a given 77 

process definition. We also provide a computational tool, called BPEL2Net, to support automatic 78 

translation of executable processes into the GSPN models. BPEL2Net accepts processes described in 79 

the widely used business process execution language (BPEL) [27]. These additional contributions provide 80 

the means to apply the proposed verification/performance evaluation approach in practice, as is 81 

demonstrated in a case study.  82 

Figure 1 shows a general view of the modeling and analysis methodology proposed in this paper.  83 

The paper is structured as follows: Section II summarizes the GSPN formalism, as well as the 84 

colored Petri net extension, which is employed in many related works. Section III reviews the literature 85 

over the last fifteen years and provides a comprehensive comparison of each of the approaches by a rich 86 

set of criteria. Section IV discusses the benefits of employing GSPN as the modeling formalism. Section V 87 

proposes a set of reference building blocks and composition operations that may be used to construct 88 

GSPN models of business processes; both the blocks and the operations are formally defined. Section VI 89 

describes a case study involving the analysis of a real business process. It illustrates the feasibility and 90 



the accuracy of the approach we propose in this paper. Finally, our conclusions are presented in Section 91 

VII. 92 

 93 

II. MATHEMATICAL BACKGROUND 94 

This section reviews the fundamentals of the generalized stochastic Petri nets (GSPN) and the 95 

colored Petri net (CPN) formalisms. 96 

 97 

A. Generalized Stochastic Petri Nets 98 

Petri nets [29] (also known as Place/Transition nets or P/Tnets) are a well-known formalism for 99 

describing concurrent discrete event dynamic systems. The generalized stochastic Petri net (GSPN) [23] 100 

is an extension to this formalism, where time can be represented by means of random delays associated 101 

with state transitions to model their firing delays. 102 

Transitions with delays assigned are called timed transitions. Transitions without delay, i.e., have 103 

a null delay, are called immediate transitions.  104 

The following definition for GSPN is given by Balbo et al. [10]:  105 

Definition 1 (Generalized Stochastic Petri Nets). A generalized stochastic Petri net (GSPN) is an 8-tuple 106 

defined as 𝐺𝑆𝑃𝑁 = {𝑃, 𝑇,Π, 𝐼,𝑂,𝐻,𝑀0,𝑊}, where: 107 

• 𝑃 = {𝑝1, 𝑝2, . . . , 𝑝𝑛} is a finite set of places; 108 

• 𝑇 = {𝑡1, 𝑡2, . . . , 𝑡𝑛} is a finite set of immediate and timed transitions, 𝑃 ∪ 𝑇 ∕= ∅  and 𝑃 ∩ 𝑇 = 109 

∅ ; 110 

• Π : 𝑇 → ℕ is the priority function, where: 111 

if 𝑡 ∈ 𝑇 and it is an immediate transition; 112 

if 𝑡 ∈ 𝑇 and it is not an immediate transition. 113 

smaller value means lower priority. 114 

• 𝐼 : (𝑇 × 𝑃) → ℕ is the marking-dependent input function that defines the multiplicities of directed 115 

arcs from places to transitions;  116 

• 𝑂 : (𝑇 × 𝑃) → ℕ is the marking-dependent output function that defines the multiplicities of directed 117 

arcs from transitions to places; 118 

 



• 𝐻 : (𝑇×𝑃) → ℕ is the marking-dependent inhibition function that defines the multiplicities of inhibitor 119 

arcs from places to transitions; 120 

• 𝑀0 : 𝑃 → ℕ is the initial marking function; 121 

• 𝑊 : 𝑇 → ℝ+ is the weight function that represents either the immediate transitions weights (𝑤𝑡) and 122 

the stochastic transitions delay (𝑑𝑡), where: 123 

if 𝑡 ∈ 𝑇 and it is an immediate transition; 124 

if 𝑡 ∈ 𝑇 and it is not an immediate transition. 125 

A GSPN model corresponds to a bipartite directed graph where the nodes are places and 126 

transitions, and the edges are directed arcs connecting nodes of different types. The inhibitor arc is a 127 

special type of directed arc that connects an input place to a transition, and is pictorially represented by 128 

an arc terminated with a circle. The input, output, and inhibitor functions define the arcs multiplicity. The 129 

semantics of these arcs are defined by the GSPN’s enabling and firing rules, which will be defined later in 130 

this section. It is often necessary to refer to the set of all places that are related to a transition. For this 131 

purpose, the concepts of precondition, postcondition, and inhibitor set are defined [23]. 132 

Definition 2 (Precondition). The set of all places 𝑝 such that 𝐼(𝑡, 𝑝) > 0, denoted by 𝐼(𝑡) or ∙ 𝑡 is called the 133 

precondition of 𝑡. 134 

Definition 3 (Postcondition). The set of all places 𝑝 such that 𝑂(𝑡, 𝑝) > 0, denoted by 𝑂(𝑡) or 𝑡 ∙ is called 135 

the postcondition of 𝑡. 136 

Definition 4 (Inhibitor Set). The set of all places 𝑝 such that 𝐻(𝑡, 𝑝) > 0, denoted by 𝐻(𝑡) or o𝑡 is called the 137 

inhibitor set of 𝑡. 138 

The state of a Petri net is defined by its marking. A marking is a function𝑀 : 𝑃 → ℕ that indicates 139 

the number of tokens present on each place of the net. Tokens are represented by small filled circles 140 

inside a place. A transition is enabled at its current marking according to the number of tokens present on 141 

its precondition and inhibitor set, according to the following enabling rule. 142 

Definition 5 (Enabling Rule). A transition 𝑡 ∈ 𝑇 is said to be enabled in a marking 𝑀 iff: 143 

• ∀𝑝 ∈∙•𝑡,𝑀(𝑝) ≥ 𝐼(𝑡, 𝑝), and  144 

• ∀𝑝 ∈ o𝑡,𝑀(𝑝) < 𝐻(𝑡, 𝑝) or 𝑀(𝑝) = 0 . 145 

The dynamic behavior of a Petri net is governed by the firing rule. Only enabled transitions can 146 

fire. The firing of an enabled transition removes tokens from all of its input places and inserts tokens in its 147 

 



output places. Because the state of a Petri net is given by the distribution of tokens in its places (marking 148 

function), a transition firing may change its state, generating a new marking function. 149 

Definition 6 (Firing Rule). The firing of transition 𝑡 enabled in the marking 𝑀 leads to a new marking 𝑀′ 150 

such that 151 

 152 

The notation 𝑀𝑖[𝑡⟩𝑀𝑗 is commonly used to indicate that a certain marking 𝑀𝑗 is directly reachable 153 

from 𝑀𝑖, by firing transition 𝑡.  154 

Definition 7 (Reachability Set). The set of all markings that can be reached from the marking 𝑀0 after the 155 

firing of one or more transitions is called the reachability set and is denoted by 𝑅𝑆(𝑀0).  156 

Definition 8 (Boundness). A Petri net is said to be k-bounded if the number of tokens in any place is never 157 

greater than 𝑘, 𝑘 > 0. If any place can have an infinite number of tokens, the net is said to be unbounded. 158 

As long as the firing of timed transitions in a GSPN is an event in a continuous-time stochastic 159 

process, the probability of two firings of these transitions to occur at the same time is considered to be 160 

equal to zero. 161 

Another characteristic of a GSPN is related to its behavior when multiple tokens are enabling a 162 

transition, 163 

When the number of tokens is 𝑁 times the minimum necessary to enable a transition, allowing it 164 

to fire more than one time, this transition is said to be enabled with a degree 𝑁 > 0. With respect to this, a 165 

transition can behave according to one of three semantics: 166 

• single-server semantics - the transition needs to fire before being enabled again; thus, it 167 

fires 𝑁 times sequentially; 168 

• infinite-server semantics - the transition is enabled 𝑁 times in parallel; 169 

• k-server semantics - the transition is enabled up to 𝑘 times in parallel; tokens that enable 170 

the transition to a degree higher than 𝑘 are handled after the first 𝑘 firings. 171 

A GSPN is isomorphic to a continuous-time Markov chain (CTMC). The CTMC can be obtained 172 

as follows: 173 

1) The set of states 𝑆 = {𝑠1, 𝑠2, . . .} of the CTMC corresponds to the reachability set of the 174 

GSPN 𝑅𝑆(𝑀0), such that 𝑠𝑖 ∈ 𝑆 ⇔ 𝑀𝑖 ∈ 𝑅𝑆(𝑀0) 𝑖 = 1, 2, . . ..  175 



1) 2) The transition rate 𝑞𝑖𝑗 from state 𝑠𝑖 to 𝑠𝑗 is the sum of the firing rates of all transitions that 176 

lead from marking 𝑀𝑖 to marking 𝑀𝑗 , expressed as:  177 

 178 

where 𝜆𝑡 = 1/𝑑𝑡 and 𝐸𝑗(𝑀𝑖) = { 𝑡 ∣ 𝑀𝑖[𝑡⟩𝑀𝑗 }. 179 

B. Colored Petri Nets 180 

The so-called colored Petri net (CPN or CP net) [14] is a Petri net extension that introduces the 181 

notion of token types. A token stores a value (color) of its corresponding type. Each place is associated to 182 

a color set, usually described by a type in the ML (acronym for Meta-Language) functional programming 183 

language [33] [14]. ML functions and expressions may be embedded in arcs and transitions of a CPN to 184 

manipulate tokens values, thus providing full computational power to the formalism. 185 

Colored Petri nets enable the modeler to implement algorithms that manipulate token data while 186 

transitions are fired along the simulation of the net. By this way, it is not only a formal specification of the 187 

system but also an executable implementation. For this reason, the formalization of colored Petri nets is 188 

complex. Moreover, due to the use of complex data types, the number of states of a CPN model is 189 

usually infinite. This is a serious limitation for the development of efficient analysis methods. 190 

III. LITERATURE REVIEW 191 

In this section, we review some works on performance evaluation of workflows. After a brief 192 

review of each one, we classified them according to their resemblances and particularities. This 193 

classification is based on some qualitative criteria and is summarized in Table I, presented in the end of 194 

this section. 195 

Rud et al. [35] propose a model based on operational research techniques to estimate the 196 

performance of BPEL processes and the workload of web services. They collect statistical information by 197 

monitoring the network and service operations. Their model supports multiple customers and multiple 198 

processes concurring for limited resources (server capacity). The authors provide equations based on 199 

mean values to compute response time and to estimate resource utilization. 200 

Reijers [31] proposes a Petri net-based model, called stochastic workflow net (SWN), which is 201 

able to compute numerically the distribution of workflow execution time. The system processes a single 202 



customer in this model and resources are unlimited. The model evaluation mechanism takes into account 203 

a single process. The time representation is discrete, which allows for an easier computation of time 204 

distributions. Independently, Hao [11] presents a model that has the same characteristics proposed 205 

earlier by Reijers, without presenting relevant differences or advantages. 206 

Van der Aalst et al. [2] [1] show the application of queueing theory for the performance evaluation 207 

of workflow net (WF-Net) models. WF-Nets are a widely known Petri net representation for workflows 208 

used for qualitative analysis, e.g., correctness checking. However, queueing networks does not support 209 

parallelism and synchronization, which limits its application to workflows with very simple structures. For 210 

workflows with more complex structures, WF-Nets allow for an alternative analysis method using a 211 

colored Petri net (CPNs) model. Token colors represent different customer orders and simulation of the 212 

CPN model is employed to retrieve approximated performance measures with certain confidence levels. 213 

As far as we know, Ferscha [8] was the first to propose the use of GSPN for evaluating the 214 

performance of business processes. His model represents a set of agents concurring for resources 215 

required to execute the processes for which they are responsible. The interactions and the dependencies 216 

between processes are taken into consideration (e.g., producer-consumer relations). The model has no 217 

clear notion of the customer, as the agents are working continuously, independent of any customer 218 

demand. Also, it does not express how a single agent executes parallel activities, which makes the model 219 

confusing when trying to compare it to today’s workflow concepts and practices. The work mentions a 220 

single performance metrics: the system throughput. 221 

Schomig & Rau [36] propose the use of a colored GSPN for performance evaluation of workflows 222 

that is aligned with concepts recognized by the workflow management coalition (WfMC). They argue that 223 

it is important to distinguish one token from another, as decisions taken at one point of the workflow can 224 

affect those at another point in the future. Four basic branch structures are modeled: AND-Split (fork), 225 

AND-Join (synchronization), OR-Split (exclusive decision), and OR-Join (path merging). Similar to 226 

Ferscha’s model and Reijer’s SWN, this approach does not take into account customer demands. A 227 

process executes continuously and a single customer is served in each execution cycle. Resource 228 

constraints are considered, but once a single customer is being served, these constraints affect only the 229 



execution of parallel activities. The authors also show that state-space explosion seriously limits the 230 

application of the technique. 231 

Shuxia Li & Zhu [20] also present a GSPN model for the analysis of workflow performance and 232 

give the name generalized stochastic workflow net (GSWN) to their approach. The model assumes a 233 

single customer and infinite resources. They argue that it is reasonable to assume infinite resources, as 234 

human resources can deal with several tasks in parallel. They consider the same four routing structures 235 

as Schomig & Rau. They also recognize that state-space explosion impairs the application of their 236 

approach for complex workflows. 237 

JianQiang Li et al. [19] present a hybrid approach called multidimension workflow net (MWF-net). 238 

Their work represents a set of independent processes that are executed by a set of shared resources. 239 

Each process is represented by a time-extended WF-net. These processes are linked together by 240 

mapping them to a common set of organizational roles. Each timed transition is associated to a role in the 241 

organizational structure. In a third layer, these roles are mapped to resource pools, which represent the 242 

workforce available in each role. By applying decomposition and combination algorithms, the authors 243 

show how to obtain information about resource utilization and a lower bound for the process performance. 244 

These algorithms employ both Petri net analysis and complementary analytical formulae based on 245 

queueing theory. Multiple customers are considered to arrive independently at each workflow. 246 

The simulation of workflows is a common practice in industry. Many industrial workflow systems 247 

provide simulation features. These applications employ different discrete event simulation (DES) 248 

algorithms. Due to this distinction, results obtained from one tool can significantly differ from another. 249 

Scientific works that employ simulation of workflow mostly use Petri net–based simulations, due to its 250 

formal semantics. 251 

As previously mentioned, van der Aalst et al. extend their WF-net models with color to create a 252 

colored Petri net model that can be used for performance evaluation [2]. This approach relies on 253 

simulation of the colored Petri net models, which are executable specifications of the workflow. 254 

Reijers presents a resource-extended SWN [31], which adds resource constraints to the original 255 

SWN model and employs colored tokens for representing multiple different customers in the system. 256 



However, the algorithms adopted in the SWN model are not valid for the resource-extended version. The 257 

results in this new model are assessed by simulating the colored Petri net. 258 

Netjes et al. [25] provide a model for evaluating resource allocation alternatives for optimizing 259 

workflow performance. Again, colored Petri nets are employed and results are obtained by simulation. 260 

Dehnert et al. [7] present a model that employs a colored GSPN to evaluate workflow 261 

performance. The model is divided into two parts: the resources model and the workflow model. The 262 

former represents every communication and documents transport between the departments and the 263 

employees. It also takes into account employee vacancies or holidays. The workflow model represents 264 

the activities and the dependencies between activities. These two models are merged for analysis 265 

purposes. Multiple processes can be evaluated in the same model, sharing the resources. Customer 266 

demand is not represented. Resource utilization and execution time can be estimated from this model 267 

through an analytical solution based on state-space generation or by simulation. 268 

The ten works found in the literature approach the performance evaluation of workflows with 269 

different points of view. They differ with respect to how customers and resources are represented, which 270 

metrics can be computed, how these metrics are evaluated, and which type of results can be obtained. 271 

To classify them, we propose three groups of criteria: workflow scenario; nature of results; and modeling 272 

power. 273 

The criterion workflow scenario evaluates whether the considered modeling approach 274 

represents relevant elements of the real workflow environment. In particular, we classified the approaches 275 

according to the following parameters 1) number of customers; 2) number of resources, and; 3) number 276 

of process definitions. All these factors are of great importance. For instance, a model that only 277 

represents a single customer is not useful for estimating queues and resource utilization. 278 

The criterion nature of results refers to the characteristics 279 

 280 

TABLE I 281 

COMPARATIVE STUDY. CRITERIA: WORKFLOW SCENARIO, NATURE OF 282 

RESULTS, AND MODELING POWER 283 



 284 

of the results obtained through the modeling approach. We adopt two parameters for this element: 1) 285 

type: the mathematical nature of the results computed by the approach (simple average, probability 286 

distribution, lower/upper bounds); 2) metrics: a list of metrics that are directly calculated through the 287 

model. 288 

We also define a set of parameters to evaluate the criterion modeling power. The intention here 289 

is to evaluate the modeling strategy employed and to understand both how accurately the model can 290 

express system’s characteristics and how much effort is required to design a model of the system. Here, 291 

six parameters are explored: 1) time representation: determines whether the approach deals with discrete 292 

or continuous time; 2) time variability: captures whether the approach allows for the direct representation 293 

of time with different probability distributions - if so, it is marked as yes; otherwise, it is marked as no; the 294 

cases where the variability can be achieved with extra effort are marked as maybe; 3) readability: 295 

indicates how easy it is to understand, read, and maintain the model. We make this classification 296 

following the principles by which researchers classify different programming languages according to their 297 

maintainability; 4) effort: evaluates the abstraction level of the modeling language, as well as the effort 298 



required to calculate the desired metrics - we assume three levels of modeling effort: high, medium, and 299 

low; 5) tool: indicates an approach that is supported by a computational tool (we take into consideration 300 

only those tools created specifically for the approach); 6) scalability: indicates how the approach scales 301 

with the size of the system. All works that rely on state-space generation were classified as having low 302 

scalability, while works that use simulation were assumed to be highly scalable. 303 

The work proposed in the current paper used GSPN as a technique for enabling the modeling of 304 

scenarios where multiple customers compete for a limited number of resources in the execution of a 305 

workflow. Each resource is assigned a role and a single role can be responsible for executing multiple 306 

activities. In turn, each activity can be executed by more than one role. We provide a number of analytical 307 

formulae for computing the average value of performance metrics such as utilization and throughput. 308 

Also, simulation is employed for providing other important metrics, such as queue sizes, synchronization 309 

times, and overall response time. Time is represented by continuous random variables. Our approach is 310 

described in detail in Section V. 311 

Table I shows the result of this classification methodology. 312 

IV. THE CHOICE FOR GSPN 313 

Based on the analysis of related works conducted in Section III, we defined a set of requirements 314 

to guide the development of new methodologies for performance evaluation of workflow systems. 315 

• support for multiples customers; 316 

• support the definition of resource constraints; 317 

• support for multiple concurrent processes; 318 

• provide analytical formulae; 319 

• measure response times, queue size, resource utilization, and throughput; 320 

• support for continuous time; 321 

• support a variety of distribution functions for representing time; 322 

• be scalable; 323 

• be easy to write, read, and maintain. 324 

A careful analysis of Table I reveals that the set of works in perspective only partially fulfill these 325 

requirements. Moreover, one can notice that works based on colored Petri nets (CPN) are more complete 326 



in terms of these requirements. In this work, we demonstrate that an approach based on generalized 327 

stochastic Petri nets (GSPN) can provide the same benefits found in works employing CPN. Furthermore, 328 

in the context of performance evaluation of workflow, we enumerate some advantages that GSPN has 329 

over CPN. 330 

In this section, we explain the reasons of our choice for a GSPN-based approach. We highlight 331 

key advantages of GSPN over CPN for the purpose of performance evaluation. In this comparison, we 332 

assume the implementation of Jensen et al., called CPN Tools [16], as a reference. This is the most 333 

widely used implementation of the CPN formalism. 334 

We summarize some important drawbacks found in CPN: 335 

1) time is not a natural concept in CPN. Designers are responsible for keeping control of time 336 

stamps during system simulations. They must include arc or transition expressions to 337 

calculate the time stamp at each point of the CPN model. This makes the model more 338 

susceptible to modeling errors not verifiable through analysis; 339 

2.) CPN uses an integer global variable to represent time. When a new time stamp is 340 

calculated through arc or transition expressions, the result is rounded to an integer value. As 341 

the simulation evolves, the number of rounding executed increases. The resulting loss of 342 

accuracy may cause undesirable effects in complex models. For instance, rounding an 343 

exponentially distributed random variable to the next integer will lead to a geometric 344 

distribution instead of an exponential. 345 

3) defining a stochastic process corresponding to the CPN model is a complex task. This 346 

makes it difficult to investigate the CPN model analytically to find mathematical relations 347 

between parameters and metrics. Thus, if someone intends to study properties of the system 348 

without relying on model simulation, CPN will give little support for that task. For example, 349 

one might be interested in the impact of different arrival distributions to the overall response 350 

time. The only option is to simulate the model using different distributions and, then, measure 351 

the impact of each simulation round.\ 352 

It should be mentioned that CPN has some attractive characteristics for the sake of performance 353 

evaluation. Firstly, it provides a great flexibility to express time behavior, which is controlled by model 354 



designers. For instance, this flexibility would allow to go back in time, if wanted. It also allows for the 355 

creation of arbitrary discrete time distributions, being only necessary to implement a random number 356 

generator for that distribution. As an illustrating example, Fig. 2 shows a single server queue modeled in 357 

CPN, extracted from the CPN Tools user manual [38]. Without explaining in much detail, it can be 358 

observed the use of the “@+” operator for incrementing the timestamps associated to tokens. 359 

 360 

Fig. 2. Queue modeled in CPN 361 

Generalized stochastic Petri nets (GSPNs), in contrast to CPNs, is a formalism designed 362 

specifically to represent stochastic systems. It is isomorphic to continuous-time Markov chains (CTMC), 363 

which have been used for stochastic studies for decades. Time is a natural concept in GSPN models and 364 

is associated with timed transitions. Therefore, no manipulation of timing variables is necessary. 365 

Moreover, as the CTMC associated to a GSPN is clearly defined, it is possible to study the properties of 366 

the system on a mathematical basis. 367 

There are many algorithms for the solution and simulation of CTMCs, and several known 368 

properties that can be analytically obtained. Furthermore, GSPNs have a graphical representation that 369 

clearly expresses concurrence, synchronization and both states and actions, properties that are not 370 

present in CTMCs. For these and other Petri nets characteristics, it seems rather natural to use GSPN as 371 

a formal representation of workflows for performance evaluation purposes. For a comparison with the 372 

CPN queue model, Fig. 3 illustrates the same queue modeled in GSPN. The time information is 373 

annotated to the timed transitions. 374 

 375 



Fig. 3. Queue modeled in GSPN 376 

The noteworthy drawback is that GSPN transitions can only be associated to exponentially 377 

distributed times. However, methods for approximating other distributions do exist and are widely used [4] 378 

[23]. These methods only require the addition of auxiliary structures to the model to obtain the desired 379 

distribution. Thus, this drawback is not a practical limitation. Therefore, the use of GSPN by no means is 380 

restricted to systems in which all variables are exponentially distributed.  381 

 382 

V. MODELS DESCRIPTION 383 

In this section, we propose a collection of building blocks modeled in generalized stochastic Petri 384 

nets (GSPN) and composition operations. By employing such composition operations over the building 385 

blocks, one can create models for the analysis and evaluation of a large number of workflows.  386 

To present a mathematically sound composition algebra, we formally define every element of the 387 

GSPN that is built up from the operations. This possibly makes the text hard to follow at some parts or 388 

present some repetitions, but it is a necessary cost in favor of mathematical rigor. Nevertheless, 389 

explanatory text and pictures provide the informal description of the models, which give an intuition on the 390 

mathematical definitions. Yet, some formalization has been subtracted to simplify the text. A more 391 

detailed description and formalization is available in a technical report [26] 392 

Our approach assumes a limited number of resources assigned to a subset of business process 393 

roles. Each role can be responsible for several activities. This feature may be overlooked at first glance, 394 

but it is exactly the sharing of limited resources that impairs the application of queue theory and other 395 

related techniques available today. 396 

A workflow is composed of atomic activities, order relations between these activities, and the 397 

definition of roles that are responsible for executing them [5] [6]. In correspondence, the building blocks 398 

proposed in this section represent activities and roles, while the composition operations model the order 399 

relations between activities. We provide a number of composition rules that allow for the construction of 400 

complex workflows containing concurrence, synchronization, loops, and so on. These structures are 401 

found in several process notations, but there is a lack of uniformity in their terminology. For this reason, 402 

we adopt the terminology provided by the Workflow Management Coalition (WfMC). One can refer to the 403 



WfMC Glossary [6] and the WfMC Reference Model [5] to find synonymous and related terms for a 404 

specific notation. 405 

A workflow is executed in a run-time environment. We assume this environment to be defined by 406 

the arrival process, which correspond to the creation of new process instances, and the number of 407 

resources available in each role for performing the activities. 408 

Regarding expressiveness, the models present the following main characteristics: 409 

• represent simultaneous execution of multiple process instances; 410 

• represent resources grouped in roles that can be responsible for executing several 411 

activities (shared resources); 412 

• distinguish work items (works to be processed in an activity) and ongoing activity 413 

instances (work being processed in an activity); 414 

• assume that case arrival is a Poisson process or that it can be approximated by a mixture 415 

of exponential interarrival times [4]; 416 

• assume that service times are exponentially distributed random variables or that they can 417 

be approximated by a mixture of exponential variables [4]. 418 

The use of mixtures of exponentials is ubiquitous in performance analysis. Despite the standard 419 

way of using exponential times for delays in GSPNs, it is possible to approximate any random distribution 420 

with rational Laplace transform by combining exponential variables. Methods for modeling these 421 

distributions with GSPN are well known [4] [23] [22] and can be applied in the proposed model to improve 422 

its representativeness. For the sake of simplicity, all models will be presented assuming exponential 423 

delays. It must be observed, however, that such exponential transitions can be readily replaced by 424 

mixtures of exponentials by employing the proper procedures, as described by the literature [23]  425 

The following metrics can be assessed through the proposed model: 426 

• soundness verification; 427 

• minimum number of resources demanded by each role; 428 

• number of ongoing activity instances; 429 

• number of work items in each worklist; 430 

• number of available resources in each role; 431 



• mean time of case processing (response time). 432 

 433 

A. Basic Blocks 434 

In this section, we describe the basic structures for modeling a process definition (or workflow 435 

model) [6] and formulae for calculating metrics from them. 436 

A pool [6] is a structure that groups the roles that participate in the process. In most graphical 437 

notations, each role is represented by a swimlane [6] [40] in the pool. When an activity is placed on that 438 

swimlane, it means that the respective role is responsible for the execution of that activity. 439 

We use the concept of pool to represent the set of roles present in the workflow.  440 

 441 

Fig. 4. Activity Model in GSPN 442 

Definition 9 (Structure - Pool). The Pool, denoted by 𝒫, contains the roles that participate in the 443 

process. It is defined as a set 𝒫 = {𝑋, 𝑌, ...,𝑍}, where each element in the set is a role identifier. 444 

Each time the company starts the execution of a process, it creates a new process instance, also 445 

called a (business) case [6]. 446 

Definition 10 (Structure - Process Instance (Case)). Ongoing process instances or cases are 447 

represented by tokens in the GSPN model. 448 

The fundamental structure in the workflow model is the activity model. This model represents the 449 

execution of an activity by a resource. Notice that activities are the atomic unit of work in a workflow [5]. 450 

Definition 11 (Structure - Activity Model). An activity model is denoted by 𝐴𝑖(𝑘, 𝑑𝑖), where:  451 

1) 𝑘 ∈ 𝒫 is the role responsible for the execution of the activity; 452 

1) 2) 𝑑𝑖 ∈ ℝ[?]is the mean time delay for the activity execution. 453 

It corresponds to a GSPN, 𝐴𝑖(𝑘, 𝑑𝑖) = (𝑃𝑖, 𝑇𝑖,Π𝑖, 𝐼𝑖,𝑂𝑖,𝐻𝑖,𝑀[?], 𝜔𝑖), which is defined as follows:  454 

1) 𝑃𝑖 = {𝑅𝑘,𝑊𝑖, 𝑆𝑖}, where: 455 

• 𝑅𝑘 is a place that represents the role 𝑘; 456 



• 𝑊𝑖 is a place for holding the activity’s work wtems, therefore called worklist place; 457 

• 𝑆𝑖 is a place for containing the activity instances, therefore called service place. 458 

2) 𝑇𝑖 = {𝑞𝑖, 𝑇𝐴𝐶𝑇𝐼𝑉𝐼𝑇𝑌 −𝑖}, where: 459 

• 𝑞𝑖 is an immediate transition, with 𝜔𝑖(𝑞𝑖) = 1 and Π𝑖(𝑞𝑖) = 1; 460 

• 𝑇𝐴𝐶𝑇𝐼𝑉𝐼𝑇𝑌 −𝑖 is a timed transition with mean delay 𝑑𝑖 and infinite server semantics [23]. 461 

3) and 𝐼𝑖, 𝑂𝑖, are such that: 462 

a) the precondition ∙𝑞𝑖 = {𝑊𝑖,𝑅𝑘} and the postcondition 𝑞𝑖 ∙ = {𝑆𝑖}; 463 

b) the precondition ∙𝑇𝐴𝐶𝑇𝐼𝑉𝐼𝑇𝑌 −𝑖 = {𝑆𝑖} and the postcondition 𝑇𝐴𝐶𝑇𝐼𝑉𝐼𝑇𝑌 −𝑖 ∙ = {𝑅𝑘} 464 

For the sake of simplicity, when the parameters 𝑘 and 𝑑𝑖 are not relevant for the discussion, we 465 

use the simplified notation “𝐴𝑖” in substitution to 𝐴𝑖(𝑘, 𝑑𝑖).  466 

Fig. 4 presents the GSPN basic model for activity. 467 

Notice that, according to the Definition 11, although one might assign a role to many different 468 

activities, an activity can 469 

 470 

 471 

Fig. 5. Example of Two-Role Activity Model in GSPN 472 

be assigned only to a single role. However, this assumption is too restrictive, as many real workflow have 473 

resources in more than one role handling the same activity. For example, a supervisor can decide that 474 

he/she will execute an activity that is usually performed by a subordinate. This means that work items for 475 

that activity are shared between them. For this situation, we provide the structure named Multiple-Role 476 

Activity Model, which is pictured in Fig. 5. 477 

Definition 12 (Structure - Multiple-Role Activity Model). A Multiple-Role Activity Model is denoted 478 

by 𝐴[?] (𝒫𝑖,𝐷𝑖), where: 479 



1) 𝒫𝑖 ⊆ 𝒫 is the set of roles that can execute the activity; 480 

2) 𝐷𝑖 : 𝒫𝑖 → ℝ[?] is a function that relates each role to a time delay, that is the mean time for the 481 

activity execution by that role; 482 

3) 𝑚 is the number of different roles that can perform the activity (cardinality of set 𝒫𝑖). 483 

 484 

and corresponds to a GSPN, 𝐴[?] (𝒫𝑖,𝐷𝑖) = (𝑃𝑖, 𝑇𝑖,Π𝑖, 𝐼𝑖,𝑂𝑖,𝐻𝑖,𝑀𝑖0, 𝜔𝑖), which is defined as follows: 485 

1.) 𝑃𝑖 = {𝑊𝑖} ∪ 𝑃𝑟 ∪ 𝑃𝑠, 486 

𝑃𝑟 = {𝑅𝑘 ∣ 𝑘 ∈ 𝒫𝑖}, 487 

𝑃𝑠 = {𝑆[?] ∣ 𝑘 ∈ 𝒫𝑖}, where:  488 

• 𝑊𝑖 is a place for holding the activity’s work items (worklist place); 489 

• Each place 𝑅𝑘 is a place that represents a role 𝑘; 490 

• Each place 𝑆[?] is a place for containing the activity instances that are being executed by 491 

role 𝑘 (Service places).  492 

2.) 𝑇𝑖 = 𝑇𝑞 ∪ 𝑇𝑎, 493 

𝑇𝑞 = {𝑞[?] ∣ 𝑘 ∈ 𝒫𝑖},  494 

𝑇𝑎 = {𝑇𝑘 𝐴𝐶𝑇𝐼𝑉𝐼𝑇𝑌 −𝑖 ∣ 𝑘 ∈ 𝒫𝑖}, where:  495 

• Each 𝑞[?] is an immediate transition, with 𝜔𝑖(𝑞[?]) = 1 and Π𝑖(𝑞[?]) = 1; 496 

• Each 𝑇𝑘 𝐴𝐶𝑇𝐼𝑉𝐼𝑇𝑌 −𝑖 is a timed transition with mean delay 𝐷𝑖(𝑘) and infinite server semantics 497 

[23]. 498 

3.) and 𝐼𝑖, 𝑂𝑖, are such that: 499 

a) the precondition ∙𝑞[?] = {𝑊𝑖,𝑅𝑘} and the postcondition 𝑞[?]∙ = {𝑆[?]}, for all 𝑘 ∈ 𝒫𝑖; 500 

b.)  the precondition ∙𝑇𝑘 𝐴𝐶𝑇𝐼𝑉𝐼𝑇𝑌 −𝑖 = {𝑆[?]} and the postcondition 𝑇𝑘 𝐴𝐶𝑇𝐼𝑉𝐼𝑇𝑌 −𝑖 ∙ = {𝑅𝑘}, for all 𝑘 ∈ 𝒫𝑖.  501 

This model corresponds to a replication of multiple copies of the activity, where there are different 502 

roles and different delays for each one, but with a shared worklist (all worklist places were merged into a 503 

single place). The replication is necessary to maintain different instances of the activity being executed by 504 

different types of resources. Also, each type of resource may provide its own quality of service, which 505 



affects time delay. Thus, the need for copies of the timed transition with different delays. Notice that this 506 

affects only the structure of the activity. The rest of the workflow model remains the same. 507 

 508 

B. Metrics for the Basic Blocks 509 

The following metrics can be evaluated for these basic blocks. These metrics assume that the 510 

workflow model executes in an environment characterized by the case arrivals distribution and resources 511 

available for processing customer requests. We call the combination of a workflow model and an 512 

environment model a workflow system, which will be formally defined in Sec. V-I. 513 

Definition 13 (Measure - Minimum Number of Resources for a Role). Let 𝑘 be a role with 𝐾 514 

resources that perform a set of activities  515 

𝐴1(𝑘, 𝑑1),𝐴2(𝑘, 𝑑2), . . . ,𝐴𝑁(𝑘, 𝑑𝑁) in a workflow system, a stationary solution for that system exists 516 

only if: 517 

 518 

where 𝜆𝑖 is the rate at which cases arrive at activity 𝐴𝑖. 519 

Notice that the arrival rate for each activity can be different, due to the characteristics of the case 520 

flow inside the process. Formulae for computing this flow are provided in Sec. V-C. 521 

Definition 14 (Measure - Expected Number of Activity Instances). For an activity 𝐴𝑖 with mean 522 

delay 𝑑𝑖 and arrival rate 𝜆𝑖, provided with sufficient resources, the expected number of activity instances 523 

during the workflow system execution is given by: 524 

 525 

Definition 15 (Measure - Expected Number of Available Resources). For a role 𝑘 with 𝐾 526 

resources and performing activities 𝐴1, . . . ,𝐴𝑁 in a workflow system, the mean number of available 527 

resources is given by:  528 

 529 

where 𝐸(𝑆𝑖) is the expected number of instances of 𝐴𝑖. 530 



Definition 16 (Measure - Expected Number of Work Items). For an activity 𝐴𝑖, the mean number 531 

of work items of this activity during the workflow system’s execution is equal to the expected marking of 532 

place 𝑊𝑖.  533 

Definition 17 (Measure - Expected Number of Cases). For an activity 𝐴𝑖, the mean number of 534 

cases being processed by  535 

TABLE II 536 

METRICS FOR THE BASIC MODELS 537 

 538 

this activity during the workflow system’s execution is given by: 539 

 540 

Definition 18 (Measure - Expected Activity Response Time). Let 𝐴𝑖 be an activity with case arrival 541 

rate 𝜆𝑖 and mean service time 𝑑𝑖, the mean activity’s response time is given by:  542 

 543 

where 𝐸(𝑛𝑖) is the mean number of Cases in 𝐴𝑖. 544 

Table II summarizes the metrics defined for the basic models.  545 

 546 

C. Composition Operations 547 

The composition operations are uniformly defined such that every composed structure contains a 548 

single starting place and a set of departing transitions. Every token that arrives at that starting place must 549 

eventually depart through one of the departing transitions.  550 

We call such structures subprocesses. An activity model is the most simple subprocess structure. 551 

Every composition operation is defined as a function that maps one or more subprocess operands to a 552 

resulting subprocess.  553 

A subprocess is a GSPN that attends to the restrictions presented by Def. 19. We denote by 554 

SProc the set of all GSPNs that form a valid subprocess. 555 

Definition 19 (Structure - Subprocess). A subprocess is a GSPN  556 



𝑈 = (𝑃𝑈, 𝑇𝑈,Π𝑈, 𝐼𝑈,𝑂𝑈,𝐻𝑈,𝑀𝑈 0 , 𝜔𝑈), such that  557 

1) there exists a unique place 𝑆𝑝 ∈ 𝑃𝑈, such that ∙𝑆𝑝 = ∅ , called starting place; 558 

2) there exists a nonempty set of transitions 𝐷𝑡 ⊆ 𝑇𝑈, such that ∀𝑡 ∈ 𝐷𝑡 : 𝑡∙ = ∅ , called departing 559 

transitions;  560 

3) for each token arriving at starting place 𝑆𝑝, exactly one token departs from the subprocess 561 

through any one of the transitions in the set 𝐷𝑡. 562 

 563 

In what follows, we define some auxiliary functions. 564 

Definition 20 (Utility - Starting Place Function). For a subprocess 565 

𝑈 = (𝑃𝑈, 𝑇𝑈,Π𝑈, 𝐼𝑈,𝑂𝑈,𝐻𝑈,𝑀𝑈 0 , 𝜔𝑈), we denote by Start(𝑈) the unique place 𝑆𝑝 ∈ 𝑃𝑈 such that ∙𝑆𝑝 = 566 

∅ , called the starting place of 𝑈. 567 

Definition 21 (Utility - Departing Transitions Function). For a subprocess  568 

𝑈 = (𝑃𝑈, 𝑇𝑈,Π𝑈, 𝐼𝑈,𝑂𝑈,𝐻𝑈,𝑀𝑈 0 , 𝜔𝑈), we denote by End(𝑈) the set of transitions 𝐷𝑡 ⊆ 𝑇𝑈 such that ∀𝑡 569 

∈ 𝐷𝑡 : 𝑡∙ = ∅ , which correspond to the departing transitions set of 𝑈. 570 

A subprocess model represents the process definition to be evaluated. 571 

When subprocesses are composed, their respective GSPNs are united. Def. 22 presents a 572 

definition for GSPN union operation. 573 

Definition 22 (Utility - GSPN Union). Let GSPNSet be the set of all existing GSPNs, the 574 

operation of uniting two GSPNs can be defined as follows: 575 



 576 

Next, we formally define the composition operators on the basis of the building blocks and 577 

functions we have presented so far. The composition operations are: 578 

• Sequence (SEQ) - two or more subprocesses are executed in sequence; 579 

• Alternative Path (XOR) - a selection is made to perform one from a set of subprocesses 580 

that can be executed; 581 

• Parallelism (AND) - a set of subprocesses are executed in parallel and synchronized at 582 

the end; 583 

 584 

Fig. 6. Composition operations: a) SEQ; b) XOR; c) AND; d) LOOP 585 

 586 



• Simple Iteration (LOOP) - one subprocess is executed several times; 587 

• Grid-form Iteration (GRID-LOOP) - a set of subprocesses is executed several times, but there is 588 

an exit point after each subprocess that allows the iteration to finish after the execution of that 589 

subprocess, without completing the whole cycle; 590 

• Multiple Path (OR) - there are two subprocesses that can be executed in a nonexclusive way. If 591 

both are executed, they must be synchronized at the end of the structure; 592 

• Interleaving (INTER) - a set of subprocesses can be executed in any order, but two subprocesses 593 

from this set cannot be executed in parallel for the same process instance.  594 

 595 

The structures for these composition operations are represented in Figures 6 and 7. The 596 

subprocesses are represented by gray-filled rectangles and denoted by letter 𝑈. These subprocesses are 597 

given as operands. The composition operation, then, creates the auxiliary structures that can be seen in 598 

the pictures – places, transitions, and arcs – that model the composition behavior. 599 

Observe that, in all the pictures, each arc that enters a subprocess is considered to be connected 600 

to its starting place, according to the mathematical definition of the operators. Each arc going out from the 601 

subprocess is considered to be connected to all of its departing transitions. The SEQ operator, illustrated 602 

in (Fig. 6.a), just adds arcs connecting each departing transition of the first subprocess to the starting 603 

place of the second one. Notice that the SEQ operator can compose any two subprocesses in this way, 604 

although the illustration depicts a particular situation where two single-activity subprocesses are 605 

connected. 606 

 607 

D. Sequence 608 

This operator combines two subprocesses, 𝑈1 and 𝑈2, with a sequential relation such that 𝑈2 is 609 

executed after 𝑈1. The model is constructed by adding an arc connecting each departing transition of 𝑈1 to 610 

the starting place of 𝑈2. This is illustrated in Fig. 6.a. 611 

Definition 23 (Composition - Sequence Operator – SEQ). 612 



 613 

Fig. 7. Other composition operations: a) OR; b) GRID-LOOP; c) INTER 614 

𝑆𝐸𝑄 : SProc × SProc → SProc 615 

𝑆𝐸𝑄(𝑈1,𝑈2) = 𝑈𝑅, where: 616 

𝑈𝑅 = 𝑈1 ∪ 𝑈2, with the addition of an arc such that: 617 

1) Start(𝑈𝑅) = Start(𝑈1); 618 

2) End(𝑈𝑅) = End(𝑈2); 619 

3) ∙Start(𝑈2) = End(𝑈1). 620 

For notation simplification, it is possible to use a more general operator 𝑆𝐸𝑄(𝑈1,𝑈2, . . . ,𝑈𝑁) 621 

(multiple arguments), as an abbreviation to the composition 𝑆𝐸𝑄(𝑈1, 𝑆𝐸𝑄(𝑈2, . . . 𝑆𝐸𝑄(𝑈𝑁−1,𝑈𝑁))), without 622 

differences in the resulting model. 623 

 624 

E. Alternative Path (XOR) 625 

This operator combines a set of 𝑁 subprocesses (𝑈1, . . . ,𝑈𝑁) in a way that they are alternatively 626 

executed. Each case arriving is forwarded to one of these subprocesses (which we call paths), according 627 

to a probability distribution defined by a function 𝑃𝑟. For each subprocess 𝑈𝑖, a probability 𝑃𝑟(𝑈𝑖) for the 628 

case be routed to that subprocess is assigned. 629 

The composition is modeled by the addition of a place 𝑃𝑋𝑂𝑅, which is the starting place of the 630 

subprocess, a set of immediate transitions 𝑞𝑥1, . . . , 𝑞𝑥𝑁, which removes a token from 𝑃𝑋𝑂𝑅 and puts it in 631 

the starting place of subprocess 𝑈1, . . . ,𝑈𝑁, respectively. Each transition receive a weight 𝜔(𝑞𝑥𝑖) equal to 632 

the probability 𝑃𝑟(𝑈𝑖) of the subprocess 𝑈𝑖 be chosen 633 

This model is shown in Fig. 6.b. 634 



Definition 24 (Composition - Alternative Path Operator – XOR). Let 𝑈1,𝑈2, . . . ,𝑈𝑁 be 635 

subprocesses and 𝑃𝑟 a probability distribution function 636 

𝑋𝑂𝑅 : SProc × . . . × SProc × (SProc → ℝ[0; 1]) → SProc 637 

𝑈𝑅 = 𝑋𝑂𝑅(𝑈1,𝑈2, . . . ,𝑈𝑁, 𝑃𝑟), where: 638 

 639 

1.) Let 𝐺𝑋𝑂𝑅 be a GSPN containing a place 𝑃𝑋𝑂𝑅 and immediate transitions  640 

𝑞𝑥1, . . . , 𝑞𝑥𝑁, with 𝑃𝑋𝑂𝑅 ∙ = {𝑞𝑥𝑖}, 𝑖 = 1, . . . ,𝑁;  641 

2.) 𝜔(𝑞𝑥𝑖) = 𝑃𝑟(𝑈𝑖), 𝑖 = 1, . . . ,𝑁; 642 

3.) 𝑈𝑅 = 𝑈1 ∪ . . . ∪𝑈𝑁 ∪𝐺𝑋𝑂𝑅, with the addition of arcs 643 

such that: 644 

a) Start(𝑈𝑅) = 𝑃𝑋𝑂𝑅; 645 

b) End(𝑈𝑅) = End(𝑈1) ∪ . . . ∪ End(𝑈𝑁); 646 

c) ∙Start(𝑈𝑖) = {𝑞𝑥𝑖}, 𝑖 = 1, . . . ,𝑁. 647 

 648 

F. Parallel Execution (AND) 649 

This operator creates a subprocess that consists of the parallel execution of 𝑁 other 650 

subprocesses that compose it. Each arriving case is sent to all of these subprocesses simultaneously to 651 

be processed by them. Synchronization occurs before the departure of the case, in a way that it leaves 652 

the subprocess only after every parallel process have been done. 653 

This composition is modeled by the addition of an initial structure, responsible for splitting the 654 

tokens that arrive and another structure in the exit, responsible for the synchronization and for merging 655 

the tokens back. This model is presented in Fig. 6.c. 656 

Definition 25 (Composition - Parallel Operator – AND). 657 

𝐴𝑁𝐷 : SProc × . . . × SProc× → SProc 658 

𝑈𝑅 = 𝐴𝑁𝐷(𝑈1,𝑈2, . . . ,𝑈𝑁), where: 659 

1) Let 𝐺𝐴𝑁𝐷 be a GSPN containing place 𝑃𝐴𝑁𝐷, immediate transition 𝑞𝑠𝑝𝑙𝑖𝑡, with 𝑃𝐴𝑁𝐷 ∙ = {𝑞𝑠𝑝𝑙𝑖𝑡}, a set of 660 

places {𝑍1, . . . ,𝑍𝑁} and another immediate transition 𝑞𝑧, such that ∙𝑞𝑧 = {𝑍1, . . . ,𝑍𝑁}; 661 



2) 𝑈𝑅 = 𝑈1 ∪. . .∪𝑈𝑁 ∪𝐺𝐴𝑁𝐷, with the addition of arcs in such a way that: 662 

a) Start(𝑈𝑅) = 𝑃𝐴𝑁𝐷; 663 

b) End(𝑈𝑅) = {𝑞𝑧}; 664 

c) ∙Start(𝑈𝑖) = 𝑞𝑠𝑝𝑙𝑖𝑡, 𝑖 = 1, . . . ,𝑁; 665 

d) ∙𝑍𝑖 = End(𝑈𝑖), 𝑖 = 1, . . . ,𝑁. 666 

 667 

G. Iterations 668 

An iteration is a subprocess executed several times for processing the same case. In one or more 669 

points of the subprocess execution, a decision is made about whether the case must continue iterating or 670 

leave the structure.  671 

The iterative structure in our model needs that a single entry point exist for the iteration, but 672 

several exit points are allowed. When there is only one exit point and no activity exists in the return path 673 

from the exit point to the entry point, we simplify the structure and call it simple iteration, created by the 674 

LOOP operator. Otherwise, we use the more general model, called grid iteration, constructed by the 675 

GRID-LOOP operator. 676 

Fig. 6.d depicts the simple iteration model and Fig. 7.b shows a grid iteration model example with 677 

two exit points. 678 

Here, we defined the simple iteration model. 679 

Definition 26 (Composition - Simple Iteration Operator – LOOP). Let 𝑈1 be a subprocess and 𝜃 680 

the probability of 681 

 682 

 683 

Fig. 8. Soundness model 684 

leaving the iterative loop, the simple iteration operator can be defined as  685 

𝐿𝑂𝑂𝑃 : SProc × ℝ[0; 1] → SProc 686 

𝐿𝑂𝑂𝑃(𝑈1, 𝜃) = 𝑈𝑅, where: 687 



1) Let 𝐺𝐿𝑂𝑂𝑃 be a GSPN consisting of a place 𝑃𝐿 and two immediate transitions 𝑞𝑏𝑎𝑐𝑘 and 𝑞𝑜𝑢𝑡, such that 688 

𝑃𝐿 ∙ = {𝑞𝑏𝑎𝑐𝑘, 𝑞𝑜𝑢𝑡};  689 

2) 2) 𝜔(𝑞𝑜𝑢𝑡) = 𝜃; 690 

3) 3) 𝜔(𝑞𝑏𝑎𝑐𝑘) = 1 − 𝜃; 691 

4) 4) 𝑈𝑅 = 𝑈1 ∪𝐺𝐿𝑂𝑂𝑃 , with the addition of arcs in such a way that: 692 

a) ∀𝑡 ∈ End(𝑈1), 𝑡∙ = {𝑃𝐿}; 693 

b) 𝑞𝑏𝑎𝑐𝑘
∙ = {Start(𝑈1)}; 694 

c) Start(𝑈𝑅) = Start(𝑈1); 695 

d) End(𝑈𝑅) = {𝑞𝑜𝑢𝑡}. 696 

 697 

H. Other Models 698 

We formally defined the main basic blocks and operators for the modeling of complex business 699 

processes. Some operators and structures were not formally defined to make the paper less exhaustive 700 

to the reader. Readers can refer to Oliveira & Lima [26] for the formalization of the remaining structures. 701 

 702 

I. Metrics and Analysis 703 

The proposed model can be used for both qualitative (correctness) and quantitative 704 

(performance) analyses. The correctness of a subprocess is analyzed using the soundness model, shown 705 

in Fig. 8. This model allows the verification of the soundness property, as stated by van der Aalst and van 706 

Hee [2]:  707 

Soundness. A process is sound if it contains no unnecessary tasks and every case submitted to 708 

the process is completed in full and with no references to it remaining in the process. 709 

All role places receive resource tokens according to the scenario under study. If the model is live 710 

and bound, then it is sound. 711 

Once the workflow is verified to be sound, performance evaluation can be performed. To evaluate 712 

the performance of the workflow, one must insert this model in an environment, where customers and 713 

resources are present. We define this as workflow system, as seen in Def. 27. 714 

 715 



Definition 27 (Structure - Workflow System). A workflow system, defined as a tuple Wf = 716 

(𝜆,𝒫,𝑈,𝐸𝑚𝑝), where: 717 

1) 𝜆 ∈ ℝ[?] is the arrival rate, which indicates the rate at which cases are produced to the 718 

system;  719 

2) 𝒫 is a pool; 720 

 721 

Fig. 9. Simplest Workflow System 722 

3) 𝑈 ∈ SProc is the subprocess model that contains the process definition; 723 

4) 𝐸𝑚𝑝 : 𝒫 → ℕ+ is a employing function, which assigns a number of resources to each 724 

role. 725 

 726 

is a GSPN composed of subprocess 𝑈 with the following additional elements: 727 

1) a timed transition 𝑇𝐴𝑅𝑅𝐼𝑉𝐴𝐿 with mean delay 𝑑 =1/𝜆, empty precondition and postcondition given by 𝑇𝐴𝑅𝑅𝐼𝑉 𝐴𝐿
∙= 728 

{Start(𝑈)}; 729 

2) a place 𝑃𝐷 with precondition ∙𝑃𝐷 = End(𝑈); 730 

3) an immediate transition 𝑞𝐷 with precondition ∙𝑞𝐷 ={𝑃𝐷} and empty postcondition; 731 

4) an initial marking function 𝑀0 such that 𝑀0(𝑅𝑗) =𝐸𝑚𝑝(𝑟𝑗), ∀𝑟𝑗 ∈ 𝒫, where 𝑅𝑗 ∈ 𝑃𝑈 is the place 732 

representing role 𝑟𝑗 ∈ 𝒫. 733 

 734 

Fig. 9 presents the simplest workflow system model. The subprocess contains just one activity 735 

and is highlighted by the dashed square. Notice that place 𝑅𝑘 receives an initial marking 𝐾, corresponding 736 

to the value of 𝐸𝑚𝑝(𝑘).  737 



It must be noticed that roles must be provided with the minimum number of resources, computed 738 

with the formula presented in Def. 13 to the system be able to reach an stationary state. Once the 739 

minimum number of resources is provided, we can retrieve stationary metrics. 740 

An important metric that must be calculated for each activity or subprocess is the local arrival 741 

rate, i.e., the customer arrival rate at that specific point in the workflow. These rates can be obtained by 742 

the formulae below, on the basis of the composition operations applied. 743 

Let 𝑈𝑅 be a subprocess composed of a set of minor subprocesses 𝑈𝑖 and 𝜆 be the customer arrival 744 

rate at the beginning of 𝑈𝑅, the local arrival rate 𝜆𝑖 at each subprocess 𝑈𝑖 can be computed as follows. 745 

o Sequence 𝑈𝑅 = 𝑆𝐸𝑄(𝑈1,𝑈2): 746 

 747 

o Alternative Path 𝑈𝑅 = 𝑋𝑂𝑅(𝑈1, . . . ,𝑈𝑁, 𝑃𝑟), where 𝑃𝑟(𝑈) is the probability of choosing the path 748 

𝑈: 749 

 750 

o Parallelism 𝑈𝑅 = 𝐴𝑁𝐷(𝑈1, . . . ,𝑈𝑁): 751 

 752 

o Simple Iteration 𝑈𝑅 = 𝐿𝑂𝑂𝑃(𝑈1, 𝜃), where 𝜃 is the probability of leaving the iteration: 753 

 754 

o Grid-form Iteration 𝑈𝑅 = 𝐺𝑅𝐼𝐷 − 𝐿𝑂𝑂𝑃({𝑈𝐼1, . . . ,𝑈𝐼𝑘+1}, {𝑈𝑂1, . . . ,𝑈𝑂𝑘}, 𝑃𝑟), where each 755 

𝑈𝐼𝑖 is a subprocess in the iteration cycle, each 𝑈𝑂𝑗 is a subprocess executed after exiting from the 756 

exit point 𝑝𝑗 and 𝑃𝑟 maps a probability to each exit point to be taken 757 

 758 

o Multiple Path 𝑈𝑅 = 𝑂𝑅(𝑈1,𝑈2, 𝛼, 𝜋, 𝛽), where 𝛼 is the probability of only 𝑈1 be chosen, 𝛽 is the 759 

probability of only 𝑈2 be chosen, and 𝜋 is the probability of both be chosen (𝛼 + 𝛽 + 𝜋 = 1): 760 

 761 

o Interleaving 𝑈𝑅 = 𝐼𝑁𝑇𝐸𝑅(𝑈1,𝑈2, . . . ,𝑈𝑁): 762 



 763 

 764 

After computing the arrival rates, each metric from the activity model can be analytically obtained 765 

from the formulae presented in Table II, except for the worklist sizes. Also, the time spent at 766 

synchronization points cannot be obtained from these formulae. For obtaining these metrics, the complete 767 

GSPN must be evaluated. Notice that the workflow system is unbounded. Therefore, the GSPN must be 768 

evaluated through simulation. After obtaining the expected markings of the places of interest, the 769 

complete set of metrics can be computed.  770 

For improving the precision of the results, we recommend that both theoretical results (obtained 771 

by formulae) and simulation results be combined for computing the final metrics. Every time a formula can 772 

be applied, its result should be used instead of the simulation results.  773 

 774 

VI. CASE STUDY 775 

With the purpose of validating the GSPN model, in this section we evaluate the performance of a 776 

real business process using three different approaches: 777 

1) colored Petri nets (CPN) [2] - this technique has been widely used to evaluate the performance 778 

of several real processes, including the process that is analyzed in this case study [32]; 779 

2) Oracle BPM [28] - this is a complete set of tools for creating, executing, and optimizing 780 

business processes. The suite enables unparalleled collaboration between business and IT to 781 

automate and optimize business processes. The suite includes a simulator to evaluate the 782 

performance of business processes. 783 

3) generalized stochastic Petri net (GSPN) - the approach proposed in this paper.  784 

In this section, we apply these three techniques to evaluate the performance of the process used 785 

in the urban management service of a municipality located in north of Holland. This process is the focus 786 

of a process mining study as presented in Reijers et al. [32]. We use records of process executions 787 

collected in a period of six months. The workflow management system TIBCO Staffware [37] generated 788 

these records in the form of event logs. 789 

 790 



 791 

Fig. 10. Invoice Processing Workflow 792 

 793 

TABLE III 794 

ACTIVITY NAMES AND EXECUTION TIMES 795 

 796 

By employing process mining techniques available in the ProM (Process Miner) tool [34], we were 797 

able to discover semiautomatically the workflow model employed by the civil servants and find the 798 

statistics about its execution, including customer demand and process response time. ProM is also 799 

capable of generating a CPN model that may be used to simulate the process. During the simulation, the 800 

CPN model generates more event logs, which fit within the statistics of the real data. Using this 801 

technique, we assessed some important performance metrics of the process. For instance, we were able 802 

to extract the mean time of execution of each activity.  803 

 804 

A. Context 805 

The municipality has about 90,000 citizens and receives about 20,000 invoices per month [32]. 806 

The process involves almost every employee of the urban management service. Fig. 10 depicts the 807 

process structure.  808 

Each invoice requires several checks that are made by different clerks, possibly in different 809 

geographical locations of the municipality (e.g., the mayor’s office, the fire brigade, etc.). It involves 110 810 



participants, each performing multiple activities. In turn, each activity can be performed by different roles. 811 

The Dutch law states that governmental bodies need to pay their invoices within 30 days or risk financial 812 

penalties. For this reason, the performance of this process deserves special attention.  813 

As stated before, we used ProM to measure the mean time of execution of each activity. Table III 814 

presents this information.  815 

 816 

B. Experiments Conducted 817 

We evaluated two scenarios: 1) the actual setting of the process (as-is) with the data retrieved 818 

from the execution  819 

 820 

TABLE IV 821 

RESPONSE TIMES FOR THE FIRST VERSION OF THE PROCESS (CONF. 822 

LEVEL. 95%) 823 

 824 

 825 

logs; 2) simulating a stressed condition (what-if analysis) by multiplying the rate of invoice arrivals by a 826 

factor of 75 (this value was experimentally found to be high enough to generate queues in the system). 827 

The first scenario is used to validate the models against the real data mined from the event logs. 828 

The second scenario evaluates the capacity of each technique to identify bottlenecks (i.e., queues) that 829 

would appear when the process is executing under overloaded conditions. 830 

We constructed three models: 831 

• CPN model: discovered by the ProM tool from the actual event logs; 832 

• Oracle XPDL model: designed using the Oracle BPM tool in the XML Process Definition 833 

Language (XPDL) [39]; 834 

• GSPN model: constructed in the TimeNet tool [9] using our approach. 835 



In the first experiment, we simulated the three models and calculated the response time of the 836 

process (average execution time). It was computed as follows: 837 

1) CPN model: by simulating the CPN model, synthetic logs were generated. These logs were 838 

used as input to ProM’s performance analysis; 839 

2) Oracle model: the XPDL model was simulated by the Oracle BPM’s simulation feature; 840 

3) GSPN model: this model was evaluated using TimeNet’s stationary simulation feature. 841 

The actual version of the process (with the original arrival rate) does not present queues. Notice 842 

that, when there are no queues in the system, our approach provides analytical formulae for computing 843 

the response time directly. Therefore, we also present the result of the analytical response time, 844 

calculated in this way. The results can be seen in Table IV. We applied the ANOVA test and concluded 845 

that the difference among the results is not statistically significant. GSPN and Oracle BPM results were 846 

calculated with a confidence level of 95% and an error of 10%. Analytical results are computed with exact 847 

formulae. CPN results fit with the data extracted from the event logs, meaning that they are statistically 848 

equal to the real process.  849 

In the second set of experiments, with the purpose of generating a stress condition, we increased 850 

the arrival rate by 75 times the original rate and simulated each model again. We measured the resource 851 

demand and the queues formed on each process activity. Then, we computed the overall response time. 852 

 853 

Fig. 11. Utilization of each activity in the second scenario (number of resources demanded) 854 

 855 



 856 
Fig. 12. Average queue sizes on each activity in the second scenario 857 

 858 

The Oracle BPM tool could not reach a stationary state for this new configuration. The response 859 

time increases indefinitely. Therefore, we discarded its results. 860 

We applied the paired t-test at the 95% confidence level to compare the utilization on each 861 

activity (i.e., the expected number of resources working on the activity). No statistical difference between 862 

GSPN and CPN models was found. We observed the same result when comparing the GSPN model 863 

against the analytical values for the utilization on each activity. Figure 11 shows the resource utilization 864 

for each activity (which corresponds to the mean number of resources demanded by each activity [3]). We 865 

also applied the paired t-test at the 95% confidence level to compare the average queue sizes on each 866 

activity during the simulation of the GSPN and the CPN models. Again, we found no statistical difference 867 

between the GSPN and the CPN models. Figure 12 presents the queue sizes as calculated by the GSPN 868 

and the CPN methods. Notice that activity 𝐴2 has proven to be the bottleneck of this system. 869 

Table V presents the response times for the new scenario. The CPN model generated logs that 870 

were statistically analyzed using the ProM tool. The result labeled GSPN does not employ the analytical 871 

formulae proposed in this work, but computes all metrics from the results of simulation. The result labeled 872 

as Analytic+GSPN refers to the response time for the combination of the analytical formulae that our 873 

approach provides and the results of GSPN simulation. This combination provides more accurate results 874 

than simulation alone. 875 

From the experiment, we can infer that the GSPN results are consistent with the findings of 876 

popular tools: colored Petri nets, on the academic side; and Oracle BPM, on the industrial side. But the 877 

added advantage of our approach is that we are able to determine specific results analytically instead of  878 



 879 

TABLE V 880 

RESPONSE TIMES FOR THE SECOND VERSION OF THE PROCESS (CONF. 881 

LEVEL. 95%) 882 

 883 

on the basis of simulation, aside to other arguments to use GSPN instead of colored Petri nets for 884 

performance modeling and evaluation (see Section IV). It is also worth mentioning that, despite being 885 

widely used in industry, the Oracle BPM tool has proven to be ineffective to evaluate the process under 886 

overloaded conditions. 887 

 888 

VII. CONCLUSIONS 889 

We proposed the use of generalized stochastic Petri nets (GSPN) as a basis to support both the 890 

correctness verification and the performance evaluation of realistic business processes. We showed that 891 

GSPN provides several benefits in contrast to currently used techniques. To assure the correct mapping 892 

between workflow concepts and GSPN models, we designed a set of building blocks and composition 893 

operations that can be used to represent the key components present in most workflow languages. Such 894 

structures and operations enable the modeler to create GSPNs that provide a wide range of qualitative 895 

and quantitative information about a workflow.  896 

We can enumerate the following main contributions that distinguish our work from current 897 

approaches: 1) we can analytically assess a wide range of performance metrics, such as throughput and 898 

utilization - a feature not found in related works; 2) we support the evaluation of processes with multiple 899 

customers and a limited number of possibly shared resources, while several related works are limited in 900 

this context; 3) we use the same model both for performance evaluation and analyses of qualitative 901 

properties of processes, such as soundness and liveness. Most of the related works are not intended to 902 

analyze qualitative properties at all; 4) Performance metrics that cannot be analytically calculated may be 903 

alternatively assessed through simulation, also without changes in the proposed model. 904 



The list of criteria that we used for the comparison of the various existing methods to analyze the 905 

performance of business processes can be seen as an additional contribution of this work. Such criteria 906 

were employed to compare eleven different works, including the new approach proposed in this paper 907 

and can be used as a basis for future comparisons in other works. 908 

From the comparative study performed, we observed that CPN-based approaches demonstrated 909 

to cover most of the desirable characteristics prescribed by our list of criteria. However, one noticeable 910 

drawback of CPN models is that they represent time as integer values. Rounding timestamp values to 911 

integer values can potentially cause a loss of precision. In contrast, GSPNs deal with continuous time, as 912 

such providing more accurate results. Furthermore, CPN traditionally requires the codification of process 913 

data and certain decision algorithms to an extent similar to that necessary for implementing the real 914 

workflow model. Our approach does not require such refinements and provide evidence that these data 915 

are not relevant for the results of the performance analysis. 916 

Eventually, analyzing the set of criteria proposed in this paper, our approach achieves at least the 917 

same level of quality observed in those CPN-based approaches of higher quality. This is not the case for 918 

other works that also employ the GSPN formalism. Therefore, this analysis revealed that our work 919 

incorporates more desirable characteristics than those observed in other works, which adopt GSPN for 920 

modeling and analyzing the performance of business processes. Moreover, due to the use of continuous 921 

time, the choice for GSPN potentially provides more accurate results when compared with CPN. Overall, 922 

we believe that the proposed approach significantly extends the state of the art and should be considered 923 

as the preferred framework to assess both quantitative and qualitative aspects of complex business 924 

processes. 925 

To validate our approach, we used the event logs from a real business process (the urban 926 

management service of a municipality situated in the northern part of the Netherlands). We employed the 927 

GSPN model, a CPN-based approach, and the commercial tool Oracle BPM for evaluating two scenarios: 928 

one with a low resource demand, in correspondence with the real system; and another with a hypothetical 929 

high demand. 930 

The results of the evaluation were very satisfactory as they showed quite similar outcomes from 931 

our approach to those obtained through a well-known CPN-based approach for a realistic situation, even 932 



though we could establish these results analytically instead of on the basis of simulation results. We 933 

believe that the increased efficiency and modeling ease of using an analytical approach in combination 934 

with a satisfactory accuracy is one of the main advantages of our approach. It must be emphasized that 935 

the CPN model employed was built up on the basis of measured data, by the application of validated 936 

process mining techniques [32]. 937 

As a final contribution, we developed the BPEL2Net tool for translating BPEL workflow 938 

descriptions into a GSPN model. The compiler uses the basic models and composition rules as proposed 939 

in this paper. The tool can be obtained at http://www.cin.ufpe.br/˜calo/bpel2net. 940 

As a future work, we will implement a framework with several plugins to support the design and 941 

the performance analysis of business processes using our proposal. We are currently working on a plugin 942 

to support the graphical modeling of workflows. Furthermore, we plan to develop plugins for 943 

communicating with the TimeNet tool from our graphical interface and importing workflows modeled using 944 

different tools and languages. 945 

946 
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