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Abstract

Model checking is the problem of determining if a system, represented
by a model, satisfies a certain property. Parameterised Boolean equation
systems, or PBES for short can (among others) be used to encode model
checking problems. From the solution of a PBES the solution of the en-
coded model checking problem can be obtained. The solution of a PBES
is an assignement of Boolean values to its variables. It is undecidable
whether a variable has a specific value in the solution of a PBES. There-
fore, syntactic transformation and abstraction techniques are often used
to simplify PBES. Proving the soundness of such techniques is a labori-
ous and difficult process. The notion of consistent consequence has been
defined to simplify such soundness proofs.

Consistent consequence relations relate the solution of a variable from
one PBES, to the solution of a variable from another PBES. Showing
that variables are related via a consistent consequence relation is difficult.
This is because consistent consequence is a complicated notion based on
semantics. To gain greater insight in the notion of consistent consequence,
a proof system has been defined to derive a consistent consequence be-
tween variables. There was a small error in this proof system. In this
master thesis, we have fixed this error, and formalized the theory in the
proof assistant Coq to increase the confidence in the results. In this re-
port we present the new proof system and the theory which has been
formalized in Coq.
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Chapter 1

Introduction

Model checking refers to the following problem. Does a system, whose behavior
is encoded in a model (for example a transition system), satisfy some property.
For example consider the system of a railroad crossing. A property which we
wish to hold for this system, is that whenever a train is coming, the bars close
before the train has arrived, to prevent accidents. Furthermore, we wish that
cars can cross the crossing when it is safe to do so. Checking if these properties
are satisfied are typical examples of model checking problems. A way to do this,
is to encode the model checking problem as a Parameterised Boolean equation
system (PBES for short) [13], and then solve this PBES.

PBESs can be used to encode a variety of verification problems, including
(first-order) modal p-calculus model checking problems [12], behavioral equiva-
lence problems such as bisimilarity, similarity and branching bisimilarity [4] and
model checking problems for real-time systems [25]. A PBES is a list of fixpoint
equations using variables and predicate formulas, for example:

(uX(n: Nat) = X(n+1))(vY (k : Nat) = even(k) VvV (Y(k+1) A X(k +2)))

Solving this PBES means finding an assignment for the predicate variables
in the PBES, such that pX yields the smallest solution and vY yields the
largest solution satisfying the equations. By solving a PBES resulting from an
encoding of a particular verification problem, an answer to the encoded problem
is obtained. Advanced tool suites, such as mCRL2 [6] and CADP [9], rely on
the use of PBES for solving their verification problems.

The solution of a PBES is an assignement of Boolean values to its variables.
It is undecidable whether a variable has a specific value in the solution of a
PBES. However, the problem is decidable for certain fragments of PBES, such
as Boolean equation systems (BES for short)[18]. A common technique for
solving PBES; is to instantiate the PBES in BES, and solve the resulting BES.
However, this transformation process is not necessarily finite, and furthermore it
suffers from an exponential blow up similar to the state space explosion problem.

Therefore, abstraction and transformation techniques are often used to sim-
plify PBES. In [23], a method is presented for determining the soundness of
such techniques in the setting of BES. This method relies on identifying consis-
tent correlations between equation systems, and the decidability of consistent
correlation (i.e. determining if the solution of a specific equation is related via
consistent correlation to another equation) was addressed for a fragment of BES.



The notion of consistent correlation was designed to simplify the sound-
ness proofs of transformation techniques. Soundness of a transformation can
be shown by showing that the equations in the resulting PBES are related via
a consistent correlation to the equations from the original PBES. However, a
limitation of the consistent correlations is that they can only be used for verify-
ing reflecting, solution preserving transformations, such as removing redundant
parameters [19]. (For example, in the example shown before, n is a redundant
parameter for the solution of X.)

Abstraction techniques often result in PBESs whose solutions are under- or
over-approximations of the original PBES’s solution. To accommodate these
techniques as well, the notion of consistent consequence has been defined. Con-
sistent consequence lies at the basis of consistent correlation. Intuitively, where
consistent correlation relates solutions of variables from PBES via bi-implication,
consistent consequence relates solutions of variables from PBES via implication.

Consistent consequence is itself a form of abstraction on PBES. Given two
PBES, we say that a variable from one PBES is a consistent consequence of a
variable from the other PBES, if there exists a consistent consequence relation
which relates these variables. However, showing that there exists such a consis-
tent consequence relation is complex. This is because consistent consequence is
a complicated notion based on the semantics of PBES. In [10], the notion of con-
sistent consequence has been studied for BES, and a complete and sound proof
system which would allow for syntactically deriving consistent consequences be-
tween variables was proposed. However, it was later discovered that this proof
system was unsound.

1.1 Contents of this report

In this report, we will show that by adjusting the proof system from [10], we
obtain a proof system which is sound and complete for deriving consistent con-
sequences. Furthermore, to increase the confidence in the results this has been
formalized in Coq. We also formalized some of the theory underlying the con-
sistent consequence relation. In particular, the relation between the solution of
variables in BES and notion of consistent consequence was formalized.

Considering that Coq is not a mainstream method for presenting such theo-
ries and proofs, in Chapters [] and [5] we present the theory which has been
formalized in Coq, with references to their Coq counterparts (Chapter |§[)

In Chapter[2] we present definitions for propositional formulas, logical and rel-
ative consequence, relations on propositional variables and some of their proper-
ties, as well as BES and their semantics. In Chapter [3] we present the consistent
consequence relation, and show the relation between the notion of consistent
consequence and the semantics of BES. In Chapter [l we present a proof system
for deriving consistent consequences, and discuss why the version from [10] was
unsound and what we did to fix this problem. In Chapter 5] we prove that the
proof system is sound and complete for deriving consistent consequences.

In each of these chapters, the most important lemmas will contain references
to Chapter 6] Chapter [0]starts with an introduction to Coq, and then continues
with a documentation of the Coq files containing the formalization, which can
be found in an SVN repository: [7]. It discusses the types and definitions as
defined in Coq and the choices that have been made in the formalization, as



well as explaining the theorems and lemmas which were proven in Coq.



Chapter 2

Definitions of consequence

In this chapter, we present definitions for Boolean Equation systems, as well
as some auxiliary definitions. Furthermore, we will present some examples and
useful properties of these definitions.

2.1 Propositional formulas and consequences

We assume some infinite set X of propositional variables. These variables are
typically indicated with a capital X, Y or Z. We will indicate the domain of the
Booleans with B. Boolean values will be written as true and false.

Using propositional variables and some standard connectives, we can define
the syntax of propositional formulas.

Definition 2.1.1. Propositional formulas are recursively defined by the follow-
ing grammar.

fo=TILIX[fAFIfVS

Propositional formulas will typically be indicated by a lowercase f or g.
Given a propositional formula f, the set of variables occurring in f is V(f). If
a propositional formula follows a certain pattern, then we say that the formula
is in disjunctive normal form (DNF), or that it is a DNF.

Definition 2.1.2. Let f be a propositional formula. If f is T, L or some
propositional variable then f is a singleton. Furthermore, f is a clause if it is
a singleton or a conjunction of clauses. Finally, f is in disjunctive normal form
(it is a DNF) if it is a clause or a disjunction of DNFs.

Given a propositional formula f in DNF, the set of clauses occurring in
disjunctions in f is indicated by C(f).

We will use the term environment to indicate a function which interprets
propositional variables, by assigning a Boolean value to every variable. Typi-
cally, we will use 6 : X — B, or simply 6, to indicate environments. Given two
environments, the union of these environments is defined as follows.

Definition 2.1.3. Given two environments 61, 65, the union of #; and 05,
written 61|02, is defined as the environment assigning true to any variable X
iff #; or Ay assigns true to this variable.



We can use an environment 0 to define another environment which differs
from 6 in (at most) one variable.

Definition 2.1.4. Given an environment 6 and propositional variable X, we
will write 0[X := b] for some b € B to indicate that 6 has been redefined in X
to b, defined as follows.

b if X =
O[X = b](Y) = {Q(Y) ot}irwi}S/e

By lifting the notion of environment in the natural way, we obtain the se-
mantics of propositional formulas.

Definition 2.1.5. Given an environment 6 : X — B, the semantics (or mean-
ing) of a propositional formula f is defined as follows.

[T]0 = true
[L]6 = false

[X]0 = true if 0(X) = true
| false otherwise

true  if both [f]0 = true and [¢]0 = true

false otherwise

MAﬂGZ{

true if [f]0 = true or [g]0 = true

false otherwise

Mvﬂ9={

A basic concept on the semantics of propositional formulas is the logical
implication, which relates propositional formulas based on their semantics. We
will refer to this concept as logical consequence in this text.

Definition 2.1.6. Given two propositional formulas f,g. If, for all environ-
ments 0, we have [f]6 = true implies [¢]]0 = true, then we say that g is a logical
consequence, or consequence of f. We may write f = ¢ to indicate that g is a
logical consequence of f.

Given two propositional formulas f, g, if both f is a consequence of g, and
g is a consequence of f, then the two are equivalent.

Definition 2.1.7. Given two propositional formulas f,g, if both f is a con-
sequence of g, and g is a consequence of f, then we say that f is logically
equivalent, or equivalent, to g. We may write f < ¢ to indicate that f and g
are equivalent.

Since we are dealing with positive propositional formulas, we can derive a
few interesting properties which would not hold on propositional formulas which
allow negation. We end this section with a few of these properties. The first is
that, given a clause f not equivalent to L and a propositional g, g is a logical
consequence of f iff g is assigned true to the environment assigning false to all
variables except for the variables which occur in f.



Lemma 2.1.8. For any clause f not equivalent to | and propositional formula
g, f = g iff g is true under the environment assigning false to all variables
except for the variables from V(f).

Proof. Take a clause f which is not equivalent to L, and let 8¢ be the environ-
ment assigning false to all variables except for the variables from V(f). Note
that [f]0 = true.

— Take any propositional formula g such that f = g. Then since [f]0; =
true also [g]0 = true.

< Take any propositional formula g such that [g]6; = true. We proceed by
induction on the structure of g.

T In this case trivially f = g.
L In this case [g]f; = false, which contradicts our assumptions.

Y In this case, since 6 only assigns true to variables from V(f), we
have that Y € V(f). Take any environment 6 such that [f]0 = true.
This is only the case if for all variables X € V(f) we have that
0(X) = true, and therefore also 8(Y) = true and thus f = g.

g1 A\ g2 In this case we have the following induction hypotheses:

IH;: If [g1]0f = true then f = g;.

IHy: If [g2]0f = true then f = go.

Since [g]6; = true, both [¢g1]0s = true and [g2]0¢ = true, and thus
from the induction hypotheses both f = ¢g; and f = g5 hold. Take
any environment 6 such that [f]6 = true. We need to show that also
[9]€ = true. This is the case if both [¢1]0 = true and [¢2]0 = true,
which follows from the fact that both f = ¢g; and f = g5 hold.

g1 V g2 In this case we have the following induction hypotheses:

IH;: If [g1]0f = true then f = g1.

IHy: If [g2]0f = true then f = go.

Since [g]0; = true, we have that [¢1]6; = true or [g2]65 = true. The
cases are symmetrical, so we will only consider [g1]0 = true. In this
case from IH; we have that f = g;. Take any environment 6 such
that [f]0 = true. Then also [¢1] = true, and thus [g1 V g2] = true,
therefore f = g¢. O

An interesting consequence of this property is that for a propositional for-
mula g1 V g2 which is a logical consequence of some clause, at least one of g1
and g, is also a logical consequence of this clause.

Lemma 2.1.9. For any clause f and propositional formulas g1, g2 such that
f=(91V g2), we have that f = g1 or f = ¢o.

Proof. Take a clause f and propositional formulas g1, g2 such that f = (g1Vga).
If f is equivalent to L then trivially f = ¢1 (and f = go).

Assume that f is not equivalent to L, and consider the environment 6y
which assigns false to all variables except for the variables from V(f). Then
since f = (g1 V g2), we have [¢1]6; = true or [g2]6; = true. Therefore, from
Lemma [2.1.8] we have that f = g1 or f = go. O



If we are dealing with DNFs, then we have an even stronger property; if a
DNF g is a logical consequence of a DNF f then for all clauses in f there exists
a clause in g such that the clause from g is a logical consequence of the clause
from f.

Lemma 2.1.10. For any DNFs f,g such that f = g we have that, for all
clauses ¢y € C(f), there exists a clause ¢, € C(g) such that ¢y = ¢q.

Proof. Take a DNF g, we proceed by induction on the structure of g.

T,L1,X,cy Take a DNF f such that f = g. In these cases, there is only one clause
cg € C(g). Let cf be a clause from C(f). Now take any environment ¢
such that [c¢f]0 = true. Then, since f is in DNF, also [f]0 = true and
thus also [¢g]6 = true. Therefore, c; = g. Since g = ¢4 also ¢4 € C(g),
also cy = ¢q4.

g1V g2 In this case we have the following induction hypotheses:
IH;: For all DNF’s f’ such that f’ = g then for all clauses ¢; € C(f’)
there exists a clause ¢, € C(g1) such that ¢y = ¢q4.
IH,: For all DNF’s f’ such that f’ = g then for all clauses ¢y € C(f’)
there exists a clause ¢, € C(g2) such that ¢y = ¢q.

Take a DNF f such that f = g. Let ¢y be a clause from C(f). Now take
any environment 6 such that [c;]0 = true. Then, since f is in DNF, also
[f16 = true and thus also [g]¢ = true. Therefore, ¢y = g.

Now consider the environment 6 which assigns false to all variables except
for the variables from V(cy). The, since ¢y = g, we have that [g1]0; =
true or [g2]0f = true. The cases are symmetrical, so we will only consider
the case [g1]0 = true.

If [g1]05 = true, then from Lemma [2.1.8 we know that ¢y = g1. Since
cy is a clause, c¢f is also a DNF, and thus from IH; we have that there
must be a clause ¢, € C(g1) such that ¢y = ¢4. Take this clause ¢4, then
since ¢4 € C(g1) also ¢4 € C(g1 V ¢2), and therefore there exists a clause
cqg € C(g1 V g2) such that ¢y = ¢q. O

2.2 Relations and relativizations

We use J to denote the identity relation. Furthermore, given a relation R C
X x X on propositional variables, we may write X R Y instead of (X,Y) € R.

A relation on propositional variables can be lifted to a relation on proposi-
tional formulas, using the following notion of consistent environments.

Definition 2.2.1. Given a relation on propositional variables R and an envi-
ronment 6, we say that 6 is consistent with R if, for all (X,Y) € R, (X)) = true
implies (YY) = true. The set of all environments consistent with R is O, and
we may write § € O if an environment 6 is consistent with R.

The environment assigning ¢rue to all variables is indicated with 6,, the
environment assigning false to all variables is indicated with §,,. For any relation
R, both 6, and 6, are consistent with R.

Lemma 2.2.2. For any relation R, both 6, and 6,, are consistent with R.



Proof. Let R be some relation on propositional variables, and take some propo-
sitional variables (X,Y) € R. Then, 0,(X) = 0,(Y) for 0 € {u,v}, and thus
0, is consistent with R for both ¢ = p and o = v. O

Given two environments consistent with R, their union is also consistent.

Lemma 2.2.3. For any relation R and environments 61, 62. 61||02 is consistent
with R if both 6; and 65 are consistent with R.

Proof. Let R be some relation on propositional variables, and take environ-
ments 61, 65 consistent with R. Furthermore, take some propositional variables
(X,Y) € R such that (01]|02)(X) = true. We need to show that (61]/02)(Y) =
true. If (61]02)(X) = true then 6;(X) = true or 02(X) = true.

The cases are symmetrical, so we will only consider 6;(X) = true. In this
case, since 6 is consistent with R, also 61(Y) = true. Therefore, from the
definition of the union of environments, (61]|62)(Y) = true. O

The notion of consistency between an environment and a relation can be
used to lift relations on propositional variables to relations on propositional
formulas, via the following definition.

Definition 2.2.4. Given a relation R on propositional variables and proposi-
tional formulas f and g. We say that g is a consequence of f relative to R if, for
all environments 6 € O, [f]6 = true implies [g]0 = true. If g is a consequence

of f relative to R then we may write f Eid g.

Relative consequence is a weaker form of logical consequence, i.e. if we have a
relative consequence between propositional formulas, then we also have a logical
consequence between these formulas.

Lemma 2.2.5. For any propositional formulas f,g, if f = g then for any

relation R on propositional variables, f Eil g.

Proof. Take propositional formulas f, g such that f = g. Then, for any envi-
ronment 6 we have [f]6 = true implies [¢]@ = true. Thus this is also the case

for all environments consistent with R, and therefore f il g. O

However, the other direction of the previous lemma is not true. Consider
the following examples.

Ezxample 2.2.6. For any propositional variables X and Y, we have X AY = X.

Also, obviously, for any relation R on propositional variables, X AY £ x.
However, X VY = X does not hold. Consider an environment 6 with
0(Y) = true and 0(X) = false. Then [X V Y]0 = true but [X]0 = false,
thus X VY = X does not hold. However, if we consider some relation R on
propositional variables such that (Y, X) € R, then any environment consistent
with R which assigns ¢rue to either X or Y, must (also) assign true to X (since

it is consistent with R), and therefore X VY £ x.

Given a relation R on propositional variables, we will use R* to indicate the
reflexive transitive closure of R, and R to indicate the transitive closure of R.
Given a relation R and propositional variable X, we can find the variables Y
such that (X,Y) is in the transitive closure of R using the following definition.



Definition 2.2.7. Given a relation R on propositional variables and proposi-
tional variables X,Y. We say that Y is reachable from X through R if there
exist variables X, -+, X,, for some n > 0 such that Xg = X, X,, =Y and for
all i <n we have X; R Xi+1~

There is a one to one correspondence between membership of a pair of vari-
ables in the transitive closure of a relation, and reachability between these vari-
ables through this relation.

Lemma 2.2.8. For all relations R on propositional variables and propositional
variables X, Y, Y is reachable from X through R if and only if (X,Y) € RT.

Proof. This follows trivially from the definition of the transitive closure of a
relation. ]

For any relation R, the set of environments consistent with R is the same as
the set of environments consistent with R*.

Lemma 2.2.9. For all relations R on propositional variables we have O =
Op+.

Proof. Take some relation R on propositional variables and environment 6. We
need to show that 0 € O iff 6 € Op+.

— Assume that § € Og. Furthermore, take some variable X such that
0(X) = true. We need to show that for all variables Y such that (X,Y) €
R*, 6(Y) = true. If for some variable Y we have (X,Y) € R™, then
there exist n 4+ 1 variables Xg,---, X, such that X = X, X,, =Y and
Xi R Xi+1 for all i < n.

We will show that, for all variables Xy, --- , X, such that Xqg = X and
X; R X4 for all i < n, we have 8(X,,) = true. We prove this by induction
on n.

n =1 In this case (X,,) = true trivially holds.

n =k + 1 In this case we have the following induction hypothesis. For all vari-
ables Xg, -+, X such that Xg = X and X; R X;1; for all i < k, we
have 0(Xy) = true.

Take some set of variables Xg,--- , X, such that Xo = X and

X; R X;41 for all i < n. Then, by the induction hypothesis, (X;) =
true. Thus, since X R X,, and 8 € O, we can conclude that also
0(X,,) = true.

< Assume that 0 € ©r+. Furthermore, take some variable X such that
0(X) = true. Now take any variable Y such that (X,Y) € R. Since
(X,Y) € R, also (X,Y) € R". Therefore, since § € Op+, also (V) =
true. Thus 0 € Op. O

Given a propositional variable X and propositional relation R, we wish to
define an environment which assign true to X and is also consistent with R.
Not all environments satisfy this condition, if there exists a variable Y such
that (X,Y) € R, then the environment assigning false to all variables except
for X is not consistent with R. On the other hand, the empty environment



is consistent with R, but it does not assign true to X. However, using the
notion of reachability we can define an environment which is consistent with
some relation R, and (at least) assigns true to some propositional variable X.

Definition 2.2.10. Given a relation R on propositional variables, and proposi-
tional variable X. The minimal environment 6 under R such that X is assigned
true, written 0g x, is the environment assigning true to X and all variables
reachable from X through R, and false to all other variables.

This definition is such that for any relation R and propositional variable X,
Or, x is consistent with R.

Lemma 2.2.11. For any relation R on propositional variables and propositional
variable X, 0 x is consistent with R.

Proof. Let R be a relation on propositional variables, and let X, Y, Z be propo-
sitional variables such that (Y, Z) € R and 0g x(Y) = true. We need to show
that O x(Z) = true.

If Y = Z then this is obviously the case. If Y = X then Z is reachable from
X and thus 0p x(Z) = true.

Now assume that Y # Z and Y # X. In this case, from the definition of
minimal environment for variables, Y is reachable from X through R. Thus,
there exist variables X, --, X, for some n > 0 such that Xg = X, X,, =Y
and for all © < n we have X; R X;11. But then, Z is reachable from X through
R, since we have Xo, -+, X, 41, with Xo = X and X,,;1 = Z such that for all
i <n+1 we have X; R X;1. Therefore, Or x(Z) = true. O

The minimal environment for some variable X under some relation R gives
us a simple tool for determining relative consequences between X and other
variables thanks to the following property.

Lemma 2.2.12. For any relation R on propositional variables, variable X and
propositional formula f, X £ f iff [f]0r.x = true.

Proof. Take some relation R on propositional variables, variable X and propo-
sitional formula f.

—» Assume that X £ f. We need to show that [f]0r x = true. From the
definition of the minimal environment for a variable under R, 0p x(X) =
true. Furthermore, from Lemma [2.2.11] 8 x is consistent with R, and

since X = f, we have [f]0r, x = true.

< Assume that [f]0r x = true. We need to show that X Eil f- We proceed
by induction on the structure of f.

T In this case, obviously for any environment 6 consistent with R such
that 6(X) = true we have [T]0 = true, and thus X SIS

1 In this case, [f]0r,x = false which contradicts our assumption that
[f10r.x = true.

10



Y In this case, [Y]0r x = true, and thus either Y is equal to X, or

(from the definition of 6 x) Y is reachable from X through R. If Y

is equal to X then obviously X Ly,

If Y is reachable from X through R then there exist variables
Xo,-+, X, with Xg = X and X,, =Y, such that for all i < n we
have X; R X;y1. We will prove that, for any n > 0 and any set of
variables variables X, --- , X, such that Xg = X and X; R X4, for

all ¢ < n, we have X il X,,. We prove this by induction on n.

n =1 In this case, X R X,, and thus for any environment 6 consistent

with R, we have that 0(X) = true implies 0(X,,) = true, and
thus X = X,.

n =k + 1 We have the following induction hypothesis: For any k + 1 vari-

Ji A fo

iV fa

ables Xg, -, Xj such that Xo = X and X; R X;41 for alli < k,

we have X §> X
Given some set of variables Xg,--- , X, such that Xo = X and

X; R X4 for i <n, we need to show that X Eid X,
Take any environment 6 consistent with R such that 6(Xy) =
true. We need to show that 6(X,,) = true. By the induction

hypothesis Xy Eil Xy, and thus 6(X}) = true. But then, since
X R X, also 6(X,,) = true. Thus we can conclude X £l X,.
In this case, the induction hypothesis gives us that if [f1]0g, x = true
then X = f1, and similarly for fo.
Since [f]0r,x = true, both [f1]0r x = true and [f2]0r x = true.
Thus, from the induction hypothesis we have X il fiand X il fa.

Take any environment 6 consistent with R such that 6(X) = true.
Then also [f1]0 = true and [f2]0 = true, and thus [f]0 = true.

Therefore X = f.

In this case, the induction hypothesis tells us that if [f1]0g x = true
then X = f1, and similarly for fo.

Since [f]0r.x = true, either [f1]0r,x = true or [f2]0r x = true.
Thus, from the induction hypothesis we have either X £ fror X £
f2. The cases are symmetrical, so we will only discuss X il f1-
Take any environment 6 consistent with R such that 6(X) = true.

Then also [f1] = true and thus [f1 V f2]0@ = true. Therefore X RS
f. O

A natural question is whether we can lift this notion of minimal environments

for propositional variables to minimal environments for propositional formulas,
and if such an environment has the same or similar properties. The minimal
environment for a propositional formula under some relation is obtained by sim-
ply taking the union of the minimal environments for all propositional variables
occurring in the formula.

Definition 2.2.13. Given a relation R on propositional variables, and propo-
sitional formula f. The minimal environment # under R for f is the union of
the minimal environments of all variables from V(f) under R.

11



Observe that, if no variables occur in f, then Op y =0,.

Obviously, for any formula f and relation R, if f is not equivalent to L then
Or,r assigns true to f.

Lemma 2.2.14. For any propositional formula f not equivalent to L and re-
lation R on propositional variables, 0 ; is consistent with R.

Proof. Take some propositional formula f and relation R such that f is not
equivalent to L. If f is equivalent to T, then for all environments # we have
that [0 = true.

Otherwise, 0, assigns true to all variables X € V. Therefore 0 ; must also
be true, since there is no negation in the syntax of propositional formulas. [

Furthermore, since the union of environments consistent with a relation R
is also consistent with R, for any propositional formula f we have that 0g ; is
consistent with R.

Lemma 2.2.15. For any relation R on propositional variables and propositional
formula f, 0 r is consistent with R.

Proof. If f does not contain any variables, then 6g; = 60,, and thus from
Lemma [2.2.2] 6 s is consistent with R. Otherwise, 6, is equivalent to the
union of the minimal environments for all variables occurring in f under X, and
thus from Lemma [2.2.3] 0 s is consistent with R. O

The minimal environment on propositional variables gives us a simple way
for determining relative consequences; a variable is assigned true by the minimal
environment of another variable, iff it is a relative consequence. We would like
to also have this same property for the definition of the minimal environment of
propositional formulas. However, in general this is not the case. Consider the
following example.

Ezxample 2.2.16. Take propositional variables X,Y and let R be the empty
relation. Let f = X VY and g =Y. Then [¢]0r s = true. However, consider
Or.x. This environment is consistent with R. Furthermore, since 0g x(X) =
true, we have [f]0r x = true. However, [¢]0r x = false, and thus we do not

have f Eil g.

For clauses not equivalent to L, we do have this property. Given a clause f
not equivalent to L, and relation on propositional variables R, a propositional
formula evaluates to true under the minimal environment for f under R iff it is
a consequence of f relative to R.

Lemma 2.2.17. For any relation R on propositional variables, clause f not

equivalent to L and propositional formula g, [g]0r,; = true iff f il g.

Proof. Take some relation R on propositional variables, clause f not equivalent
to L and propositional formula g.

— Assume that [g]0r s = true. We need to show that f il g. We proceed
by induction on the structure of g.

T In this case trivially f Eid g.

12



L This contradicts with our assumption that [¢]0r = true.

Y In this case, [g]0r, s = Or,f(Y) = true. Thus, either Y € V(f), or
there is some variable X € V(f) such that Y is reachable from X
through R. In the first case f = Y, and thus f £ V. In the second
case, X il Y, and therefore since f £ X also f fy.

g1 A g2 In this case we have the following induction hypotheses; if [¢1]0r,f =
R .
true then f = g1, and similarly for gs.
Furthermore, both [¢1]0r, ;s = true and [g2]0r, s = true. Take any
environment 6 consistent with R such that [f]0 = true. We need to
show that [g1 A g2]@ = true. This is the case if both [¢1]6 = true
and [g2]0 = true, which follows from the induction hypotheses.

g1V g2 In this case we have the following induction hypotheses; if [¢1]0r, s =
R -
true then f = g1, and similarly for gs.

Furthermore, either [¢1]0r,; = true or [g2]0r,; = true. The cases
are symmetrical: Take any environment 6 consistent with R such
that [f]0 = true. We need to show that [g1 V g2]0 = true. This is
the case if [¢1]0 = true resp. [g2]@ = true, which follows from the
induction hypotheses.

< Assume that f il g. We need to show that [g]0r r = true.

From Lemma|2.2.15] 0 r is consistent with R. Furthermore, from the def-
inition of Og , since f is not equivalent to L, [f]0r,; = true. Therefore,
[9]0r,; = true. O

We used the notion of consistency on environments to lift relations on propo-
sitional variables to relations on propositional formulas. For this we introduced
the notion of relative consequence. One could wonder how this notion of relative
consequence behaves on propositional variables compared to propositional for-
mulas. A nice property to have, would be a one to one correspondence between
relative consequence on propositional variables, and membership in a relation;

i.e. given some relation R on propositional variables, can we derive X £y
from (X,Y) € R and/or vice versa? One direction is obvious; given a rela-
tion on propositional variables R and variables (X,Y) € R, we then also have

x &£y However, the converse stating that if X £ ¥ then we can conclude
(X,Y) € R does not hold. Consider the following example.

Ezample 2.2.18. Let R = {(X,Z),(Z,Y)}, then X Ly (for any environment
consistent with R, if X is a assigned true then so is Z, and if Z is assigned true
then so is Y'). However, we do not have (X,Y) € R.

Despite the fact that we cannot derive membership in a relation from relative
consequence between variables, we do have a weaker property. For propositional

variables X, Y and relation on propositional variables R, we have that X Ly
iff X,Y is in the reflexive, transitive closure of R.

Lemma 2.2.19. For all propositional variables X,Y and relations on proposi-
tional variables R, X £y if and only if X R* Y.

Proof. Take some relation R on propositional variables.

13



— Take some X,Y such that X £y, Then, from Lemma we have
that Op x (Y') = true. But then, either X =Y or Y is reachable from X
through R. In the first case trivially (X,Y) € R*. In the second case,
(X,Y) € RT, and therefore also (X,Y) € R*.

+ Take some (X,Y) € R*. If X = Y then obviously X Ly, Assume

that X # Y. We need to show that X = Y. In this case, (X,Y) e R"
and thus according to Lemma [2:2.8 we know that Y is reachable from X
through R. But then by definition of 0g x, 0r x(Y) = true, and thus

from Lemma @ we know X g Y. O

2.3 BES

Boolean equation systems, or BES for short, are a formalism for encoding model
checking problems and other decision problems [18]. BES are usually defined as
lists of fixed point equations, though we will use a slightly different definition
in terms of lists of blocks, where a block is a lists of Boolean equations and a
fixpoint symbol.

Definition 2.3.1. A Boolean equation is a pair of a propositional variable X
and propositional formula f, written as (X = f).

Given a list of Boolean equations B, we will write bndp to indicate the set
of all propositional variables occurring on the left-hand side of equations in B.
If for each variable X € bndp there exists only one Boolean equation in B with
X at the left hand side, then we say that B is well-formed. Furthermore, for
well-formed B and any variable X € bndpg, we will write fx to indicate the
right-hand side of the equation (X = f) in B. Finally, if no confusion is possible
then we may write bnd instead of bndg.

As mentioned, we will define BES as lists of blocks. A block is a non-empty
lists of Boolean equations paired with a fixpoint symbol.

Definition 2.3.2. A block B is defined as a pair of a non-empty list of Boolean
equations B and a fixpoint symbol (either p or v).

The following is an example of a block.

Ezxample 2.3.3.
(X =AANB)(Y =X V(Y AT))))

We will typically write 0B to indicate a block, where o € {u,v}.
A Boolean Equation System (or BES) is a list of blocks with alternating
fixpoint symbols.

Definition 2.3.4. We recursively define a BES as
Eux=E&, €&,
Where &£, and &, are defined as



With e being the empty list, and B being a non-empty list of Boolean equa-
tions.

In this text, we will typically use £ to indicate a BES. For an arbitrary
equation system &, we lift the definition of bnd, fx and well-formed in the
natural way from lists of Boolean equations to blocks and lists of blocks. From
now on, we will only consider well-formed BES in this text.

Given a BES, variables can be grouped together based on their rank, which
is a measure of the nesting depth of the variable.

Definition 2.3.5. Let £ be a BES and let X be some variable. The rank of X
in &, written rankg(X) is 0 if X is not in bndg. Otherwise, it is equal to the
number of blocks up to and including the block in which X is bound, counting
from 1 if the first block in £ has a least fixpoint symbol and 2 otherwise.

Given a variable X and BES &, if no confusion is possible then we will write
rank(X) instead of rankg(X). The following is an example of the ranks of
variables in a BES.

Example 2.3.6. Consider the following BES:

(X = fx)Y = fy))((Z = f2))
Then the ranks of A, X,Y, Z are as follows:

rank(A) =0 rank(X)=2 rank(Y)=2 rank(Z)=3

2.3.1 The semantics of BES

We start this section with some fixpoint theory. A poset (A,<), is a set A
paired with a binary relation on the set <C A x A, such that < is reflexive,
antisymmetric and transitive. A poset (A, <) is a complete lattice if all subsets
of A have both a supremum (least upper bound) and an infimum (greatest lower
bound).

Take some arbitrary complete lattice (A, <) with least and greatest elements
A, and A, U for determining the supremum and 1 for determining the infimum.
Furthermore, let f : A — A be a function on A. A fixed point of f is an element
a € A such that f(a) = a. The least fixed point of f, indicated with pf, is the
fixed point of f such that, for all other fixed points a of f, uf < a. The greatest
fixed point of f, written vf, is the fixed point of f such that, for all other
fixed points a of f, a < vf. Furthermore, we say that f is monotone iff, for all
elements a,b € A, if a < b then also f(a) < f(b). According to Tarski’s Theorem
[22], if f is monotone then least and greatest fixed points of f are guaranteed
to exist, namely pf = M{a € A| f(a) < a} resp. vf =U{a € A| f(a) > a}.
Furthermore, the least and greatest fixed points of f can be obtained using a
transfinite approximation; to this end, we define the approzimant terms of f
(see also [21]).

Definition 2.3.7. For ordinal « and limit ordinal A, the approximant o®f is
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defined by transfinite induction as follows.
o’f = A,
0! = f(0°f)

U)‘f: f(Uacno®f) ifo=p
f(l_la<)\0'af) ifo=v

The following is a method for determining the least and greatest fixpoint of
a monotone function.

Lemma 2.3.8. Let Ord be the class of all ordinals. Then we can obtain the
least and greatest fixpoints of a monotone function as follows.

,Uf = U(errd(,uaf> Vf = |_locEOml(Voéf)

We are interested in the following posets. Take some natural number n, and
consider (B"”,C"), with =": B™ — B™ such that for any b;,by € B, by C" by
if and only if, for all 1 < i < n, (b1); (the i-the element of b;) implies (bg);.
Then (B™,C™) is a complete lattice, with minimal and maximal elements the
n-tuples with all elements false resp. true (which we will call Eu resp. b,).
Furthermore, for any monotone function f : B" — B™, since elements from
tuples from B™ can only take one of two values, and there are always n elements
in tuples from B”, a fixed point of f is always reached within n iterations of f,
and thus o f = f"(b,), where f"(b) is defined as follows.

Definition 2.3.9. Given a function f: A — A, repeatedly applying f n times
to a and n times to some element a € A is defined as follows.

f(a)
@) = f(f*(a))

The syntax of BES is usually defined as a list of fixpoint equations, where a
fixpoint equation is a Boolean equation paired with a least or greatest fixpoint
symbol, see also [18].

In this text however, we have defined the syntax of BES as lists of blocks.
Rephrasing the semantics of BES defined using lists of fixpoint equations, to
BES defined using lists of blocks (with alternating signs) is standard. It relies
on Beki¢ theorem [2] for converting nested fixed points to simultaneous fixed
points.

a

Definition 2.3.10. For any BES £ and environment 6, we recursively define
the semantics of £, written (€)6, as follows.

() =0
((eB)E')0 = (E'NOLX:)iy = o(F(E', B,0))))

Where B = (X; = fx,)?_; and F is defined as follows.
F(&',B,0) := Mbi)iy € B ([fxJUENOUX; := by)f_)]))ia
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Now, for any BES & = (¢B)E&’, with B a list of n Boolean equations,
F(&',B,0) is monotone in (B™, C™), and therefore least and greatest fixed points
are guaranteed to exist. In fact, o(F(&', B,0)) = (F(&', B,6))"(bs).

In Coq, the type of F would be B®" — B™. However, the type of B" is
dependent on parameter n (see also [1] for more on dependent types), and
dependent types are somewhat more complex to work with. Instead, we will
present a semantics for BES which uses a function F : (X — B) — (X — B)
on environments instead of tuples of Booleans, which we have obtained via a
simple conversion from n tuples to environments, and we will show that this
semantics is equivalent to the standard semantics.

Before we introduce this alternative semantics of BES we first introduce a
short hand for unfolding a block within an environment.

Definition 2.3.11. Let B = (X, = fx,)_; be a list of n of Boolean equations.
Given an environment 6, we define the unfolding of B in 6, written ||B||f, as
follows.

1B]10 = 0[(X1, -+, Xn) = ([fx,10,- -, [fx,10)]

Here, (X1, -+ ,Xn) = ([fx.]0, - ,[fx,]0) denotes the simultaneous re-
defining of 0 in X1,--- , X, to the values [fx,]6, -, [fx,]0-

Given an environment 6 and a block B = (X; = fx,)" ; with for all 0 <
i,7 < n such that ¢ # j we have X; # X;. Then we can obtain an n-tuple of
Booleans b, by defining the value of each of its indexes i: b; = #(X;). Conversely,
given an n-tuple of Booleans b. We can ‘store’ this tuple in an environment 6,
by defining some block B = (X; = fx,)"_; such that, for all 0 <i,j < n with
i # j we have X; # X;. We can then store b in 6 by taking 0[(X; = b;)",].

Using this method for converting from tuples of Booleans to environments,
and the definition of unfolding a block within an environment, the semantics of
BES can also be formulated as follows.

Definition 2.3.12. We define the semantics of a BES under an environment
0, written [£]0, as follows.

[e]6 =0
[(eB)EN0 = [ET(OX: := (F(E', B,6))"(0))(Xi))iz1])

Where B = (X; = fx,)j—; and F is defined as follows.
F(E', B,0) = M0y.|| BII([E'T(O1(Xi := 0n(Xi))iz1)])

The two semantics presented in this part are equivalent, as shown by the
following lemma. For the proof of this lemma, we refer the reader to appendix

Bl
Lemma 2.3.13. For any BES £ and for any environment 6, (£)6 = [£]6.
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Chapter 3

Solutions of consequence

Solving a BES involves a complex fixpoint approximation with double recursion.
Obviously, the larger the BES, the more expensive solving the BES becomes. To
somewhat mitigate this exponential blowup, methods of abstraction have been
defined, which are used to reduce the complexity of BES. However, the sound-
ness proofs of these abstraction methods are laborious and complex. Thus the
consistent correlation has been created to simplify such soundness proofs [23].
This relation was defined such that, by showing that the abstraction technique
preserved a consistent correlation between the abstract and the concrete BES,
the soundness of the abstraction technique would immediately follow.

At the basis of the consistent correlation lies the consistent consequence
relation. Furthermore, the consistent consequence relation is in itself a method
of abstraction on BES. It allows one to relate the solution of variables from
(possibly different) BES, without solving the BES themselves. Given a BES &,
if we can relate a pair of bound variables via a consistent consequence relation
on &, then we know that if the solution of a BES is true for one variable, then it
must also be true for the other variable, i.e. in the solution of £ one variable is
a logical consequence of the other variable, and therefore it would be sufficient
to solve the BES for one variable to obtain some knowledge about the solution
of the BES for the other variable.

In this chapter, we introduce the consistent consequence relation, as well as
the main theorem capturing the relation between the consistent consequence
relation and the solution of a BES.

3.1 The consistent consequence relation

Given a BES, a relation on propositional variables is a consistent consequence
relation on this BES if, for all pairs of variables related, the rank of the variables
is equal and, if both variables are bound in the BES, then the right hand sides
of the variables should be consequences relative to the relation.

Definition 3.1.1. Let £ be a BES, and R a relation on propositional variables.
R is a consistent consequence on & if, for all variables X,Y such that X RY,
we have:

1. rank(X) = rank(Y)
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2. if X,Y € bnd then fx 2% fy

Given an equation system &, for any pair of propositional variables X, Y, if
there exists a consistent consequence relation R relating only variables bound in
€ (i.e. R C bndg x bndg) such that X RY, then we say that Y is a consistent
consequence of X, written as X <¢ Y.

Given two consistent consequences, their union is also a consistent conse-
quence.

Lemma 3.1.2. [10] Given a BES £ and consistent consequence relations Ry, Ry
on this BES. Then, the union of R; and Ry, written as Ry U Ry, is also a
consistent consequence relation.

From the previous lemma, we can derive that there exists some largest con-
sistent consequence relation (if we restrict the relation to only relate bound
variables). In fact, <® is the largest consistent consequence relation on the
bound variables of £.

Lemma 3.1.3. [10] Given a BES &, <¢ is the largest consistent consequence
relation relating only variables in £.

If no confusion is possible we may write < instead of <¢.

Lemma 3.1.4. [10] Given a BES &, <¢ is a preorder.

3.1.1 Some examples

On any BES, the simplest consistent consequence relation is the empty relation.
For any BES, the empty relation trivially satisfies the properties of a consistent
consequence relation. The following are a few less trivial examples of BES and
their (largest) consistent consequence relations.

Example 3.1.5. Consider the following BES.
(1((Xo = L)(X1 = X1)))

Then < = {(Xo, Xo), (X0, X1),(X1,X1)}. Observe that we do not have
X1 < Xj. Consider 6, which assigns true to all variables. This environment is
consistent with R, however, [fx,]0 = [X1]0 = true and [fx, [0 = [L]¢ = false,

R
and thus not fx, = fx,.

Example 3.1.6. Consider the following BES.

(1((Xo = Xg) (X1 = Xo V X2) (X2 = Xy V X5) (X35 = X2)(Xy = X4)))
(v{(X5 = X5)))

Then we have (among others) Xy < Xo, X; < X3, X3 < X and X, < Xj.
Showing this is somewhat complicated as it requires defining consistent conse-
quence relations relating each of the pairs of variables. However, in the next
chapter, we will introduce a sound and complete proof system for deriving con-
sistent consequences, and we will show that it is capable of deriving each of
these.
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3.2 An important theorem

In the introduction to this section, we stated that there is a relation between
consistent consequences on a BES and its solution. The following claim gives
this relation. It states that, given a BES and a pair of variables (X,Y), if X is
related to Y by a consistent consequence relation on the BES, then the solution
of X in the BES implies the solution of Y in the BES.

Claim [5],[10] Let £ be a BES and R a consistent consequence relation on €.
Then, for all environments 6 consistent with R, [€]0 is also consistent with R.

This claim shows us why we are interested in consistent consequence re-
lations. We can use consistent consequence relations to show a dependency
between the solution of one variable in a BES and the solution of another vari-
able in this BES, without solving either BES. In particular, this holds for closed
BES, as the following Corollary states.

Corollary 3.2.1. Given a closed BES £. For all variables X,Y such that X <Y
and any environment 60, ([£]0)(X) = true implies ([E]6)(Y) = true.

The usefulness of this property is best demonstrated via an example.
Example 3.2.2. Consider the following BES:

E=W(X=X)Yo=Y1) (Y, =Yp)))

Then we can easily solve X in & for any 6; for any 6, we have ([£]0)(X) =
true, since the solution of X only depends on X, and not on any of the other
equations in the BES. However, the solution of Y depends on all other Y;, and
thus solving &€ for Y} is a more complex procedure.

However, X < Yj. Thus, if the previous claim is correct, then for any
0 € O, we have ([€]0)(X) = true implies ([£]0)(Yo) = true. Furthermore,
since we are dealing with a closed BES, we have the following property: For
any environments 6,6’, for any BES £, and for any variable X bound in E,
([€]16)(X) = ([€]¢")(X). |18] Therefore we can conclude that, for any environ-
ment 6, ([E]0)(Yo) = true. Thus we have obtained the solution of Yy without
solving & for Yj.

To prove the claim made previously, we will show that being consistent
with a consistent consequence relation is invariant under each of the operations
involved with solving a BES, from which the theorem (Theorem will follow
naturally.

First of, given a BES consisting of a single block (0B), a consistent conse-
quence relation R on this BES and an environment 6 consistent with R. Then
unfolding B in @ is also consistent with R.

Lemma 3.2.3. Let £ = (0¢B) be a BES consisting of a single block, and let R
be a consistent consequence on £. Then,

V0 € Or : (|B]|9) € On

Proof. Let & = (0B) be a BES consisting of a single block, and let R be a
consistent consequence on £. Furthermore, take some environment € O, and
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propositional variables (X,Y) € R such that (||B]||0)(X) = true. We need to
show that (||B]||6)(Y) = true.

Since R is a consistent consequence relation, and thus only relates variables
of the same rank, either both X and Y are bound in B, or neither of them is.
The first approximation of a block only modifies variables bound in the block,
thus if neither X nor Y is bound in B and (||B||0)(X) = true, then 6(X) must
also be true. Since X R'Y and 0 € Op, we then also have 6(Y) = true, and
thus (||B]|0)(Y) = true.

If both X and Y are bound in B then (||B||0)(X) = true = [fx]0. Fur-

thermore, since R is a consistent consequence relation, we have fx Ei fy-
Since 6 is consistent with R, we also know that [fy]0 = true, and therefore,
(1Bl10)(Y) = [fv]0 = true. O

Next we will show that given a relation R and a function f on environments
which maintains consistency with R, repeatedly applying f to some environment
0 results in an environment which is still consistent with 0, regardless of the
number of applications.

Lemma 3.2.4. Let R be some relation on propositional variables, and let 6
be some environment consistent with R. Then, for any function f mapping en-
vironments to environments which maintains consistency of environments with
R, and for any natural number n, we have that f™(#) is also consistent with R.

Proof. Let R be some relation on propositional variables, let f be a function on
environments which maintains consistency of environments with respect to R
and let n be some natural number. We need to show that for any environment 6
consistent with R, f™(#) is also consistent with R. We will proceed by induction
on n.

n = 0 Take some 6 consistent with R. Then, f™(0) = f(0), and since f maintains
consistency of environments with R, f(6) is consistent with R.

n = k + 1 The induction hypothesis is as follows. For any environment 6’ consistent
with R, we have that f*(#') is also consistent with R.

Take some environment 6 consistent with R. Then we have f™(0) =
F(f*(6)). From the induction hypothesis, we know that f*(#) is consistent
with R. Therefore, since f maintains consistency with R, f™(#) is also
consistent with R. O

There is one more operation for which we need to show that it maintains
consistency, namely redefining an environment for all bound variables from a
block with their solution from some other consistent environment.

Lemma 3.2.5. Let £ = (0B) be a BES consisting of a single block such that
B = (X; = fx,),, and let R be a consistent consequence on £. Then for all
environments 601,62 consistent with R, we have that 6,[(X; := 02(X;)),] is
also consistent with R.

Proof. Let £ = (0B) be a BES consisting of a single block such that B = (X; =
fx;)%_,, and let R be a consistent consequence on £. Take environments 6, 03
consistent with R, and propositional variables (X,Y) € R such that (61[(X; :=
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O2(X))™ 1])(X) = true. We need to show that (61[(X; := 02(X;)) )(Y) =
true.

Since R is a consistent consequence relation on £, X and Y must have the
same rank, and therefore either both X and Y are bound in &, or neither of
them is.

If neither X nor Y is bound in &, then (61[(X; := 02(X;))?1])(X) = 61(X)
and (01[(X; = 02(X;))"1])(Y) = 61(Y). Since 0; is consistent with R, if 61 (X)
is true then so is 6, (Y).

If both X and Y are bound in &, then (01 [(X; := 02(X;))"1])(X) = 02(X)
and (01[(X; := 02(X;))"1])(Y) = 62(Y). Since 05 is consistent with R, if 03(X)
is true then so is 05(Y). O

Finally, we can prove the claim which we started this section with. This
theorem was formalized in Coq Lemma [6.8.5)

Theorem 3.2.6. Let £ be a BES, and R a consistent consequence relation on
E. Then for all § € O, we have [E]0 € Op.

Proof. Let £ be a BES and R a consistent consequence relation on £. We need
to show that, for any 6 consistent with R, we have that [€]6 is also consistent
with R.

We do this by induction on the number of blocks in £.

& = ¢ In this case, for any  we have [£]6 = 0, and thus if an environment 6 is
consistent with R then so is [£]0.

& = (oB)&’ In this case we have the following induction hypothesis: if R is a consistent
consequence on &', then for any environment 6 consistent with R we have
that [£']6 is also consistent with R.

First, we prove that R is also a consistent consequence on £'. Take any
variables (X,Y) € R. We need to show that rankg (X) = rankg (Y)
and, if X and Y are bound in &’, then the right hand side of Y in £’ is a
consequence of the right hand side of X in &', relative to R.

Since X RY, and R is a consistent consequence on &, the ranks of X
and Y in &£ are equal. Therefore, either both X and Y are not bound
in (¢B)E’, or they are both bound in B, or they are both bound in
E’. In the first two cases, we have rankg (X) = 0 = rankg (V). In
the later case, we have rankg(X) = ranke (X) + 1 (if 0 = v) and
rankg(X) = rankg (X) — 1 otherwise. Similarly for the rank of Y. Thus,
since rankg (X) = rankg(Y'), we have rankg: (X) = rankg/ (V).

Next, assume that both X and Y are bound in £’. We need to show that
the right hand side of Y in £’ is a consequence of the right hand side of Y’
in &’ relative to R. Observe that, since X is bound in &', it is not bound
in (0B) (since & is well-formed), and thus the right hand side of X in &
is the same as the right hand side of X in &£’. The same holds for Y. Let
fx and fy be these right hand sides for X resp. Y. Then, since R is a

consistent consequence relation on £ relating X to Y, we have fx Eil fr-

Thus we can conclude that R is a consistent consequence relation on &',
and therefore the induction hypothesis tells us that for any environment
0 consistent with R, [€']0 is also consistent with R.
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Furthermore R is also a consistent consequence relation on the BES con-
sisting of the single block B. This can be shown using a reasoning similar
to proving that R is a consistent consequence relation on &£’.

Note that B is some non-empty list of Boolean equations, thus assume
that B = (X; = fx,)"_ ;. Next, take some environment 6 consistent with
R. We need to show that [(cB)£']6 is also consistent with R.

From the definition of the solution of a BES, we obtain

[(eB)E')0 = [E(O[(X: := ((F(E', B, 0))"(05))(Xi))i1])-

From the induction hypothesis,

[ET01(X; = (F(&',B,0))"(0,))(X;))™,]) is consistent with R if
O0[(X; :== ((F(& B 9))"(0,))(X;))] is consistent with R.

From Lemma [3.2.5] since 6 is consistent with R,

O[(X; := ((F(& B 6))"(0,))(X;)) ] is consistent with R if

(F(&', B,0))"(0,) is consistent with R.

Furthermore, from Lemma we know that 6, is consistent with R,
and thus from Lemma (F(&',B,0))"(0,) is consistent with R if
F (&', B, #) maintains consistency.

From the definition of the semantics of a BES, we obtain F(&’, B,0) =
Ay || BI[([ET(O[(X := 0b(X:))7]))-

Take any environment 6, consistent with R. We need to show that
| BII([ETO[{X; == 0p(X;))™,])) is also consistent with R. From Lemma
this is the case if [E'](0[(X; := 0,(X;))?_,]) is consistent with R.

From the induction hypothesis, since R is a consistent consequence relation
on &', this is the case if O[(X; := 0,(X;))?_,] is consistent with R. Finally,
this is the case according to Lemmal[3.2.5] since both 6 and 6, are consistent
with R. [

3.3 On variations of consistent consequences

A few variations have occurred in the literature for defining consistent conse-
quence relations. In particular, the relation has been defined both in a setting
of BES and in a more generalized setting of PBES. In [10] the consistent conse-
quence relation was defined on BES as follows.

Definition 3.3.1. Let £ be a BES, and R a relation on propositional variables.
R is a consistent consequence on &£ if, for all variables X,Y such that X RY
and X and Y are bound in &, we have:

1. rank(X) = rank(Y)

2. fx 2 fy

This definition is similar to the one presented in the first section of this chap-
ter. However the restrictions on the relation are only applied on bound variables
(so pairs of unbound variables, and pairs of bound and unbound variables need
not have the same rank).

The definition introduced in the first section of this chapter, which we will use
throughout this document, is more in line with the definition from [5] (though
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it is defined on BES instead of PBES). In fact, we found an issue with the
definition from [10] (given above). In [10], the claim we made in the previous
section, which gives the relation between the notion of consistent consequence
and the solution of BES, is proven. However, we found a small issue with this
proof. This definition allows unbound variables to relate to bound variables,
which causes contradictions with the claim, as demonstrated in the following
example.

Example 3.3.2. Consider the following BES.
£ = (u(X = X))

Let R = {(4,X)} for some propositional variable A. Then, according to
definition [3.3.1) R is a consistent consequence relation on £. Now consider an
environment 6 with 6(X) = 6(A) = true. Then 0 is consistent with R. However,
[£]6 is not consistent with R, since ([E]0)(X) = false but ([E]0)(A) = true.
Thus, the relation between the semantics of BES, as proven in Theorem [3.2.6]
and the notion of consistent consequence does not hold using this definition.

By taking a notion of consistent consequence more in line with [5], we avoid
these issues. The difference lies in the fact that we also allow unbound variables
to be related to each other (but not unbound variables to bound variables or
vice versa). This relaxation is required to be able to use the induction hypoth-
esis when proving the relation between the semantics of BES and the notion
of consistent consequence, which is the place where the proof in [10] made a
mistake.

24



Chapter 4

A proof system of
consequence

The consistent consequence relation presented in the previous chapter has a
complex definition in terms of the semantics of a BES. To show that a relation
R on propositional variables is a consistent consequence relation for some BES,
we need to show two things. The first is that it only relates variables of equal
rank, which is not to hard. The second is that the right hand-sides variables
related by R are consequences relative to R. For this, one needs to reason on
all environments consistent with R, which is difficult.

To gain greater insight into the notion of consistent consequence relations,
a proof system was created in |10] to syntactically derive that variables in a
BES are related via a consistent consequence relation, and it was posed that
this proof system was sound and complete for deriving consistent consequences
between propositional variables. This proof system was initially created by
adding two rules to a proof system for deriving logical consequences on positive
propositional formulas, namely rules CC and CNT, the result of which is shown
in Table [4.11

The rules in this table are of the following shape.

FACB
I'+-CcD

This should be read as ‘given that we can conclude B from A in context I,
then using rule ‘label’, we can derive that we can conclude D from C' in context
I'”’. Given a BES & and propositional variables X, Y, to derive X <Y using the
proof system, one needs to construct a tree such that F X C Y is in the root,
and all leaves are closed.

The proof system shown in Table[4.1]is sufficiently strong to derive consistent
consequences for some examples. However, proving that the system is complete
in general is more complicated. To simplify the proof of completeness, a third
rule was added:

label

'acpg

I'tancpn SUBL
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Here, o and B are propositions, n is a substitution mapping propositional vari-
ables to propositional formulas, and f7 is the natural extension of 7 from vari-
ables to terms.

This rule is very similar to a standard rule for deriving logical consequences.

cp

——— " SUB?2
an C fn

This rule can be derived from the other rules in systems for deriving logical
consequence. Thus, for deriving logical consequences, SUB1 is sound (with
respect to the proof system without the consistent consequence rules, since then
T is ignored). However, it is not sound for deriving consistent consequences.
Consider the following example.

Example 4.0.1. Take the following BES.

({(X = A)(Y = B)))(v{(A = A)))(u((B = B)))

In this BES, B could never be a consistent consequence of A, since A and
B have different ranks. (In fact, the solution of A is true while the solution of
B is false, thus if A < B then we would have a counter example for Theorem
M) However, by adding SUBI to the proof system in Table it is possible
to build a proof tree with ) H A C B as the root as follows.

CNT
SUB
CC

SUB

XCcYRHXCY
XCYHACRB
FXCY
FACB

The problem with SUBI is related to the fact that SUB1 manipulates the
right-hand side of the - in the tree, without taking the left-hand side (or context)
into consideration. To resolve this problem, one could redefine SUB1 such that
it does behave appropriately, for example by also applying the substitution at
the left-hand side of . However, then the rule cannot be used in the same way
anymore to prove the completeness of the proof system.

We mentioned that the substitution rule is usually derivable from the other
rules. Thus, one could imagine that this rule is not required for completeness
of the system (at least, it is not required for completeness of the system with
respect to logical consequence). In Chapter [5| we will prove that this is in fact
the case; we will prove that the proof system as shown in Table is in fact
sound and complete for deriving consistent consequences on bound variables,
by proving the following claim.

Claim For any BES &, and for any propositional variables X,Y € bnd, () -
X CY is derivable iff X <Y.

4.0.1 Proof outline

If we can prove that the previous claim is true, then we would know that the
proof system is sound and complete for deriving consistent consequences between
bound variables; i.e. we can build a proof tree with = X C Y as the root iff Y’
is a consistent consequence of X.
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To prove the claim, we first define a notion of relativization of consistent
consequence relations. Similar to logical consequence, which can be defined
relative to some relation on propositional variables, we can define a notion of
relative consistent consequence, which takes the consistent consequence relation
relative to some other relation (defined at the start of Chapter |5). This defi-
nition is such that, if we have some relation which is a consistent consequence
relation relative to the empty relation, then this relation is a ‘normal’ consistent
consequence relation.

We then lift this notion of relative consistent consequence on propositional
variables to a notion of relative consistent consequence on propositional formu-
las. This notion is such that, for propositional variables X,Y, if propositional
formula Y is a consistent consequence of propositional formula X relative to the
empty relation, then Y is a consistent consequence of X.

In Section we prove the soundness of the proof system (if we can build a
proof tree with F X C Y as the root then Y is a consistent consequence of X).
This is done by first showing that the proof system is sound for deriving relative
consistent consequence between propositional formulas. The soundness follows
then from the fact that consistent consequence between propositional formulas
relative to the empty relation, if the propositional formulas are single variables,
equates to normal consistent consequence between the variables.

Logical consequence lies at the basis of consistent consequence, and com-
pleteness of the proof system for logical consequence will be a useful tool for
proving the completeness for consistent consequence. Therefore, before proving
the completeness of the proof system for consistent consequence, we will prove
that the proof system is complete for logical consequence in Section [5.2 To
prove completeness for logical consequence, we will show how we can rewrite
a propositional formula to an equivalent DNF in the proof system. Next we
show that, if there is a logical consequence between a propositional formula in
DNF and some other propositional formula, then we can build a proof tree with
these propositional formulas in the root. The combination of these two gives us
completeness of the proof system for logical consequence.

Finally, in Section [5.3| we will tackle completeness of the proof system for
consistent consequence. We start with completeness of the proof system for
consistent consequences relative to some relation I', which relates only bound
variables from a BES. The intuition behind the proof is that we can build a
consistent consequence relation at the left hand side of - in the proof system,
which relates the variables at the root. We will prove this by induction on the
number variables bound in the BES, but not related at the left hand side of I-.
Since a consistent consequence relation relative to the empty relation is also a
consistent consequence relation, we can then easily show that the proof system
is also complete for deriving consistent consequences.

While proving the soundness and completeness properties of this proof sys-
tem, we will introduce a few auxiliary and derived rules. For reference, a com-
plete overview of these rules can be found in Appendix [A]
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Table 4.1:

Proof system for consistent consequences on BES &; a, 5 and

are arbitrary propositional formulas; X, Y are propositional variables; I" is a an
arbitrary set of statements of the form C' C D, where C' and D are propositional

variables

Axioms:

rules of the form T 4 where A ranges over:

AS1 aN(BAY) C(aNB)Ay DS1  aV(BAy)C(aVB) A(aVy)
AS2 (aAB)AyCaNn(BA7) DS2  (aVB)A(aVy)CaV(BAY)
AS3 aV(BVy) C(aVvp)Vy DS3  aA(BVy)C(anB)V(aAy)
AS4 (aVB)VyCaV(BVy) DS4  (aAB)V(aAy) Can(BVy)
COM1 aABCBAa ABl1 aV(aAfB) Ca
COM2 aVBCpBVa AB2 acCaV(aAp)
ID1 aCala ID2 aVacCao
SUP aCaVp INF aAnpBCa
TOP aCaAT BOT aVvVlcCa
Logic rules:

I'FacCp 'kEgCrH -
TRA TFacy REF TFraca
OTX T'FacCp

I'FA[X i=a] CH[X =[]

Consistent Consequence rules:

CC

CNT

'FXcCY

I'XCcYFfxClfy
' XcCcY

(XCcYel)

rank(X) = rank(Y) and X,Y € bnd¢
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4.1 Some examples

In Example [3.1.6] we promised that we would show how the proof system can
be used for deriving consistent consequences syntactically. As an appetizer for
the next chapter, we will show how to construct the proof trees promised in this
example.

Example 4.1.1. As a reminder, the BES we are considering is the following:
(1((Xo = Xy) (X1 = Xo V X2)(Xp = Xy V X;5) (X5 = Xo)(Xy = X4)))
(v{(X5 = X5)))

The following proof trees derive (in order), Xy < Xa, X7 < X3, X35 < X; and
Xy < Xp.

SUP

X Xo X X4V X5
0 C X2 4 C Xy cC

FXoC Xs

Same as - Xo C X2
X1 CXsFXgCX
L -3 20 - 22 CTX D2

X1 CX3FXgVXy CXoV Xy X1 CXgFXoVXs CXy TRA
X1 CX3FXoVv Xy CXo
X, C X3

CC

el G vX W XX F X, VX CXov X, ggiﬂ

XsC X1 FXoCXoV Xy
FXgCXl

CC

X4CX0|—X4CX4
F X4 C X

CC

The previous example does not use the rule CNT. However, this rule is
truly required for completeness of the proof system, as shown in the following
example.

Example 4.1.2. Consider the following BES.
(u{(X = A)(Y = B)))(v{(A = X)(B =Y)))

Then we have X <Y, and we can construct the following proof tree.

CNT

CC
ccC

XCYACBFHXCY
XCYHACB
FXCY
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Chapter 5

Proof system consistency

With relative consequence, we take the standard definition of logical conse-
quence relative to some relation on propositional variables. We can do some-
thing similar with the notion of consistent consequence. We say that a relation
R is a consistent consequence relation relative to another relation T', if it only
relates variables of the same rank, and the right-hand sides of related bound
variables are consequences relative to the union of R and I'. Thus, the rel-
ative relation I' relaxes only the second condition of the notion of consistent
consequence; I' need not relate variables of equal rank.

Definition 5.0.1. Let £ be a BES and let R,T" be relations on propositional
variables. R is a consistent consequence on & relative to I if, for all X,Y such
that X RY, we have:

1. rank(X) = rank(Y")

2. if X,Y € bnd then fx 2% fy

Given this notion of relative consequence relations, we can again define the
largest such relation. Given a BES, and some relation I" on propositional vari-
ables. For any propositional variables X,Y, if there exists a consistent conse-
quence relation R C bnd x bnd relative to I" such that X (RUT'UJ) Y, where
J denotes the identity relation relating all variables to themselves, then we say
that Y is a consistent consequence of X relative to I', written X <p Y.

The simplest example of the consistent consequence relation is the empty
relation (denoted as @), which trivially satisfies all properties of the consistent
consequence relation. Furthermore, the empty relation is also a consistent con-
sequence relation relative to any relation.

Lemma 5.0.2. For any relation I' on propositional variables and for any BES
£, () is a consistent consequence relation on £ relative to I'.

We mentioned that the definition of relative consistent consequence would
be such that, if the relation used for the relative part is the empty set, then the
notions of relative consistent consequence and ‘normal’ consistent consequence
coincide. This is shown by the following lemma shows this.

Lemma 5.0.3. For any BES £ and relation R C bnd X bnd relating only
bound variables, if R is a consistent consequence on & relative to §), then R is a
consistent consequence on &.
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Proof. Let £ be a BES and let R be a consistent consequence relative to () on
£. R is a consistent consequence on £ if, for all (X,Y) € R, the ranks of X and
Y are equal and, if both X and Y are bound in £, then fy is a consequence of
fx relative to R. Both properties follow trivially from the definition of relative
consistent consequence. O

Note that < and <y are not the same. This is because < also incorporates
the identity relation. We do have < UJ = <.

We can combine the definition of relative consequence and relative consistent
consequence, to obtain a natural extension of relative consistent consequence
on propositional variables to relative consistent consequence on propositional
formulas as follows.

Definition 5.0.4. Let I' be a relation on propositional variables and let f, g be

propositional formulas. Let £ be a BES. If there exists a consistent consequence

relation R C bnd x bnd on & relative to I' such that f EiSIN g, then we say

that g is a relative consistent consequence of f under I' in £.

For propositional formulas f,g, relation I' and BES &, if g is a relative
consistent consequence of f under I' in £ and no confusion is possible, then we
may abuse notation and write f =L g.

This definition of relative consistent consequence on propositional formulas
does not coincide exactly with the definition of relative consistent consequence
on propositional variables. In particular, given propositional variables X,Y
and relation on propositional variables I'" and consistent consequence relation R

relative to I', if we have X 9L Y then according to Lemma [2.2.19] we have
(X,Y) € (RUT)*. However, we do not necessarily have (X,Y’) € <p. Consider
the following example.

Ezxample 5.0.5. Let ' be some relation on propositional variables. Furthermore,
consider the following BES.

&= (X =XMWY =Y)(Z = 2)))

Let ' = {(X,Y),(Y,Z)} be a relation on propositional variables. Then,

X =% Z. However, for any consistent consequence relation R on & relative to
I", R cannot relate X to Y, X to Z or Y to Z, since these are of differing ranks.
Therefore, though we do have (X, Z) € (<r)*, we do not have X <r Z.

But we do not require these definitions to precisely coincide to use them to
prove the proof system sound. We are mainly interested in the properties of the
proof system with respect to consistent consequence, and not with respect to
relative consistent consequence. Furthermore, Lemma [5.0.3| provides us with a
correspondence between < and <. It is sufficient to show that there is a cor-
respondence between relative consistent consequence on propositional formulas
(relative to () and consistent consequence. This property is captured in the
following Lemma.

Lemma 5.0.6. For any BES £ and propositional variables X,Y € bnd, if
X =2V, then X <Y.
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Proof. Let £ be a BES, and let X,Y be variables bound in £ such that X =4y,
We need to show that there exists a consistent consequence relation R C bnd x
bnd such that X RY.

Since X =% Y, there exists a consistent consequence relation R C bnd xbnd

such that X R:UQ)> Y. Take this R. Then, from Lemma [2.2.19| we know that

X (RUD)* Y. Thus, either X =Y or X (R)T Y. If X =Y then {(X,Y)} isa
consistent consequence relation on £ relating X to Y, thus X < Y.

Otherwise X RT Y. In this case, if R is a consistent consequence relation
relating only bound variables, then X < Y.

Since R only relates bound variables, so does R*. Furthermore, from Lemma
we know that, since R is a consistent consequence relation on & relative
to (), R is a consistent consequence relation on &£.

Take variables (X', Y’) € RT. Thus, we need to show that the ranks of X’
and Y’ are equal, and that the right hand side of Y’ is a consequence of the
right hand side of X’ relative to RT.

Since (X',Y’) € R™, there exist variables Xg, -, X,, for some n such that
Xo=X', X,, =Y and for all i < n we have X; R X; ;1. Since R is a consistent
consequence relation, the ranks of X, --, X, must all be equal, and thus so
are the ranks of X’ and Y.

Now, take any environment 6 consistent with R* such that [fx]6 = true.
We need to show that [fy]6 = true. Since 6 is consistent with R*, according
to Lemma [2.2.9]it is also consistent with R.

Furthermore, since R is a consistent consequence relation, for all i < n we
have fx, L fxiy:- Thus, since 6 is consistent with R and [fx,]0 = true,
we have [fx,]0 = true for all ¢ < n, and thus also [f,]0 = true = [fy/]0.

Rt
Therefore, fxr = fy. O

In the remainder of this chapter we will prove soundness and completeness of
the proof system for deriving consistent consequences on a BES. Therefore, for
the remainder of this chapter we will assume some arbitrary BES £. Soundness
and completeness is then formulated as follows. Given two bound variables
X,Y, we can build a proof tree with ) - X C Y as the root iff X <¢ Y.

5.1 Soundness

In this section, we will prove that the proof system is sound for deriving relative
consistent consequences on propositional formulas. We will then use this prop-
erty to prove soundness of the proof system for deriving consistent consequences
between bound variables.

We start with proving that, if we can build a proof tree with two propo-
sitional formulas in the root and some relation T' in the context (at the left
hand side of |), then the propositional formula on the right of C is a consistent
consequence of the propositional formula on the left of C under T,

Lemma 5.1.1. For any propositional formulas f and g, and for any relation
IPCAX x X. If atree has '+ f C g as the root, thenf%g.

Proof. Given a proof tree with I' - f C g as the root. We will prove that f ity g
by induction on the structure of the tree.
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Axioms

CNT

CC

Soundness of the axioms and logic rules follows trivially from Lemma

for arbitrary relation R, if f = g then we have f il g, and thus

also f =L g.

Take some relation I' on propositional variables and propositional variables
(X,Y) € I'. We need to show that there exists some relation R C bnd X
bnd which is a consistent consequence relation relative to I' such that

x 2Ly,

This is the case for the empty relation R = (). First, note that R =
) € bnd x bnd (i.e. R only relates bound variables). Furthermore,
from Lemma [5.0.2] it follows that R is a consistent consequence relative

to I'. Now, take any environment 6 € ©Opryr with (X) = true. Since

(X,Y) €T, also (X,Y) € (RUT). Therefore, since # € Opryr, also

0(Y) = true, and thus X Ly

We need to show that, for any relation on propositional variables I, and for
any propositional variables X,Y € bnd with equal rank, if we can build
a proof tree with T', (X C Y) F fx C fy as the root, then (propositional

formula) Y is a relative consistent consequence of (propositional formula)
X under I'in £.

Let X,Y and I" be such that we can build a proof tree with this root. We

need to find some relation R C bnd x bnd such that R is a consistent

consequence relation relative to I' and X LUR

From the induction hypothesis we know that fy is a relative consequence
of fx under (TU{(X,Y)}). Thus, there exists some relation R’ C bnd x
bnd which is a consistent consequence relation relative to I' U {(X,Y)},

such that fx LOUX)IOR, fr. Let R = R U{(X,Y)}. Then obviously
R C bnd x bnd and, since (X,Y) € R, also (X,Y) € (RUT) and thus

trivially X 2Ly,

What remains to show is that this R is a consistent consequence relation
relative to I'; Let X', Y’ be any pair of variables related by R, then both
X’ and Y’ are bound variables. We need to show that the ranks of X’
and Y’ are equal, and that fx EiIN fy+. Since R’ only relates variables
of equal rank, and the ranks of X and Y are equal, X’ and Y’ must also
be of equal rank.

What remains to prove is that fx EiEIN fyr. Since (X', Y’) € R, either

X' =XandY' =Y or (X,Y') € R. If (X',Y') € R then fy =&

fy follows from the fact that R = R’ U {(X,Y)} and R’ is a consistent

consequence relative to TU{(X,Y)}. f X' = X and Y’ =Y then fx ELEN
fy follows from our initial assumptions on X and Y. O

Our goal in this section was proving soundness of the proof tree for consistent
consequence. Currently, we have soundness for relative consistent consequence
on propositional formulas. Furthermore, from Lemma[5.0.6] if two propositional
variables are consistent consequences relative to () (using the definition of relative
consistent consequence on propositional formulas), then they are related via a
consistent consequence relation. These facts are sufficient to prove soundness of

33



the proof system, as shown in the following theorem, which has been formalized
in Coq in Lemma[6.7.2}

Theorem 5.1.2. For any bound variables X,Y, if we can construct a proof
tree with ) - X C Y as the root, then X < Y.

Proof. Assume we have a proof tree with ) = X C Y as the root. Then, from

Lemma we know that X —% Y. Now, using Lemma since X and Y
are bound variables, we can conclude that X < Y.
O

5.2 Completeness for logical consequence

As mentioned before, the proof system in Table has been derived from a
complete and sound axiomatization for deriving logical consequences. These
modifications invalidate the soundness properties of the the proof system for
logical consequence (because of the rules CC and CNT), consider the following
example.

Ezample 5.2.1. Consider the following BES: u((X = T)(Y = T)).
Obviously we do not have X = Y. However, we can construct the following
proof tree.

REF

XCYRFTCT cC

FXCY

Thus, the proof system is unsound for deriving logical consequences between
propositional formulas.

However, the completeness for deriving logical consequences has not been
changed. Since at the basis of consistent consequence lies an implication relation,
completeness of the proof system for logical consequence will be a valuable tool
for deriving completeness of the proof system for consistent consequence. Since
in the original proof system for logical consequence I' does not participate, we
will assume some arbitrary relation on propositional variables I' as a context for
the proof trees in this section.

Before we work on the completeness (for logical consequence) of the system,
we start with deriving some additional rules allowing us to more easily con-
struct the proof trees required in our proofs. The first states that if we have
a conjunction in the consequent (the right hand side of the C symbol), then it
is sufficient to split the consequent and derive trees for each of the conjuncted
formulas. This allows us to ‘split’ the consequent in the root of the tree into
two separate trees.

Lemma 5.2.2. For any propositional formulas f, g1, g2, the following rule is
derivable:
'tfCag I'HfCgo
LEfCaiNge

c¢SPLIT

Proof. We can construct the following tree:
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FFngz

Trfcinf P Trfafcing mz» THf C g
DHfC g Y TE Am i oy
F'EfCcagiNng
0

Next we show that if we have a disjunction in the consequent, we can con-
struct a proof tree if we can construct a proof tree for either of the disjuncted
formulas. Thus, if we can construct a proof tree, then we can grow the conse-
quent by placing it in disjunction with any propositional formula.

Lemma 5.2.3. For any propositional formulas f, g1, g2, the following rules are
derivable:

I'Hfcag I'fCgo

cGROW
'EfCaiVe YO THfCa Ve

CGROWR

Proof. For cGROW [, we can construct the following tree:

__ _gup LHcw CTX
PHfC Vg P'FfVgCaiVe TRA
PEfCg1Vage
The tree for cGROWpg is similar to cGROW/,, using TRA and COM2 to
rearrange the terms O

The previous two rules manipulated the consequent of the root of the proof
tree. We can do similar things for the antecedent (the right hand side of the
C symbol). First of all, if the antecedent consists of a disjunction of propo-
sitional formulas then we can construct a proof tree if we can construct proof
trees for each of the disjuncted propositional formulas, allowing us to ‘split’ the
antecedent in the root of the tree into two separate trees.

Lemma 5.2.4. For any propositional formulas f1, f2, g, the following rule is
derivable:

Fl—f1Cg FI—fQCg

aSPLIT
P'EfiviaCy
Proof. We can construct the following tree:
'kf C
hcy OTX ——————— ID2
'kHfaCyg CTX 'FfivgCgVvyg T'FgvgcCy TRA
F'EfivfaCfivyg PFAVICY oy
P'EfivfaCy

O

Finally, if the antecedent consists of a conjunction of propositional formulas
then we can construct a proof tree if we can construct proof trees for one of the
conjuncted propositional formulas, i.e. we can grow the antecedent by placing
it in conjunction with any propositional formula.

Lemma 5.2.5. For any propositional formulas f1, f2, g, the following rules are
derivable:
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I Ffl Ccg I ng Ccg
—————  aGROW ————  aGROW
THAAfCg Y Trfinfacg " "
Proof. We can construct the following tree for aGROW :
'FfiCyg
CTX ———F——INF
PEAAf2CgAfa 'FgAfaCy TRA
PHfinfaCyg
The tree for aGROWg is similar to aGROW, using TRA and COM1 to
rearrange the terms. O

Using these rules, we can start working on proving the system complete for
logical consequence. This will be done by first showing that we can rewrite any
propositional formula to an equivalent propositional formula in DNF (see also
Definition in the proof system, and then showing that for all propositional
formulas f and g such that g is a logical consequence of f, if f is in DNF, then
we can derive a proof tree with I' = f C g as the root.

To rewrite a propositional formula to an equivalent formula in DNF, we
would like to have a function for obtaining a propositional formula in DNF which
is equivalent to the input of the function. However, rewriting a propositional
formula to an equivalent DNF is a fairly complex process, since we have to
recursively distribute conjunctions over disjunctions, such that all disjunctions
are at ‘top-level’; and all conjunctions are one level lower. Therefore, we first
recursively define a function on DNFs, dist, which achieves this for a conjunction
of two DNFs.

Definition 5.2.6. We recursively define a function dist on propositional for-
mulas in DNF, for obtaining a DNF equivalent to the conjunction of its input.

dist(c1)(c2) ==c1 A e
dist(c1)(f1 V f2) »= (dist(c1)(f1)) V (dist(c1)(f2))
dist(f1V f2)(g) := dist(f1V g)(f2 V g)

Where f1, fo,g are DNF’s and ¢y, co are clauses.

Using this distribute function, defining a function which given a propositional
formula, produces an equivalent DNF, becomes easy.

Definition 5.2.7. We recursively define a function DNF on propositional for-
mulas as follows.

DNF(f1 A f2) := dist(DNF(f1))(DNF(f2))

):=T
)i=1
DNF(X) := X
)i=d
DNF(f1V f2) := DNF(f1) vV DNF(fs)

Where f1, fo are propositional formulas.
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The function DNF transforms a propositional formula into an equivalent
DNF.

Lemma 5.2.8. Take a propositional formula f, then DNF(f) is in DNF, and
DNF(f) & f.

Proof. This property has been formalized in Coq, but we omit the proof here.
We refer the interested reader to Coq Lemmas [6.3.6] [6.3.7] and [6.3.8} O

The following lemma shows that the rewrite steps of dist can be mimicked
in the proof system, i.e. given a propositional formula which is the conjunction
of two DNF's f, g, we can distribute the disjunctions across the conjunction to
obtain the result of dist(f)(g).

Lemma 5.2.9. For any DNF f, g, the following rule is derivable:

TEfAgC dist(f)(g) "0

Proof. Note: we will not explicitly mention when we resolve (parts of) the ap-
plication of dist.

Take DNF’s f, g. We need to show that it is possible to construct the required
proof tree. We will prove this by induction on the structure of g:

T first, we use TRA and COMI1 to switch f and ¢ in the antecedent, then
we apply induction on the structure of f:

T We can build the proof tree using aGROW, and REF.
1 We can build a proof tree using COM1 as follows.
COM1

I'FLATCTAL
Y We can build a proof tree using COM1.
fi N\ fo We can build a proof tree using COM1

f1V fo In this case, we have the following induction hypotheses:
THf;: We can derive a tree with T' = T A fy C dist(f1)(T) as the root.
THfs: We can derive a tree with T' = T A fo C dist(f2)(T) as the root.
We can construct the following proof tree, where the numbers are as
indicated below.

Y THf; e THf;
L CGROWL ( ) CGROWR

W DS3 (3) (6 (5) aSPLIT
(7) ) TRA

PETAfV ) C(TA[)V(TAL)

THET A f1 Cdist(f1)(T)

TET A f1 C (dist(f1)(T)) V (dist(f2)(T))

LETA fo C dist(f2)(T)

DETA fo C (dist(f1)(T)) V (dist(f2)(T))

LT A1) V(T A f2) C (dist(f1)(T)) V (dist(f2)(T))

S o W
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T.TETA(f1V fa) C(dist(f1)(T)) V (dist(f2)(T))
1, X, g1 A g2 Similar to the case where g is T, except for the ‘moment’ of applying REF

g1V g2 We have the following induction hypotheses:
IHg;: for all DNFs f, we can construct a proof tree for I' F f A g1 C

dist(f)(g1)
IHg,: for all DNFs f, we can construct a proof tree for I' = f A gy C

dist(f)(g2)

We first make the following derivation, where the numbers are as indicated
below:

2 6
W DS3 TTR:SPLIT
(5)
PEfA(g1Vg2) C(fAG)V(fAg2)
LEfAg Cdist(f)(g1V g2)
LHfAge Cdist(f)(g1V g2)
TH(fAg)V(fAge) Cdist(f)(g1V g2)

LHfA(g1V g2) C dist(f)(g1V ga)

G W

We now still have to show that we can derive proof trees for ' Ff A g1 C
dist(f)(g1 V g2) and T Hf A go C dist(f)(g1 V g2) ((2) resp. (4)).

Constructing the proof tree for both cases is symmetrical up to some
switching of cGROW [ and cGROWg, and switching IHg; for THgs so we
will only show how to construct the proof tree for (2). We do this via
induction on the structure of f:

T, L,Y, fi A fo Can be done by using cGROW[, and induction hypothesis IHg;, as
demonstrated below for T:

IH
THT Agi C dist(T)(g1) =

THET Agr C dist(T)(g1 V g2)

cGROW

f1V fa We have the following induction hypotheses:
IHf): T f1 Agr C dist(f1)(g1 V g2) is derivable
IHfs:T' F fo A g1 C dist(f2)(g1 V g2) is derivable
We start with making the following derivation, where the numbers
are as indicated below:

—— COM1 ——DS3
) 3 @ TRA M aSPLIT
) - ©) s

1. FF(fl\/fg)/\gl C o /\(fl\/fZ)
2. Thg A(fiV f2) C (g1 A f1)V (g1 A f2)
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PE(fAV f2)Ag CarAfi1) V(g1 A f2)

L'kg1 A f1 C dist(f1V f2)(g1 V g2)

L'Egi A f2 C dist(f1V f2)(g1 V g2)

L'H(gi A fi) V(g1 A fa) C dist(fiV f2)(g1 V g2)
LCHf1V fang Cdist(fiV f2)(g1V g2)

We now still have to construct proof trees for T'tg; A f1 C (f1 V
fa)dist(gr V g2) and T'Fg1 A fo C (f1 V fa)dist(g1 V g2) ((4) resp.
(5)). The cases are symmetrical, up to a switching of cGROW, with
cGROW g and THf; with IHf;, so we will only show the proof tree for
Thg A f1 C(f1V fa)dist(gr V g2). We can build the following proof
tree, where the numbers are as indicated below:

NS O w

—— COM1 ———1IHfy
1 2
0 C

(3)
@ cGROW,

TranNfiCfing

TR Ag Cdist(f1)(g1V g2)

- Thgi A fi C dist(f1)(g1V g2)

- Thgi A fi Cdist(f1V f2)(91V g2)

O R

O

Now that we can distribute conjunctions over disjunctions in a conjunction
of two formulas in DNF to obtain a DNF equivalent to the conjunction of
two DNF’s, we will show that from any propositional formula f we can derive
an equivalent DNF, namely the result of DNF(f). In other words, we will
prove that for any propositional formula f, we can construct a proof tree with
'+ f C DNF(f) as the root.

Lemma 5.2.10. For any propositional formula f, the following rule is derivable:

I+ f C DNF(f)

Proof. Note: we will not explicitly mention when we resolve (parts of) the ap-
plication of DNF.

Let f be any propositional formula. We will show that it is possible to build
a proof tree by induction on the structure of f.

T We can build a proof tree using REF
1 We can build a proof tree using REF
X We can build a proof tree using REF

f1 A f2 In this case, we have the following induction hypotheses:
IHf;: we can build a proof tree for I' - f; C DNF(f1)
THf;: we can build a proof tree for T' b fo C DNF(f2)

We can build the following proof tree, where the numbers are as indicated
below:
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v IHf1 e IHf2

(1) GROW (3) GROW

2) * Pt . ]

( 5 cSPLIT T Lemma 5.2.9]
(5) - ©) oy

T'+f1 € DNF(fy)

L'Ff1 A fo C DNF(f1)

Tk fo C DNF(f2)

THfi A fo C DNF(f2)

L'Ffi A f2 C DNF(f1) A DNF(f2)

' =DNF(f1) A DNF(f2) C dist(DNF(f1))(DNF(f2))
I'=fi A f2 C dist(DNF(f1))(DNF(f2))

NS ot W

f1V fo In this case, we have the following induction hypotheses:
THf;: we can build a proof tree for T' F f; C DNF(f1)
IHfs: we can build a proof tree for ' - fo C DNF(f2)

We can build the following proof tree, where the numbers are as indicated
below.

—— IHf; ——— IHf?

(1) (3)
CGROWL CGROWR
aSPLIT

2) (4)
()

T Hf, C DNF(f;
T +f, C DNF(f;
T +f, C DNF(f,
T +f, C DNF(f1)V DNF(f5)

I'Ff1V f» C DNF(f1) V DNF(fs)

V DNF(f2)

G WD
AN

O

We can now prove that the proof system is complete for logical consequence,
when the antecedent is in DNF.

Lemma 5.2.11. For any propositional formulas f,g with f a DNF such that
f = g the following rule is derivable:
'kfcg

Proof. Given propositional formulas ¢ and DNF f, such that f = g. We will
show that it is possible to construct a proof tree by induction on the structure

of f:

1 In this case we can construct the following proof tree, where the numbers
are as indicated below:
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——— SUP ——— COM2

1) (2)

TRA —— BOT
3) (4)
TRA
()
.TFLClvyg
2.TFLvgCcgVv Ll
3.TFLCgVv L
4. TFgV L Cyg
5. 'FLCy

T Now, V0 : [g]0 = true, since if there is a 6 for which [¢]0 = false then
T = g does not hold. We continue with induction on the structure of g:

L This contradicts with the assumption that V0 : g0 = true
T We can build a proof tree using REF.

Y This contradicts with our assumption that V6 : [¢]6 = true (consider
the environment which assigns false to all variables).

g1 A g2 In this case both T = ¢g; and T = g2, so we can build a proof tree
using the induction hypotheses of g and rule ¢cSPLIT.

g1 V g2 In this case, we have the following induction hypotheses:

IHgy: If T = g1 then we can build a proof tree with I' FT C ¢; as
the root.

IHgs: If T = g2 then we can build a proof tree with I' =T C go as
the root.

In this case, from Lemmal[2.1.9] we have that f = g; or f = g». Thus
we can build the proof tree using the induction hypothesis IHg; resp.
THgs and cGROW, resp. cGROWp.

X We will show that we can build a proof tree via induction on the structure
of g:

L This contradicts with the assumption that X = g (consider any
environment assigning true to X).

T We can build the following proof tree, where the numbers are as
indicated below.

—1op @ NG ggl
(1) (4)
TRA
(5)

LTFXCXAT
2. THFXATCTAX
3.TFTAXCT
A THEXATCT
5. TFXCT
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Y

g1 A\ g2
g1V g2

Now, either X =Y or X # Y. In the first case, we can build a proof
tree using REFL. The second case contradicts with the assumption
that X = Y consider an environment 6 assigning false to everything
but X. Since X # Y, we have (YY) = false, while §(X) = true, and
thus X = Y does not hold.

We can build a proof tree in the same way as in the case T C g1 A gs.
In this case, we have the following induction hypotheses:

IHg;: If X = g1 then we can build a proof tree with I' FX C g; as
the root.

THgo: If X = ¢ then we can build a proof tree with I' FX C g5 as
the root.

In this case, from Lemma [2.1.9] we have that f = g1 or f = g2, and
we can build a proof tree in the same way as in the case T C g1 V ¢go.

fi N fo In this case, both f; and f; are clauses since f is in DNF. Furthermore,
we have the following induction hypotheses:
IHf;: For all propositional formulas g, if fi = g then we can build a proof
tree with I' - f; C g as the root.
IHf5: For all propositional formulas g, if fo = g then we can build a proof
tree with I' = fo C g as the root.

We will continue via induction on the structure of g:

T
L

g1 A\ g2

g1V g2

We can build a proof tree similarly to the case X C T

In this case, either f; = 1 or fo = L. If f; = L then we can build
a proof tree using aGROW and THf;. The other case is similar
replacing aGROW, with aGROW g and IHf; with THfs.

Since (f1 A f2) = X and both f; and fo are clauses, either X €
V(f1 A f2), or f1 A fo is equivalent to L.

If X € V(f1 A\ fa) then either X € V(f1) or X € V(f2), thus either
f1= X or fo = X. Thus, we can build a proof tree using aGROW,
and THf;, resp. aGROWpg and IHf5.

Otherwise, if f; A f2 is equivalent to L then either f; is equivalent
to L or fy is equivalent to L, in which case f; = X resp. fo = X.
Thus, we can build a tree using aGROW [, resp. aGROW g and THf;
resp. THf5.

In this case, we have the following induction hypotheses on g:

THgy: If f1Afa = g1 then we can build a proof tree for I' = f1Afa C g1
THgo: If f1Afo = go then we can build a proof tree for I' = f1 A fa C go
Furthermore, both f; A fo = ¢1 and f1 A fo = g2 hold. Therefore,
we can build a proof tree using cSPLIT, THg; and THg,.

In this case we have the following induction hypotheses on g:

THg;: If f1Afo = g1 then we can build a proof tree for I' = f1Afo C ¢1
THgo: If f1 A fo = go then we can build a proof tree for I' = f1Afa C go
In this case, from Lemma [2.1.9] we have that f = g1 or f = g2, and
we can build a proof tree in the same way as in the case T C g1V ga.

f1V fo In this case, we have the same induction hypotheses as in the case for
fi N\ fa. Furthermore, both f; = g and fy = g. Therefore, we can build
a proof tree using aSPLIT and the induction hypotheses. O

42



Finally, we will prove that the proof system is complete for logical conse-
quence on arbitrary propositional formulas. This proposition has been formal-
ized in Coq in Lemma [6.7.12

Proposition 5.2.12. For any propositional formulas f, g such that f = g, the
following rule is derivable

'FfCyg

Proof. Take propositional formulas f, g such that f = ¢g. From Lemma [5.2.8

we know that f = DNF(f) and DNF(f) = f. Take an environment 6 such

that [DNF]6 = true. Then also [f] = true, and thus [g] = true. Therefore,

DNF(f) = g. Also, from Lemma [5.2.8] we know that DNF(f) is a DNF.
Therefore we can build a proof tree as follows:

5. 2. 10
T Ff C DNF(f) LemmaB2I0 FDNF(f) C g Lemma E.2.TT]
TRA
I'HfCyg

5.3 Completeness

The goal of the proof system is to be able to derive consistent consequences
between (bound) propositional variables. Soundness of the system provides
us with the useful property that if we can build a proof tree with two bound
propositional variables in the root, then we may conclude that one is a consistent
consequence of the other. What we still need is completeness of the proof system
with respect to consistent consequence. By the end of this section, we will prove
that the proof system is correct (i.e. sound and complete) for deriving consistent
consequences on bound variables.

However, first we derive another auxiliary rule, which corresponds with a
form of completeness for relative consequences.

Lemma 5.3.1. For all relations I' € X x X, R C bnd x bnd, and for all

propositional formulas f, g such that f il g, the following rule is derivable:

{THFXCY|(X,Y)eR}
T'FfCyg

Proof. Take two propositional formulas f, g and relations on propositional vari-
ables I' and R C bnd x bnd (i.e. R only relates bound variables) such that

f il g. We need to show that, if we can build proof trees for all variables
(X,Y) e RwithT'+ X C Y as the root, then we can also build a proof tree
with I' - f C g as the root.

First, observe that we can use Lemma to transform f and g at the
root into two propositional formulas equivalent to f and ¢g in DNF. Thus, if
we prove that we can derive the rule for formulas in DNF, then we also have
derivability of the rule for any pair of propositional formulas, which are a relative
consequence of each other.
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Let I" be a relation on propositional variables, R C bnd x bnd and let f, g

be two propositional formulas in DNF such that f il g. Furthermore, assume
that for all propositional variables (X,Y) € R, we can build a proof tree with
I'F X CY asthe root. We will prove the derivability of I' - f C g by induction
on the structure of f.

T In this case, g must be equivalent to T (consider the environment 6 as-
signing false to all variables, this environment is consistent with R and
[T]0 = true, thus [¢]f must also be true, which is only the case if g is
equivalent to T). Therefore, T = g and thus we can use completeness for
logical consequence to build the proof tree.

1 In this case we can build the following proof tree, where the numbers are
as indicated below:

T B
3) (4)
TRA
(5)

1L.TFLCLlVyg
2.TFLvgCcgVv Ll
3.TFLCgVv L
4. TkHgVv L Cyg
5. 'L Cyg

X In this case we show how to build a proof tree via induction on the struc-

ture of g:

T In this case we can build the following proof tree, where the numbers
are as indicated below:

=L o

5.

(T)COMl (T)INF
WTOP (4) TRA
TRA
(5)
'ETCcTAX
FFTAXCXAT
I'EXATCX
'eETAXcCX
'-TcX

1 This contradicts our assumption that X il g, since the environment
assigning true to all variables is consistent with R, and this environ-
ment assigns false to g.
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Y

g1 N\ g2

g1V g2

In this case, since X il Y, from Lemma[2.2.19|we know that X R* Y
thus either X =Y or X RT Y.

In the first case, we can build a proof tree using REF. Otherwise,
since we can build a proof tree for all variables (4, B) € R with
I'+ A C B as the root, using TRA we can also build proof trees for
all variables (A, B) € RT, including (X,Y) (showing this is straight-
forward using induction on the number of variables required such
that B is reachable from A through R).

If g1 A g2 is equivalent to T then we can use the completeness of the
system for logical consequence to build a proof tree. Otherwise, since
x & g1 A g2, for all variables Y € V(g1 A g2) we have X il Y, thus
also X R* Y. Therefore, we can repeatedly use ¢cSPLIT and build
proof trees for the resulting branches using a similar method as for
the case X C Y.

In this case, we have the following induction hypotheses:

IHgy: If X Ei g1 then we can build a proof tree with I' - X C g as
the root. .

IHgs: If X = g then we can build a proof tree with I' - X C g5 as
the root.

Since X = g1V g2, Or x(X) = true and 6g x is consistent with R
(2.2.11)), either [g1]0r,x = true or [g2]0r.x = true. Therefore, from
Lemma[2.2.12) X & g1 or X Eil g2. Thus, we can build a proof tree
using aSPLIT, resp. aSPLITk and IHg; resp. IHgs.

fi N fo Inthiscase, f = fiAfsis aclause. We will prove a more general statement,

namely that for any clause f and for any DNF g, if f Eil g and we can
build proof trees for all variables X,Y such that X R Y, then we can
derive a proof tree for I' - f C g. We proceed with induction on the
structure of g.

T

1

Y

In this case we can build a similar proof tree to the one built for the
case X C T.

In this case f is equivalent to L, thus we can build a proof tree from
the completeness of the system for logical consequence.

If f is equivalent to L then we can build a proof tree from the com-
pleteness of the system for logical consequence. Furthermore, f can-

not be equivalent to T, since then we would have T Ei Y, and thus
since 6, is consistent with R (from Lemma [2.2.2), we must also have
6,(Y) = true, which is not the case.

Assume that f is not equivalent to L or T. Since f is not equivalent

to L, according to Lemma [2.2.14| we have [f]0r, s = true. Therefore,
2.2.19)

since according to Lemma [2.2.15| 0 ; is consistent with R, we have
Or,f(Y) = true. Thus, from the definition of 6 s, either there exists
some X € V(f) such that Y is reachable from X through R, or
Y e V(f).

In the first case, there exist variables X, --- , X,, such that Xg = X
and X,, =Y and for all i < n we have X; R X;4+1. Thus, since we
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can build a proof tree for all variables (4,B) € RwithI' A C B as
the root, we can also build proof trees T' - X; C X; 1) for all i < n.
Therefore, by repeatedly using TRA, we can construct a proof tree
with ' - X C Y as the root. From this, we can derive I' - f C Y by
repeatedly using aGROW [, aGROWg.

In the second case, we can derive I' = X C Y using REF. From
this, by repeatedly using aGROW and aGROWg, we can derive
refcCy.

g1 A g2 In this case, we have the following induction hypotheses:

IHg;: For all clauses f, if f Eil g1 then we can build a proof tree with
' f C g1 in the root.

THgs: For all clauses f, if f il g2 then we can build a proof tree with
T'F f C g2 in the root.

Furthermore, both f il g1 and f il g2 must hold. Therefore, we can
use cSPLIT and the induction hypotheses to build the proof tree.

g1V g2 In this case, we have the following induction hypotheses:

THg;: For all clauses f, if f il g1 then we can build a proof tree with
T'F f C g1 in the root.

IHgs: For all clauses f, if f il g2 then we can build a proof tree with
T'F f C g2 in the root.
If f is equivalent to | then we can construct a proof tree from the

completeness for logical consequence. Otherwise, since f is not equiv-
alent to L, we have [f]0r s = true from Lemma [2.2.14] Therefore,

since according to[2.2.15(0 g, ¢ is consistent with R and f =i g, we have
[9]0r, s = true. Thus [g:1]6r, s = true or [g2]0r, ; = true. The cases
are symmetrical, so we will only consider the case [g1]0r, 5 = true.

Since [¢1]0r,f = true, according to Lemma [2.2.17 also f il g1-
Thus we can build a proof tree using IHg; and aSPLIT},.

f1V fo In this case, we have the following induction hypotheses:

[Hf;: For all DNF g such that f; il g we can build a proof tree with
'+ fi1 C g as the root.

IHf;: For all DNF ¢ such that f, il g we can build a proof tree with
'+ f3 C g as the root.

Furthermore, we have both f; £ g and fo £ g. Thus, we can build a
proof tree using aSPLIT and the induction hypotheses. O

Next, we will prove completeness of the system for deriving consistent con-
sequences on variables relative to some I' which only relates bound variables.
If this is the case, then it will be easy to prove that the proof system is com-
plete for deriving consistent consequences on bound variables, since the empty
relation also only relates bound variables, and Lemma [5.0.3| gives us a simple
conversion from consistent consequence relative to the empty relation to general
consistent consequence.

We mentioned that the intuition behind the proof for completeness is that
we can build a consistent consequence relation on the left hand side of - which
relates the variables in the root of the proof tree. Remember that < is defined
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such that it only relates bound variables. We will show that we can grow the
left hand side of F with pairs of bound variables, not currently occurring in
T", but which are bound in the BES. The number of times we can do this is
finite, since at some point in time the left hand side of F will relate all bound
variables to all bound variables. When this is the case, we are certain that <
is a subset of I'. Thus, we will prove the completeness of the proof system for
relative consistent consequence by induction on the number of pairs of bound
variables not currently occurring in I'.

Definition 5.3.2. Given a relation I' : bnd x bnd. The inverse size of T,
written #(I), is the size of the relation relating all bound variables not related
by I". The following recursive function calculates this number.

#T) =0 if I' = bnd?
#T) =#TU{(X,Y)})4+1 for any (X,Y) € (bnd*\TI) if I' C bnd?

We can now fairly simply prove completeness for deriving consistent con-
sequences on propositional variables, relative to relations relating only bound
variables.

Lemma 5.3.3. For any relation I' C bnd?, and for all propositional variables
X,Y such that X <r Y, we can derive the following rule:

r-xcy

Proof. Take some X, Y such that X <p Y. We will prove that we can construct
a proof tree with I' - X C Y as the root via induction on #(I"):

#(I') = 0 In this case I' = bnd x bnd. Since X <p Y, either X =Y or there exists
a consistent consequence relation R C bnd x bnd relative to I" such that
(X,Y) € (TUR). In the first case we can build a proof tree using REF,
otherwise, R C bnd x bnd =T', and thus we can build a proof tree using
CNT.

#I' = 2 + 1 The induction hypothesis tells us that for all T with #I = z, and for all
A, B with A <, B, we can build a proof tree with IV = A C B as the
root.

We need to show that, for all X,Y with X <r Y we can build a proof
tree with I' - X C Y as the root. Take some X and Y such that X < Y.
Then there exists a consistent consequence relation R relative to I' such
that X (RUTUT) Y. If (X,Y) € J then X =Y and we can build a proof
tree using rule REF. If (X,Y) € I" then we can build a proof tree using
rule CNT.

If X RY and neither X =Y nor X I' Y, then the rank of X is equal to
the rank of Y (since R is a relative consistent consequence relation relating
only bound variables).

Furthermore, we have fx EisN fy. If for any propositional variables A, B
such that A (RUT") B we can derive a proof tree withI', (X CY)+ A C B
as the root, then using we can build the following proof tree.
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(I,XCYFACB|(AB) e RU(TU(X,Y))}
ILXCcYF fx Cfy
I'HFXcCY

Lemma [5.3.1]

cC

What remains is to show that, for any propositional variables A, B such
that A (RUT) B we can build a proof tree with T', (X CY)+ A C B as
the root.

Consider R. This relation is a consistent consequence relation relative to
T', and thus R is obviously also a consistent consequence relation relative
to TU{(X,Y)}. Now, take propositional variables (4,B) € (RUT). If
(A, B) €T then we can build the proof tree using CNT. Otherwise, since
A R B and R is a consistent consequence relation relative to TU{(X,Y)},
and since #(I' U {(X,Y}) = x, we can use the induction hypothesis to
build a proof tree with I',; X C Y + A C B as the root. O

Since we have show that the proof system is both sound and complete,

the proof system satisfies it’s requirements. This is captured by the following
Theorem, which has been formalized in Coq in Lemma [6.7.16]

Theorem 5.3.4. For any X,Y € bnd, § - X C Y is derivable iff X <Y.

Proof.

= From Lemma [5.1.2]

< From Lemma [5.0.2] if X < Y then also X <y Y. Furthermore, ) C

bnd x bnd. Therefore we can build a proof tree according to Lemma

b33 O
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Chapter 6

Consequences in Coq

We start this Chapter with some background information on Coq, and an ex-
planation on some notation and some Coq peculiarities with which the reader
may not be familiar. Then, we give some explanations on the contents of the
Coq files which encode the theory from the previous 3 chapters [7].

6.1 Background

Coq is a Proof Assistant for a Logical Framework known as the Calculus of
Inductive Constructions (CIC)|20]. CIC is a type theory, it is an extension of
the Calculus of Constructions. The Calculus of Constructions was originally
formulated by Thierry Coquand and Gérard Huet [24]. The extension was
done by Christine Paulin. It can serve as both a typed programming language,
and as a constructive foundation for mathematics. Coq allows the interactive
construction of formal proofs, and also the manipulation of functional programs
consistently with their specifications. It runs as a computer program on many
architectures, and a wide variety of user interfaces is available [§].

Proving in Coq is based on the Curry-Howard isomorphism. The Curry-
Howard isomorphism gives a correspondence between systems of formal logic
as encountered in proof theory, and computational calculi as found in type
theory. For instance, minimal propositional logic corresponds to simply typed
A-calculus, first-order logic corresponds to dependent types, etc.

The isomorphism has many aspects, even at the syntactic level: formulas
correspond to types, proofs correspond to terms, provability corresponds to
type inhabitation, proof normalization corresponds to term reduction, etc [17].

In Coq, we use this isomorphism to construct proofs. Proving corresponds
with constructing a term of a type, which corresponds with the formula we wish
to prove. For example, the following is a type.

V. P(x)

It is also a proposition, and to prove this proposition, we need to find some
object which has this type, i.e. we need to show that this type is inhabited.
Constructing a proof in Coq is, in essence, telling Coq how to construct an
object whose type is exactly what you wish to prove.
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To trust Coq, we need to trust a number of things. We need to trust the
theory behind Coq, the Coq kernel implementation, the Objective Caml com-
piler (since Coq was written in OCaml), the hardware on which Coq runs and
any assumptions (axioms) made for creating the proofs [14].

The theory of Coq version 8.0 (which was used in this project) is proven to
be consistent in Zermelo-Fraenkel set theory with inaccessible cardinals. Proofs
of the consistency of subsystems of the theory of Coq can be found in literature.

For proofs in Coq to be correct, we need to trust that the implementation
of the Coq kernel mirrors the theory behind Coq (CIC). The kernel was left
intentionally small to limit the risk of conceptual or accidental implementation
bugs.

The Coq kernel was written using the Objective Caml language but it uses
only the most standard features (no object, no label ...), so that it is highly
improbable that an Objective Caml bug breaks the consistency of Coq without
breaking all other kinds of features of Coq or of other software compiled with
Objective Caml.

In theory, if the hardware does not work properly, it can accidentally be the
case that False becomes provable. But it is more likely the case that the whole
Coq system will be unusable. However, if one feels the need, it is always possible
to try compiling your proof using different computers.

Finally, any added axioms should be consistent with the theory behind Cogq.
Therefore, we tried to minimize the number of axioms we added to the Coq
environment. The only axiom which was added, states that given a finite rela-
tion on propositional variables R, and two propositional variables X,Y, we can
decide if (X,Y) € R is true or not. To decide this, since the relation is finite,
we can simply check each of the pairs (X', Y”’) € R, and see if (X,Y") is one of
them.

6.2 The contents of this chapter

This chapter is designed to explain the contents of the Coq files which formalize
the theory from this report, which may be found in [7]. Each of the Coq files
starts with the following line, which tells the Coq compiler where to find the
other files.

Add LoadPath "somePath".

If you wish to compile these files yourself, then this line should be changed to
reflect the situation on your machine. Furthermore, the files should be compiled
in the order in which they are listed in Table

Table [6.1] states which section in this chapter corresponds with which Coq
file. Each section starts with an overview of the definitions in the corresponding
Coq file, as well as discussions on peculiarities and choices made during devel-
opment. Then, the lemmas proven in the Coq file are presented and explained,
in a slightly more readable format than the Coq code. However, since not ev-
ery lemma states equally interesting properties, some of these descriptions have
been moved to Appendix [Dl Please note that when explaining the lemmas, we
will use = and < for logical consequence and logical equivalence as defined in
Chapter 2l We will use — and > to indicate the logical implication and logical
equivalence respectively. Furthermore, — will also be used to specify types (of
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File name
propForm.v
propForm_cons.v
DNEF.v

cons_dec.v
propVar_relation.v
rel_cons.v
genBES.v
rel_reach.v
rel_ind.v
rel_cons_dec.v
BES.v

cc.v

rel_cc.v

prv_tree.v

sound.v
complete_cons.v
complete.v
sound_and_complete.v
cc_usefull.v

Table 6.1: The Coq files

mappings). Which interpretation is meant where is explained when it might not
be obvious.

6.2.1 Exciting bits in the formalization

The theory behind most of the formalization in Coq has allready been discussed
in the previous chapters. However, in some places the formalization was more
complex than it would seem from the previous chapters.

In Section [6.3.2] we discuss DNFs and how these have been formalized in
Coq. Because we inductively define the type of propositional formulas, Coq
automatically generates induction principles which allow us to prove properties
of propositional formulas by induction on the structure of propositional formu-
las. However, because we defined being in DNF as a property of propositional
formulas, Coq does not automatically provide us with induction principles for
proving by induction on the structure of DNFs. Therefore we have had to define
and prove our own induction principles for DNFs (and also for clauses).

Furthermore, to define a function which, given some propositional formula,
obtains an equivalent DNF, we separately defined a distribute function. Given
two DNFs, this function returns a DNF which is equivalent to the conjunction of
these DNFs. To define this function, we had to use a nested recursion function.
This is because Coq expects a fixpoint to be structurally decreasing on one of
its arguments, and it would not be possible to satisfy this requirement if we did
not use nested recursion.

In Definition we defined the inverse size of a relation. It is not a very
complex definition, and by doing induction on the inverse size of a relation, we
were able to prove the system complete for deriving consistent consequences be-
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tween variables. However formalizing this definition in Coq has been a bit more
complicated. We have had to define inductive types for being a relation which
only relates bound variables, which we could relate to an ‘inverse’ constructive
type for being a relation which only relates bound variables. On this inverse
constructive type we could then define the inverse size of subset relations. This
is discussed further in Section [6.5.21

For formalizing the proof system, we found that we could effectively define
the type of a proof tree as an inductive type with constructors for each of the
rules in the proof system. This is explained in Secion [6.7}

Finally, as we argued in Section 2:3.1] to simplify the formalization of the
relation between the semantics of BES and the consistent consequence rela-
tion, we have defined an alternate semantics for BES. The formalization of this
semantics is presented in Section
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6.3 Propositional formulas

As variables, we will use the natural numbers, which we define as prop Var. This
way, we have access to an infinite set of variables. Moreover, equality on natural
numbers is decidable in Coq. We can then inductively define propositional
formulas as given in Definition 2:1.1]

Inductive propForm : Set :=

| top : propForm

| bot : propForm

| var : propVar -> propForm

| orp : propForm -> propForm -> propForm

| andp : propForm -> propForm -> propForm.

This notation should be read as follows. We inductively (Inductive) define
the Set of propositional formulas as follows. top is a propositional formula; bot
is a propositional formula; given a propositional variable X, we can construct
a propositional formula by applying the constructor var; given two proposi-
tional formulas, we can construct another propositional formula by applying
the constructor orp; given two propositional formulas, we can construct another
propositional formula by applying the constructor andp. The following are some
examples of propositional formulas (given some propositional variables X,Y, Z)
as defined in Chapter |2 together with their Coq representations.

formula Coq representation

T top

X var X

(XANY)VZ | orp (andp (var X) (var Y)) (var Z)

To simplify writing propositional formulas, we introduced some infix nota-
tion in Coq for constructors andp (- A, -) and orp (-V, -), which we will also be
using in this document.

Furthermore, we defined a function uses: propForm — prop Var, which deter-
mines if a propositional variable x occurs in a propositional formula f. Given
a propositional formula, a function has been defined mazUsed: propForm —
prop Var which determines the largest natural number used to encode a propo-
sitional variable in some propositional formula. Finally, a function replace:
propForm — propVar — propForm — propForm was defined. For proposi-
tional formulas f,g and propositional variable x, replace(f,x,g) returns the
result of replacing every occurrence of x in f with g.

We define environments as mappings from propositional variables to the
Booleans.

Definition environment := propVar -> bool.

The semantics of a propositional formula f is given in terms of an environ-
ment 6, as defined in Definition [2.1.5] We define a recursive function in Coq
(hence the keyword Fizpoint, which indicates that we are defining a function
using recursion) which calculates the semantics of a propositional formula in
some environment as follows.

Fixpoint propForm_solution (f:propForm) (theta:environment) :Prop:=
match f with
| a\/p b=

(propForm_solution a theta) \/ (propForm_solution b theta)
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| a /\p b =>
(propForm_solution a theta) /\ (propForm_solution b theta)
var x => theta x
T => True
B => False
end.

In Coq, we write [[f]]theta for propForm_solution f theta, but in this docu-
ment we use the notation [f]theta.

We define a function redefine Environment : environment — prop Var — bool
such that, given an environment @, propositional variable z and Boolean value s,
redefineEnvironment 6 x s returns an environment with  mapped to s and all
other mappings as defined in 6. In Coq, and this document, we write [z := s]
for redefineEnvironment 6 x s.

Definition redefineEnvironment (theta:environment) (x:propVar)
(s:bool) :environment :=
fun (y:propVar)=>if beq_nat x y then s else theta y in newtheta.

Furthermore, the environments returning true and false for all variables are
defined as full_environment resp. empty_environment in the Coq code. In this
document, we referred to these as 0, resp. 6,,. The environment returning true
for a specific variable x and false otherwise is environment_point(zx), and its
inverse is environment_maz_point(z).

Definition full_environment (x:propVar) : bool := true.
Definition empty_environment (x:propVar) : bool := false.
Definition environment_point (x y:propVar) :=

if beq_nat x y then true else false.
Definition enviromment_max_point (x y:propVar) :=

if beq_nat x y then false else true.

The union of two environments is defined as the environment returning true
for a variable if either of the two environments returns ¢rue for this variable in
Definition [2.1.3] The intersection of two environment is defined as the environ-
ment returning true for a variable if both of the two environments returns true
for this variable. We will write 6;&05 for the intersection of environments 64
and 6.

Definition environment_union (thetal theta2:environment)
(x:propVar)

(thetal x) || (theta2 x).
Definition environment_intersect (thetal theta2:environment)
(x:propVar)

(thetal x) && (theta2 x).

Lemmas

Lemma 6.3.1. full_environment_maximal

For any propositional formula and environment, if the semantics of the proposi-
tional formula is true under this environment then the semantics of the propo-
sitional formula under the full environment is also true
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V190, [£10 — 1110,

Lemma 6.3.2. empty_environment_minimal

For any propositional formula and environment, if the semantics of the proposi-
tional formula is false under this environment then the semantics of the propo-
sitional formula under the empty environment is also false.

V190, =510 = =[f10,

6.3.1 Logical consequence

Given two propositional formulas f, g, we say that g is a logical consequence of
f if for all environments, the solution of f implies the solution of g, as defined
in Definition In this text we write f = g instead of propForm_cons f g.

Definition propForm_cons (f g:propForm):Prop :=
forall theta:environment, [[f]]theta -> [[g]]ltheta.

Given two propositional formulas f, g, we say that f is a logically equivalent
to g if for all environments, the solution of f is equivalent to the solution of g.
In this text we write f < g instead of propForm_eqv f g.

Definition propForm_eqv (f g:propForm):Prop :=
forall theta:environment, [[f]] theta <-> [[g]] theta.

Lemmas

Lemma 6.3.3. empty_true_eqv_top
If a propositional formula f evaluates to true under 6, then f is equivalent to
T

va[[fﬂell%f@—r

6.3.2 DNF

Being a singleton is a property of propositional formulas. We define the function
singleton_propForm to determine if a propositional formula is a singleton, which
is consistent with Definition 2.1.2]

Definition singleton_propForm (f:propForm):Prop :=
match f with

| top => True

| bot => True

| var x => True

| _ => False

end.

Like with singletons, being a clause is a property of propositional formulas.
We define a function conj_propForm which determines if a propositional formula
is a clause, which is consistent with Definition We will write clause(f)
for the proposition conj_propForm f.
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Fixpoint conj_propForm (f:propForm):Prop :=
match f with

| a /\p b => conj_propForm a /\ conj_propForm b
| _ => singleton_propForm f

end.

Coq provides us with standard methods for doing induction on the structure
of propositional formulas. However, for induction on the structure of a clause
we need to define our own induction principle. This is because being a clause
is defined as a property of propositional formulas, in stead of being defined as
some inductive type. In Coq, we have proven the following induction principle,
which allows us to do induction on the structure of propositional formulas which
are clauses.

Definition conj_ind : forall P:propForm -> Prop,
P top ->
P bot ->
(forall x:propVar, P (var x)) —->
(forall f g:propForm, conj_propForm f -> conj_propForm g ->
Pf->Pg->P (f /\pg)—>
(forall f:propForm, conj_propForm f -> P f).

With conj_, we have defined the following. For any proposition P over propo-
sitional formulas, if P holds on T; and P holds on L; and P holds on all formulas
consisting of single propositional variables; and for all clauses f, g if P holds on
both f and g then P also holds on the conjunction of f and g; then we can
conclude that P holds on all clauses.

As with singletons and clauses, being in disjunctive normal form (DNF) is a
property of propositional formulas. Like in Definition we have inductively
defined a function DNF_propForm which determines if a propositional formula
is in DNF. In this document, we write DNF' f to indicate that f is in DNF.

Fixpoint DNF_propForm (f:propForm):Prop :=

match f with

| £1 \/p £2 => (DNF_propForm f1 /\ DNF_propForm f2)
| _ => conj_propForm f

end.

We can also do induction on the structure of DNFs. However, like with
clauses, we need to define (and proof correct) such an induction principle sep-
arately. The following is the induction principle we have proven in Coq, which
allows us to do induction on the structure of DNF's.

Definition DNF_ind : forall P:propForm -> Prop,

P top —>

P bot ->

(forall x:propVar, P (var x)) ->

(forall f g:propForm, conj_propForm f -> conj_propForm g ->
Pf->Pg->P (f /\pg)) —>

(forall f g:propForm, DNF_propForm f -> DNF_propForm g ->
Pf->Pg->P (£ \/pg) —>

(forall f:propForm, DNF_propForm f -> P f).
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To transform a propositional formula, we need to recursively distribute con-
junctions over disjunctions. The function distribute takes two propositional
formulas f, g, and returns a DNF equivalent to the conjunction of f and g. It
corresponds with the function presented in Definition In this text we will
write dist(f)(g) for distribute f g.

Fixpoint distribute (f:propForm) : propForm -> propForm :=
fix distributel (g:propForm) : propForm :=
match f with
| £1 \/p £2 => distribute f1 g \/p distribute f2 g
| _ => match g with
| g1 \/p g2 => distributel gl \/p distributel g2
| _=>f /\p g
end
end.

We define a function toDNF, which given a propositional formula, returns an
equivalent formula in DNF. This function corresponds with the one from Defi-
nition In this chapter, we will write toDNF(f) for the result of applying
toDNF to formula f, and DNF(f) for the proposition that f is in DNF. This
is different from the previous Chapters, where we wrote DNF(f) for the result
of applying toDNF to f.

Fixpoint toDNF (f:propForm):propForm :=

match f with

| £1 \/p £2 => toDNF f1 \/p toDNF f2

| £1 /\p £2 => distribute (toDNF f1) (toDNF £f2)
| _=>1f

end.

Lemmas

Lemma 6.3.4. distribute DNF
Distribute called on two DNF formulas f, g returns a DNF formula.

Vfg, DNFf — DNFg — DNF(dist(f)(g)).

Lemma 6.3.5. distribute_sound

Given two propositional formulas f, g and an environment 6, if [f]0 = true and
[9]0 = true then the semantics of the result of distributing f over g under 6 is
also true.

Vf9,90,[f10 — [g10 — [dist(f)(g)]0

Lemma 6.3.6. DNF_toDNF
For any propositional formula f, the result of transforming f using to_DNF is
a DNF.

Vf, DNF(toDNF(f))
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Lemma 6.3.7. toDNF _cons
For any propositional formula f and any environment 6, the solution of
[toDNF f]0 implies the solution of [f]6¢

Vf,V0, [toDNF(f)]0 — [f]16

Lemma 6.3.8. cons_toDNF
For any propositional formula f and any environment 6, the solution of [f]6
implies the solution of [toDNF f]0

Vf,V0,[f16 — [toDNF(f)]6

6.3.3 Logical consequence decidability
Lemmas

Lemma 6.3.9. propForm_cons_propForm_decidable

For any propositional formulas f,g, either g is a logical consequence of f, or
there exists an environment for which f evaluates to true and g evaluates to
false

Vfg,(f = gV 30,([f10 A —lg]0))

Lemma 6.3.10. propForm_eqv_decidable
For any propositional formulas f, g, either f is equivalent to g or not

Vig,fegV-(feg)
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6.4 Relations on variables

We define a relation on propositional variables as any function mapping two
propositional variables to propositions. Let R be a relation, and let z,y be
propositional variables. Then R z y is a proposition corresponding with z R y
and (x,y) € R. Observe that with this formulation, membership in a relation
is in Prop, and thus it is in general undecidable if a pair of variables is related
by a relation.

Definition propVar_relation := propVar -> propVar —-> Prop

The empty relation is the relation which does not relate any variables; i.e.
any two variables x,y are not related by empty_relation. In this text, we write
() to indicate this relation.

Definition empty_relation (x y:propVar):Prop := False

The identity relation is the relation relating all variables to themselves, and
only that. We refer to this relation as id_rel. In this text, we write J to indicate
the identity relation.

Definition id_rel := fun (x y:propVar) => x=y

We say that two relations Ry, Ry are equivalent, rel_equ, if for all variables
z,y, (x,y) € Ry if and only if (x,y) € Ro. We will write Ry ~ Rs to indicate
that R; and R, are equivalent.

Definition rel_eqv (R1 R2:propVar_relation) :=
forall x y:nat, R1 x y <-> R2 x y

Given two relations Ry, Ro, we define the union of these relations as the
relation relating only and all variables related by either Ry or Ra, i.e. {(a,b) |
(a,b) € R1 V (a,b) € Ry}. In this text we write Ry U Ry to indicate the union
of Ry and R».

Definition rel_union : propVar_relation ->
propVar_relation -> propVar_relation :=
let result (R1 R2 : propVar_relation) (x z:propVar) : Prop :=
(Rl x z) \/ (R2 x z)
in result

Given two relations Ri, Ry, we define rel_minus Ry Ro as the relation re-
lating only and all variables related by R; except for those related by Ra,
ie. {(a,b) | (a,b) € Ryi(a,b) € Ro}. We will write R; \ Ry to indicate
rel_minus R Rs.

Definition rel_minus (R1 R2:propVar_relation) :propVar_relation :=
fun (x y:propVar) => Rl xy /\ "R2 x ¥y

Given a pair of propositional variables z,y, we define the relation relat-
ing only x to y as pair_relation z y, i.e. {(z,y)}. We will write {(z,y)} for
pair_relation(z y).

Definition pair_relation (x y:propVar) : propVar_relation :=
let result (x’ y’:propVar) : Prop := (x=x’) /\ (y=y’) in result
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Given a relation R and propositional variable a, remove_var_left R a is the
relation resulting from removing from R all tuples (a,y). ie. {(z,y) | (z,y) €
R A x # a}. In this text we will write R\, a to indicate remove_var_left R a.
We define this relation as follows.

Definition remove_var_left (R:propVar_relation) (a:nat)(x y:nat)
: Prop :=
if (beq_nat a x) then False else R x y

Note: In Cog, if_then_else_ is notation for an operator from the Booleans to some
other type. The type of a = x is a proposition, and thus cannot be used in if-
the-else statements. beg-nat is an operator on the natural numberss, which takes
two natural numbers (here a,xz) and returns true if a = x and false otherwise.
Therefore, we use beq_nat a x instead of a = x in the if-the-else statement.
Given a relation R and propositional variable b, remove_var_right R b is the
relation resulting from removing from R all tuples (z,b). ie. {(z,y) | (z,y) €
R Ay # b}. In this text we will write R \ g b to indicate remove_var_right R b.

Definition remove_var_right (R:propVar_relation)(b:nat)(x y:nat)
: Prop :=
if (beq_nat b y) then False else R x y

Given a relation R and propositional variables a,b, remPoint R a b is the
relation resulting from removing from R only the tuple (a,b). ie. {(z,y) |

(x,y) E RNz #aNy#b}.

Definition remPoint (R:propVar_relation)(a b:nat)(x y:nat):Prop:=
if ((beq_nat a x)&&(beq_nat b y)) then False else R x ¥y

6.4.1 Relative consequences

Given a relation on propositional variables and an environment, we say that the
environment is consistent with the relation if, for all pairs of variables related by
the relation, the interpretation of the variables under the environment is related
via a logical consequence, as in Definition [2.2.1

Definition consistent_environment (theta : environment)
(R:propVar_relation) :=
forall x y: propVar, (R x y) -> (theta x -> theta y)

Given a relation on propositional variables and a pair of propositional for-
mulas, we say that the propositional formulas are a consequence of one another
relative to the relation if, for all environments consistent with the relation,
the interpretation of the formulas under these environments are logical conse-
quences, as in Definition [2.2.4

Definition rel_cons (R:propVar_relation)(f g:propForm) :=
forall theta:environment, consistent_environment theta R ->
[[f]1]theta -> [[g]lltheta.
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Lemmas

Lemma 6.4.1. environment_union_consistent
For any relation on propositional variables. If any two environments are consis-
tent with this relation, then so is the union of these environments.

VR,V9192,01 S @R — 6y € @R — (01”92) S @R

Lemma 6.4.2. full environment_consistent
The full environment (the environment assigning ¢rue to all variables) is consis-
tent with all relations on propositional variables.

VR,0, € O
Lemma 6.4.3. empty_environment_consistent
The empty environment (the environment assigning false to all variables) is
consistent with all relations on propositional variables.
VR,0, € O
Lemma 6.4.4. consistent_environment_rel_union
If an environment is consistent with the union of two relations, then the envi-
ronment is consistent with both relations.
VO,VR1R>,0 € @R1U32 — (9 S @R1 AES @Rz)
Lemma 6.4.5. rel_union_consistent_environment

If an environment is consistent with two relations, then the environment is also
consistent with the union of these relations.

VO,VR1Ro, (9 S ®R1 AES ®R2) —0 e ®R1UR2
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6.5 Boolean Equation Systems

We inductively define Boolean equations with constructor bFEqgn, consistent with
Definition The constructor takes a propositional variable and proposi-
tional formula to build a Boolean equation. We will write (z = f) for Boolean
equation bEqn(x f).

Inductive booleanEquation :=
bEgn : propVar -> propForm -> booleanEquation.

A block is a list of Boolean equations. Its block type is either u or v, which
we capture using a Boolean (false resp. true). Furthermore, a block is never
empty. Thus, a block is a triple of a list of Boolean equations, its block type
and a proof that the list is non-empty, as defined in Definition [2.3.2

Record block:=makeBlock{
theBlock:> list booleanEquation;
blockType: bool;
non_empty: exists beqn:booleanEquation, In beqn theBlock

}.

If a list of blocks has alternating block types, then the list of blocks is a (not
necessarily well-formed) BES. We define a function on lists of Boolean equations,
which decides if the block types of the blocks in the list alternate.

Fixpoint alternating_list_block (thelList:list block) :Prop:=
match thelist with
| nil => true
| bl::1 => match 1 with
| nil => true
| b2::1° =>
(eqb (blockType bl) (negb (blockType b2)))
/\ alternating_list_block 1
end
end.

A BES is defined as a list blocks of alternating types, as in Definition [2.3.4]
Thus, it is a tuple of a list of blocks and a proof that the list of blocks has
alternating block types.

Record genBES := make_genBES {
the_genBES:> list block;
block_alternates: alternating_list_block the_genBES

}.

We define a function bnd_block to determine if a propositional variable x
occurs on the left-hand side of an equation in a block. We will write x € B to
indicate that x is bound in block B.

Fixpoint bnd_block (E:list booleanEquation) (x:propVar) :Prop:=
match E with

| nil => False

| cons (bEqn y _) E’ => x=y \/ bnd_block E’ x

end.
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Using this function, we can define a function bdnd which determines if a
propositional variable x occurs on the left-hand side of one of the blocks in a
list of blocks (or, a genBES). We will abuse notation and write € E to indicate
that x is bound in list of blocks F.

Fixpoint bnd (E:list block) (x:propVar) : Prop :=
match E with

| nil => False

| cons bl E’ => bnd_block bl x \/ bnd E’ x

end.

We define a function bnd_cnt_block to determine how often a propositional
variable x occurs on the left hand side of an equation in block E. We will write
#(x € B) instead of bnd_cnt_block B z.

Fixpoint bnd_cnt_block (bl:list booleanEquation) (x:propVar):nat:=
match bl with

| nil => 0
| bEqn y _ :: bl’> => if (beq_nat x y)
then S(bnd_cnt_block bl’ x)
else bnd_cnt_block bl’ x
end.

Using this function, we can define a function bnd which determines how
often a propositional variable x occurs on the left hand side of one the blocks
in a list of blocks (or, a genBES). We will abuse notation and write #(z € E)
instead of bnd_cnt E x.

Fixpoint bnd_cnt (E:1list block) (x:propVar) : nat :=
match E with

| nil => 0
| cons bl E’> => bnd_cnt_block bl x + bnd_cnt E’ x
end.

Finally, we define a function occ_block to determine if a propositional variable
occurs in the right-hand side of an equation in a block.

Fixpoint occ_block (E:list booleanEquation) (x:propVar) : Prop :=
match E with

| nil => False

| cons (bEqn _ f) E’ => (uses f x) \/ (occ_block E’ x)

end.

Which we use to define a function occ which determines if a propositional
variable occurs in the right-hand side of an equation in a list of blocks (or, a
genBES).

Fixpoint occ (E:list block) (x:propVar) : Prop:=
match E with

| nil => False

| cons bl E’ => occ_block bl x \/ occ E’ x

end.
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6.5.1 Reachability on relations

Given a relation on propositional variables R and two lists of Boolean equations
1,12, if R only relates variables bound in /; to variables bound in /5 then we
say that R only relates bound variables, which we name relates_bound. In
this chapter we will write R C [y X Iy for relates_bound R Il Iy, and R C
[y X lo, using the notation from previous chapters, corresponds exactly with
R C bnd;, x bnd,.

Definition relates_bound (R:propVar_relation) (11 12:genBES):=
(forall x y:nat, R x y -> (bnd 11 x /\ bnd 12 y))

Because we defined relations such that membership of a relation is in Prop,
we cannot prove for arbitrary relation R and propositional variables X, Y, that
(X,Y) € R (neither can we prove (X,Y) ¢ R). However, this is decidable for
the relations which only relate bound variables we are dealing with. Therefore
we add this assumption to our Coq environment. For any relation R relating
only variables bound in some BES to variables bound in another BES, and for
any propositional variables z,y, it is decidable whether R relates x to y or not.

Axiom relates_decidable :
forall R:propVar_relation, forall 11 12:genBES,
relates_bound R 11 12 -> forall x y:nat, {R x y}+{"R x y}

For any pair of lists of Boolean equations [y, [, the largest relation relating
only variables bound in Iy to variables bound in [l is called maz_rel, in this
chapter written as I X lo.

Definition max_rel (11 12:genBES)(a b:nat):Prop:=
(bnd 11 a /\ bnd 12 b)

Given a relation R, we say that a variable y is reachable from another variable
x through R if we have some set of variables g, -+ ,z, for some n such that
x9 = x, xn, =y and for all i < n, R relates x; to z;11. We can inductively define
this property as: if R relates = to y then y is reachable from z; if R relates x
to some z, and y is reachable from z through R then y is reachable from x. As
shown in Lemma the relation induced by the reachable set of a relation
R corresponds exactly with RY.

Inductive reachable (R:propVar_relation)
: propVar -> propVar -> Prop:=
| single_path (x y:propVar) : R x y -> reachable R x ¥y
| step_path (x z:propVar) : forall y:propVar, R x y ->
reachable R y z -> reachable R x z

In Definitions [2.2.10] and [2.2.13] we defined minimal environments consistent
with some relation R for propositional variables resp. formulas. To define these
environments in Coq, we require that determining if a variable y is reachable
from a variable x through some relation R is decidable. However, this is not
in general decidable. But, it is sufficient if we take relations which only relate
bound variables (for which we have assumed that membership in the relation
is decidable). Thus, the minimal environments consistent with a relation for
propositional variables and formulas are defined as follows.

Given variables x,a and a relation R relating variables bound in two lists
of Boolean equations ey, ez, we will in the lemmas of this part prove that it is
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decidable if a is reachable from z through R. Using this lemma, we can define the
environment which is consistent with R and assigns true to the smallest number
of variables as well as x. This environment is the environment assigning true to
all variables reachable from z through R. However, since the lemma can only
be used for relations relating bound variables, we need an additional parameter.
This parameter is any object H of type relates_bound R e; es, i.e. H proves that
R relates only variables bound in e; to variables bound in e;. In this text we
will write 9%7’62’}1 for minimal_environment_for_var(R, eq, es, H,x). Note that

x
e1,e2,H

if R only relates bound variables then 0g , = HRJ
Definition minimal_environment_for_var
(R:propVar_relation) (el e2:genBES)
(H:relates_bound R el e2) (x:propVar) : environment:=
fix env (a:propVar) := if reachable_dec_b el e2 R H x a
then true
else beg_nat x a

Lemma shows that, if some propositional formula g evaluates to true
under the minimal environment of some clause f in some relation R, then g is a
relative consequence of f. Thus, it would have been sufficient if this environment
was only correctly defined on clauses. In Coq, we did not add the minimal envi-
ronments variables occurring within the scope of a disjunction from the minimal
environment consistent with a propositional formula. However, the properties of
the definition are equivalent for clauses, and for clauses the definitions coincide.

We can lift the notion of a minimal environment for a variable under some
relation to the minimal environment for a clause under some relation. This
environment is in essence the union of the minimal environments of all vari-
ables used in the clause, and it is the minimal environment consistent with R
such that the clause evaluates to true. In this text we will write 9;17’;2’}1 for
minimal_environment_for_conj(R, e1, e, H, f). Note that, if f is a clause and R
only relates bound variables, then 9;’;2’H =0py.

Fixpoint minimal_environment_for_conj
(R:propVar_relation) (el e2:genBES) (H:relates_bound R el e2)
(f :propForm) (x:propVar) :bool :=
match f with
| var y => (minimal_environment_for_var R el e2 H y x)
| £1 /\p £2 => (minimal_environment_for_conj R el e2 H f1 x)
| | (minimal_environment_for_conj R el e2 H £f2 x)
| => false

end

Lemmas

Lemma reachable_trans

The relation induced by reachable is transitive, i.e. given a relation R and
propositional variables z,y, z such that z is reachable from y through R, and y
is reachable from x through R. Then z is also reachable from = through R.

VRVzyz,RToy—-R'yz—R"z 2
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Lemma reachable_maintains_relates_bound

Given a relation R which relates only bound variables from some list of Boolean
equations e; to bound variables from another list of Boolean equations es, then
the relation obtained from reachable on R also relates only bound variables from
e1 to bound variables from es.

V€1€2,VR,R Ce Xeg— R+ Cep Xeg

Lemma reachable_dec_b

Given a relation R relating only bound variables from some list of Boolean
equations e; to bound variables from another list of Boolean equations es, it is
decidable for any pair of propositional variables x, y whether or not y is reachable
from z through R.

V6162,VR,R Ce Xey —
Vz y, {R" = y} + {~(R" z y)}

Note: Here, the notation {P}+ {Q} means that we always either have P or
we have Q.

Lemma minimal_environment_for_var_consistent

Given some lists of Boolean equations e1,es and a relation R C e; X eg, then
for all propositional variables z, the minimal environment for x under R is
consistent with R.

VR,Veijes,VH : R C ey X 627Vx,9;1,’;2’H con

Lemma minimal_environment_for_var_self

Given some lists of Boolean equations e1,es and a relation R C e; X eg, then
for all propositional variables x, the minimal environment for x under R assigns
true to x.

VR,Veiea,VH : R C e X GQ,VCC,Q;I,’;LH(;E)

Lemma min_env_rel_cons

Given some lists of Boolean equations eq, e; and a relation R C e X eg, then for
all propositional variables x,y such that y is a relative consequence of x under
R, the minimal environment for x under R assigns true to y.

Veieq, VR,VH : R C ey X e3,Yx y, (var x) £ (var y) — 9;152’11(1/)

Lemma reachable_if_min_env

Given some lists of Boolean equations ej,es and a relation R C e; X eg, then
for all propositional variables z,y, if y is assigned true under the minimal envi-
ronment assigning true to x under R, y is reachable through R from .

Veies, VR,VH : RC ey X e3,Vx 4,2 # y — 9%”;2’H(y) —SRtzy

66



Lemma rel_cons_min_env

Given some lists of Boolean equations eq, e; and a relation R C ey X eq, then for
all propositional variables x,y, if y is assigned true under the minimal environ-
ment assigning true to z under R, then y is a relative consequence of x under
R.

Veieo, VR,VH : R C e1 X e, Vx y,0e1’€2’H(y) — (var z) £ (var y)

Lemma minimal environment_for_conj_consistent

Given some lists of Boolean equations ey, es and a relation R C ey X e, then for
all propositional formulas f, the consistent environment of f in R, is consistent
with R.

VR,Vejes, VH : R C ey X ea,Vf, 9217}62,H cop

Lemma minimal_environment_for_conj_self

Given some lists of Boolean equations e1, e; and a relation R C e; X eg, then
for all clauses f not equivalent to L, the minimal environment consistent with
R assigning true to all variables in f assigns true to f.

VR, Veies,VH : R C ey x e3,Vf, clause(f) — =(f < L) — [f]05 7"

Lemma min_env_var_rel cons_form

Given some lists of Boolean equations e1, e; and a relation R C e; X eg, then
for all variables x and propositional formulas f, if f is true under the minimal
environment consistent with R assigning true to x, then f is a consequence of
x relative to R.

Veies, VR,VH : R C ey X eg,Vx,Vf, [[f]]@el’ez’ — (var x) Ly

Lemma var_rel_cons_form_min_env

Given some lists of Boolean equations eq, e; and a relation R C e X eg, then for
all variables x and propositional formulas f, if f is a consequence of x relative
to R, then f is true under the minimal environment consistent with R assigning
true to x.

Vejes, VR,VH : R C ey X eg,Vz,Vf, (var x) Eid f— [[f]]961’62’
Lemma min_for_conj_rel_cons
Given some lists of Boolean equations eq, e; and a relation R C e; X eq, then for
all variables = and propositional formulas f, if f is a consequence of x relative

to R, then f is true under the minimal environment consistent with R assigning
true to x.

VR,Veies,VH : R C e1 X e,V fg, clause(f) = [[g]]@%)’;fg’H —ffy
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6.5.2 Induction on relations

In the previous section we introduced relates_bound as a proposition on a relation
and two lists of Boolean equations, and introduced the assumption that if a
relation satisfies this proposition for any pair of lists of Boolean equations, then
membership in the relation for any pair of variables is decidable. This makes it
possible for us to inductively define relates_bound. This is because, given two
lists of Boolean equations [y, l2, the empty relation relates only variables bound
in [; to variables bound in l5. Furthermore, if a relation R relates only bound
variables bound in [; to variables bound in l5 then adding any pair of variables
from [; x l; which does not occur in R to R results in a relation relating only
pairs of variables from [; X l5. We define this inductively as a relation R being
a subset of [1 X Iy, i.e. is_subset R I Is.

Normally, given two relations which are equivalent, we would treat these
relations to be equal. However, this is not the case in Coq. For example, a
relation R which does not relate some variables z to some variable y is not
equal to (RU{x,y}) \ {z,y}. This is related to the fact that equality is not a
very simple concept, consider 2 4+ 2 and 1 + 3, if we consider the semantics of
these statements, then the statements are equal. However, if we consider the
syntax of the statements, then the statements are clearly different. For more on
equality and type theory, we refer the interested reader to [15].

What is important here is that we want the is_subset property not to distin-
guish between equivalent relations (i.e. relations which relate the same variables
to the same variables). To fix this there are two options: either to add the as-
sumption that two equivalent relations are equal, or by adding an additional
constructor to is_subset. To minimize the number of assumptions, we chose to
add an additional constructor stating that, if two relations are equivalent and
one of them is a subset relation, then the other is also a subset relation (of
the same two lists of Boolean equations). We will write I; x ls 2 R instead of
1s_subset 11 lo R.

Inductive is_subset (11 12:1list booleanEquation)
: propVar_relation -> Prop :=

| is_empty : forall R:propVar_relation,

(forall x y:nat, "R x y) -> is_subset 11 12 R
| not_empty : forall R:propVar_relation, is_subset 11 12 R ->

forall x y:nat, "R x y -> bnd 11 x -> bnd 12 y ->

is_subset 11 12 (rel_union R (pair_relation x y))

| eqv : forall R1 R2:propVar_relation, rel_eqv R1 R2 ->

is_subset 11 12 R1 -> is_subset 11 12 R2

In stead of building a relation in the natural way like in is_subset, where we
build a relation by starting with the empty relation and adding elements until we
reach the desired relation, we can also do this inversely (for relations C I3 x la).
This can be done as follows. The maximal relation on two lists of Boolean
equations is a subset of these two lists of Boolean equations. Furthermore, if a
relation is a subset of two lists of Boolean equations, then the result of removing
any pair of variables related by this relation is also a subset of these two lists.
We define this manner of inductively building a subset relation for two lists
of Boolean equations as rev_subset. Just like with is_subset, we also add the
constructor stating that for any two equivalent relations, if one is a reverse
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subset on two lists of Boolean equations, then the other is also a reverse subset

on these lists. We will write [; x I S} R instead of rev_subset 17 1o R.

Inductive rev_subset (11 12:1list booleanEquation)
: propVar_relation -> Prop :=
| is_full : forall R:propVar_relation,
(forall x y:nat, R x y <-> (bnd 11 x /\ bnd 12 y)) ->
rev_subset 11 12 R
| not_full : forall R:propVar_relation, rev_subset 11 12 R ->
forall x y:nat, R x y -> rev_subset 11 12 (remPoint R x y)
| eqv_rev : forall R1 R2:propVar_relation, rel_eqv R1 R2 ->
rev_subset 11 12 R1 -> rev_subset 11 12 R2

The notations introduced in this section might cause some confusion for the
rev

reader since we use C, O and O for representing different properties; R C 11 X[y
stands for relates_bound(R 11 l2), l; X lo O R stands for is_subset(ly l> R) and

l1 X 1y TS R stands for rev_subset (I1 lo R). However, these definitions are
all equivalent in this setting (as shown in the lemmas of this section), so the
confusion should not be (too) much of a problem.

Finally, we can define the inverse size of a relation as the cardinality of a
reverse subset, as in Definition [5.3.2] To avoid some issues with subtracting on
natural numbers and the number 0, since 0 — 1 is defined as 0 in Coq, we start
counting the cardinality with 1. Thus, the size of the largest subset relation of
two lists of Boolean equations (the maximal relation on these lists) is 1. Given a
subset relation R of size n, the size of the result of removing any pair of variables
related in R from R is S(n) (the successor of n). Again, similar to rev_subset
and is_subset, we add that, given two equivalent reverse subset relations, if the
size of one relation is n, then the size of the other relation is also n. We will
write #(I1 X l2 \ R) = n for rev_subset_card Iy l2 R n. If no confusion is possible
then we may write #R = n.

Inductive rev_subset_card (11 12:1ist booleanEquation)
: propVar_relation -> nat -> Prop :=
| card_full : forall R:propVar_relation,
(forall x y:nat, R x y <-> (bnd 11 x /\ bnd 12 y)) ->
rev_subset_card 11 12 R 1
| card_not_full : forall R:propVar_relation, forall n:nat,
rev_subset_card 11 12 R n -> forall x y:nat, Rx y —>
rev_subset_card 11 12 (remPoint R x y) (S n)
| card_eqv : forall R1 R2:propVar_relation, forall n:nat,
rev_subset_card 11 12 R1 n -> rel_eqv R1 R2 ->
rev_subset_card 11 12 R2 n

This seems like a very roundabout way of specifying rev_subset_card. We
first defined being a subset, then being a reverse subset, to finally define the
cardinality of reverse subsets. However, adding the definitions is_subset and
rev_subset greatly simplifies the proof of R C [; X Iy being equivalent to there
being some n such that #(l; x a2\ R) = n, since it allows us to tackle proving this
via simpler steps; first proving that relates_bound and is_subset are equivalent
notions, then showing that is_subset and ref_subset are equivalent, and finally
showing that for all relations which are a rev_subset there is some n which is
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the cardinality of this relation.

The inspiration for the definitions from this section came from the Finite
set library in Coq[16|], which defines finite sets and their cardinality in a similar
fashion.

Lemmas

Lemma bound_then_is_subset
For any relation R and lists of Boolean equations [y, lo, if R only relates variables
bound in [; to variables bound in Il5, then is_subset I Is R.

Vilo, VR, Voy, Rz y —» (z €li Ay €ls)) > l1 xIa DR

Lemma max_rel_inverse
For any relation R and lists of Boolean equations 1, lo, if is_subset [; lo R then
the maximal relation between [; and I3 minus R is a reverse subset relation, i.e.

rev_subset 11 I ((I1 X I2) \ R).

Vils, VR, X s DR — 1 x Iz o ((Ih x I2) \ R)

Lemma rev_subset_then_bound
For any relation R and lists of Boolean equations Iy, lo, if rev_subset l; lo R then
R only relates variables bound in [ to variables bound in [5.

Vilo, VR, x 1z D R—=Vey,Ray— (x€li Ay € ly)

Lemma rev_subset_rev_subset_card
For any relation R and lists of Boolean equations Iy, lo, if rev_subset 1 Is R then
there exists some n such that rev_subset_card l; I R n.

Vi, YR, X I D R — 3n,#(l x s\ R) =n

Lemma rev_subset_card_rev_subset
For any relation R, lists of Boolean equations l1,ls and natural number n, if
rev_subset_card 11 lo R n, then R is a reverse subset on [; X ls.

Viilo, ¥, VR, #(ly x b \R) =n >l x I D R
Lemma rev_subset_decreasing
Take any relation I, lists of Boolean equations l1, l3 and natural number n such
that rev_subset_card l1 lo T' n. Then, for any relation I' and variables z, y bound
in I resp. lp such that I' is equivalent to the union of I'V with {z,y}, and T’
relates = to y, but IV does not, we have that the reverse size of I is one smaller
than the reverse size of I, i.e. rev_subset_card l; Il T (n —1).

Vn, Vile, VIV, #(ly x I \T") = n —
VIV y, - zy)>Toy—zel, syl —
[~ (MU{z,y}) = #(1 x \T)=n—1
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6.5.3 Relative consequence decidability

The subset and reverse subset properties defined in the previous section have
been defined on lists of Boolean equations. To obtain their definitions on
genBES, we define a function flatten_genBES which obtains the list of all Boolean
equations in the blocks from a list of blocks.

Fixpoint flatten_genBES (el:1list block):1list booleanEquation :=
match el with

| nil => nil

| bl::e’ => bl ++ (flatten_genBES e’)

end.

Lemma rel_cons_decidable

For any relation R relating only pairs of variables from e; X es and for any
propositional formulas f, g, either g is a relative consequence of f under R or
not.

VR, Veies, R C (flatten_genBES e1) x (flatten_genBES es) =

Vig, (f £ gv(f 2 g))
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6.6 Well-formed BES

Given a list of blocks, we define the property that all variables bound in this
list only occur on the left hand side of equations once as w_d.

Definition w_d(E:list block) :=
forall x:propVar, bnd E x <-> bnd_cnt E x=1

Using this definition, a well-formed BES (or BES) is a tuple of a genBES
and a proof that this genBES is well-formed.

Record BES : Set := makeBES {
bes:> genBES;
well_defined: w_d bes}

Given a list of Boolean equations, we define a recursive function rhs_block
which finds the right-hand side of the first equation, where the left-hand side
is some specified variable. If the variable is not bound in the list, then the
proposition consisting of the specified variable is returned.

Fixpoint rhs_block (l:list booleanEquation) (x:propVar)
: propForm :=

match 1 with
| nil => var x
| cons (bEgqn xc f) 1’ => if beqg_nat xc x

then f

else rhs_block 1’ x
end

We lift rhs_block from lists of Boolean equations to BES in the recursive
function rhs.

Fixpoint rhs (E:BES) (x:propVar) : propForm :=
let fix helper (l:list block) : propForm :=
match 1 with
| nil => bot
| bl::1° => if (bnd_block_dec bl x)

then rhs_block bl x

else helper 1’
end in helper E

We define a function bnd_block_number on a list of blocks and a propositional
variable, to return the length of the list plus 1 if the variable is not bound in the
list, and otherwise to return the lowest index of a block in which the variable is
bound.

Fixpoint bnd_block_number (e:list block) (x:propVar):=
match e with
| nil => 0
| bl::e’ => if (bnd_block_dec bl x)
then O
else S(bnd_block_number e’ x)
end
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Using the previous function, defining a function which determines the rank
of a variable in a BES is simple. This function corresponds with the Definition
from [2:35] Note that the standard definition of rank starts counting at 0 resp.
1 if we start with a greatest resp. least fixed point sign. However, we reserve 0
for unbound variables. Thus, to maintain that greatest fixed points correspond
with even rank, we start counting at 2 if the first block has a greatest fixed
point, and 1 otherwise.

Definition rank (E:list block) (x:propVar) : nat :=
if (bnd_dec E x)
then match E with
| nil => 0
| bl::_ => if blockType bl
then S(S(bnd_block_number E x))
else S(bnd_block_number E x)
end
else O

Lemmas

Lemma 6.6.1. eq_rank
For any list of blocks e and propositional variables x,y of equal rank, one of
them is bound in e if and only if the other is as well.

Ve,V y,rank e t = rank e y — (x Ee <> y € e)

6.6.1 Consistent consequences

Given a BES F, a relation on propositional variables R and propositional vari-
ables z, y, if for any environment consistent with R, if the solution of the right-
hand side of z in F under this environment implies the solution of the right-hand
side of y in E under this environment then we say consistent_environment_rhs
ERzy.

Definition consistent_environment_rhs (E:BES) (R:propVar_relation)
(x y:propVar) :=
forall theta:environment, consistent_environment theta R ->
[[rhs E x]]theta -> [[rhs E yl]theta

Given a BES FE and a relation on propositional variables R, if all variables
related by R have the same rank, and for pairs of bound variables the right-
hand sides of these variables in E are relative consequences under R, then R
is a consistent consequence relation. We may write cc F R to indicate that R
is a consistent consequence on E. consistent_consequence corresponds with the
Definition from B.1.11

Definition consistent_consequence (E:BES) (R:propVar_relation)
: Prop :=
forall x y:propVar, R x y —>
(rank E x=rank E y)
/\

(bnd E x -> bnd E y -> consistent_environment_rhs E R x y)
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Given a BES E, we say that propositional variables x, y are related in cc.max
E if there exists some relation R which is a consistent consequence relation on
E and relates only variables bound in E to variables bound in E, such that
(z,y) € R. The definition for < corresponds with cc.maz E.

Definition cc_max (E:BES) (x:propVar) (y:propVar) : Prop :=
exists R:propVar_relation, consistent_consequence E R /\
relates_bound R (flatten_genBES E) (flatten_genBES E) /\ R x y

Lemmas

Lemma 6.6.2. cc.max_consistent_environment_has_cc

For any BES E and environment @, if 6 is consistent with <? then for any
propositional variables z,y related by <% there exists a relation R which is a
consistent consequence relation on E relating x to y such that 6 is consistent
with R.

VE,\V0,0 € O r = Vo y,z <F y 3R (cc ERANRzyAbOEOR)

Lemma 6.6.3. cc_max_is_cc
For any BES E, <F is a consistent consequence relation on E.

VE, cc E (<F)

6.6.2 Relative consistent consequences

By relaxing the second requirement of consistent consequence relations, which
states that the right-hand sides of related bound variables should be relative
consequences, to allow them to be relative consequences relative to the union
with another relation, we will later be able to prove certain properties more
naturally. The new definition is as follows.

Definition relative_cc (E:BES) (R G:propVar_relation) : Prop :=
forall x y:propVar, R x y —>
(rank E x=rank E y)
/\
(bnd E x -> bnd E y —>
consistent_environment_rhs E (R U G) x y)

If we restrict the relative consistent consequence relation to relations on
bound variables, then we can define the largest consistent consequence relation
relative to some other relation. This relation relates any pair of variables if they
are either: related by the identity relation, related by the relative relation, or
related by some relation which is a consistent consequence relation relative to
the relative relation. For any BES E and relation T', rel_cc_on_propVar E T
corresponds with the definition of <£.

Definition rel_cc_on_propVar (E:BES) (G:propVar_relation)
(x y:propVar) : Prop :=
exists R:propVar_relation,
relates_bound R (flatten_genBES E) (flatten_genBES E) /\
relative_.cc ER G /\ (R U G U id_rel) x y
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We can also define relative consistent consequence on propositional formulas.
The following corresponds with the Definition in

Definition rel_cc_on_propForm (E:BES) (G:propVar_relation)
(f g:propForm) : Prop :=
exists R:propVar_relation,
relates_bound R (flatten_genBES E) (flatten_genBES E) /\
relative_cc E R G /\ (forall theta:environment,
consistent_environment theta (R U G) ->
[[f]1]theta -> [[gl]theta)

Lemmas

Lemma 6.6.4. empty_relation_rel_cc
The empty relation is a consistent consequence relation on any BES, relative to
any other relation T.

VE VT, relative_.cc E 0 T

Lemma 6.6.5. empty_relative_cc
If a relation R is a consistent consequence relation on some BES E relative to
the empty relation, then R is a consistent consequence relation on FE.

VE,VR, relative.cc E R ) — cc E R

Lemma 6.6.6. cc_relative_empty
If a relation R is a consistent consequence relation on some BES E, then R is a
consistent consequence relation on E relative to the empty relation.

VE,VR,cc E R — relative_.cc E R ()
Lemma 6.6.7. propForm_cons_cc_max
Given a BES FE and variables z,y bound in F, then if propositional formula

y is a consistent consequence of propositional formula x relative to the empty
relation, then y is a consistent consequence of x.

B
VE,Va:y,J;EE—MJEE—)(varaz)%(vary)%x <Ey
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6.7 Proof system for consistent consequences

We define a statement to be a tuple of a relation on propositional variables and
two propositional formulas.

Inductive statement :=
| stmt : propVar_relation -> propForm -> propForm -> statement.

We introduce some notation in Coq for stmt I' f g as follows. However, we
will write I' - f C g for stmt T f g in this text.

Notation "G |- f --> g" := (stmt G f g)(at level 50).

A proof tree can be built by applying rules until we close all branches. We
can inductively define proof trees, by specifying a constructor for each of the
rules in the proof system. The inspiration for the type of the proof system came
from the proof system for CTL presented in [3].

As an example, consider the following constructor.

| TRA (a b c:propForm) (G:propVar_relation):
(prv_tree E (stmt G a b) -> prv_tree E (stmt G b ¢c) —>
prv_tree E (stmt G a c))

This constructor corresponds with the transitivity rule in the proof system. It
states that we can build a proof tree pru_tree E G - a C ¢ (i.e. a proof tree
with G F a C ¢ as the conclusion), by supplying constructor TRA with proof
trees prv_tree E G+ a C b and pru_tree E GF b C c.

Inductive prv_tree (E:BES) : statement -> Prop :=
| AS1 (a b c:propForm) (G:propVar_relation) :

(prv_tree E (stmt G (andp a (andp b c¢)) (andp (andp a b) ¢)))
| AS2 (a b c:propForm) (G:propVar_relation):

(prv_tree E (stmt G (andp (andp a b) c) (andp a (andp b ¢))))
| AS3 (a b c:propForm) (G:propVar_relation) :

(prv_tree E (stmt G (orp a (orp b c¢)) (orp (orp a b) c)))
| AS4 (a b c:propForm) (G:propVar_relation) :

(prv_tree E (stmt G (orp (orp a b) c) (orp a (orp b ¢))))

| COM1 (a b:propForm) (G:propVar_relation):
(prv_tree E (stmt G (andp a b) (andp b a)))

| COM2 (a b:propForm) (G:propVar_relation):
(prv_tree E (stmt G (orp a b) (orp b a)))

| DS1 (a b c:propForm) (G:propVar_relation) :
(prv_tree E (stmt G (orp a (andp b c))
(andp (orp a b) (orp a c))))
| DS2 (a b c:propForm) (G:propVar_relation) :
(prv_tree E (stmt G (andp (orp a b) (orp a c))
(orp a (andp b c))))
| DS3 (a b c:propForm) (G:propVar_relation) :
(prv_tree E (stmt G (andp a (orp b c))
(orp (andp a b) (andp a c))))
| DS4 (a b c:propForm) (G:propVar_relation):
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(prv_tree E (stmt G (orp (andp a b) (andp a c))
(andp a (orp b ¢))))

| AB1 (a b:propForm) (G:propVar_relation):
(prv_tree E (stmt G (orp a (andp a b)) a))

| AB2 (a b:propForm) (G:propVar_relation):
(prv_tree E (stmt G a (orp a (andp a b))))

| ID1 (a:propForm) (G:propVar_relation):
(prv_tree E (stmt G a (andp a a)))

| ID2 (a:propForm) (G:propVar_relation):
(prv_tree E (stmt G (orp a a) a))

| SUP (a b:propForm) (G:propVar_relation):
(prv_tree E (stmt G a (orp a b)))

| INF (a b:propForm) (G:propVar_relation):
(prv_tree E (stmt G (andp a b) a))

| TOP (a:propForm) (G:propVar_relation):
(prv_tree E (stmt G a (andp a top)))

| BOT (a:propForm) (G:propVar_relation):
(prv_tree E (stmt G (orp a bot) a))

| CTX (a b c:propForm) (x:propVar) (G:propVar_relation):
(prv_tree E (stmt G a b) —>
prv_tree E (stmt G (replace c x a) (replace c x b)))
| TRA (a b c:propForm) (G:propVar_relation) :
(prv_tree E (stmt G a b) -> prv_tree E (stmt G b ¢) ->
prv_tree E (stmt G a c))
| REF (a:propForm) (G:propVar_relation):
(prv_tree E (stmt G a a))

| CC (x y:propVar) (G:propVar_relation):
(((bnd (bes E) x) /\ (bnd (bes E) y) /\ (rank E x=rank E y)) ->
(prv_tree E (stmt (rel_union G (pair_relation x y))
(rhs E x) (rhs E y))) —>
(prv_tree E (stmt G (var x) (var y))))
| CNT (x y:propVar) (G:propVar_relation):
((G x y) -> (prv_tree E (stmt G (var x) (var y))))

6.7.1 Soundness

For proving the soundness of the proof system, we define a converter which takes
a BES E and a statement ‘stmt G f ¢’, and returns rel_cc_.on_propForm E G
f g. This ensures that Coq applies the induction principle correctly, when we
apply induction on the structure of proof trees to prove soundness of the proof
system.

Definition mk_rel_cc(E:BES) (s : statement) : Prop :=
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match s with
| stmt G £ g => rel_cc_on_propForm E G f g
end.

Lemmas

Lemma 6.7.1. soundness

For any BES FE, relation on propositional variables GG and propositional formulas
f, g, if we have a proof tree with G  f C g as the root, then g is a consistent
consequence of f on E, relative to G.

VEVfg,VG,pro_tree E (GF f C g) = mkorel.cc E (GF f Cyg)

Lemma 6.7.2. prv_system_sound

For any BES E, relation on propositional variables G and propositional variables
x,y bound in E, if we have a proof tree with ) - z C y as the root, then y is a
consistent consequence of x on F.

VE Nz y,x € E—yeE— protree E (0 F (var ) C (var y)) =z <F y

6.7.2 Complete for logical consequence
Lemmas

Lemma 6.7.3. ¢SPLIT

For any BES FE, relation on propositional variables GG and propositional formulas
f,91, 92, if we can build proof trees with G - f C g1 and G + f C g» as the
root, then we can build a proof tree with G F f C g1 A g2 as the root.

VE,NG,Vf g1 g2, prv_tree E (GF f Cg1) = protree E (GF f C g2) —
pro_tree E (GF f C (g1 N\p 92))

Lemma 6.7.4. cGROW_L

For any BES F, relation on propositional variables G and propositional formulas
f, 91, g2, if we can build a proof tree with G+ f C g7 as the root, then we can
build a proof tree with G F f C g1 V g2 as the root.

VENG,Vf g1 g2, prv_tree E (GF f C g1) = prv_tree E (GF+ f C (g1 Vp g2))

Lemma 6.7.5. cGROW_R

For any BES FE, relation on propositional variables GG and propositional formulas
f, 91, g2, if we can build a proof tree with G f C g as the root, then we can
build a proof tree with G+ f C g1 V g2 as the root.

VENG,Vf g1 g2, prv_tree E (GF f C ga) = pru_tree E (G f C (g1 Vp g2))
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Lemma 6.7.6. aSPLIT

For any BES FE, relation on propositional variables GG and propositional formulas
f1, f2, g, if we can build proof trees with G  f; C g and G F f3 C g as the root,
then we can build a proof tree with G f1 V fo C g as the root.

VEYG,Vf1 fa g,prv_tree E (G+ f1 Cg) = pru_tree E (GF fo Cg) —
prv_tree E (G F (f1Vp f2) C g)

Lemma 6.7.7. aGROW_L

For any BES E, relation on propositional variables G and propositional formulas
f1, f2, g, if we can build a proof tree with G F f; C g as the root, then we can
build a proof tree with G - f1 A fo C g as the root.

VE,NG,Vf1 fa g,prv_tree E (G+ f1 C g) = pru_tree E (G+ (f1 Ap f2) C g)

Lemma 6.7.8. aGROW_R

For any BES F, relation on propositional variables G and propositional formulas
f1, f2, g, if we can build a proof tree with G F fo C g as the root, then we can
build a proof tree with G - f1 A fo C g as the root.

VENG,Nf1 fa g, pro-tree E (GF fa C g) — pru_tree E (Gt (fi A\p f2) C g)

Lemma 6.7.9. distribute_prv_tree
For any BES FE, relation on propositional variables G and DNF’s f, g, we can
build a proof tree with G+ f A g C (dist(f)(g)) as the root.

VE,YG,Vg, DNF(g) — Vf, DNF(f) — prv_tree E (G + (f Ay g) C dist(f)(g))

Lemma 6.7.10. complete_propForm_cons DNF
For any BES F, relation on propositional variables G and DNF f, we can build
a proof tree with G - f C toDNF' f as the root.

VE, NG,V f,pru_tree E (G f C toDNF(f))

Lemma 6.7.11. complete_ DNF _cons_propForm

For any BES E, relation on propositional variables G, DNF f and propositional
formula g, if g is a logical consequence of f, then we can build a proof tree with
G+ f C g as the root.

VE VYG,Yg f,DNF(f) = f = g — prv_tree E (G+ f C g)

Lemma 6.7.12. complete_cons

For any BES F, relation on propositional variables G and propositional formulas
f,g, if g is a logical consequence of f, then we can build a proof tree with
G+ f C g as the root.

VE,NG,Vg f,f = g — pru_tree E (GF f C g)
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6.7.3 Complete for consistent consequence
Lemmas

Lemma 6.7.13. lemb

For any BES E, relation R on variables bound in F, relation G on propositional
variables and propositional formulas f,g such that ¢ is a consequence of f
relative to R, if we can make proof trees for all variables (z,y) € R with root
G x C y, then we can create a proof tree with G F f C g as the root.

VE,VR G, R C (flatten_genBES E) x (flatten_genBES E) —
Vg, f Eiq g— (Vx y,Rxzy— pru_tree E (GF (var z) C (var y))) —
pru_tree E (GF f C g)

Lemma 6.7.14. complete_propVar

For any n, BES F, relation GG on variables bound in E such that the size of the
maximal relation minus G is n and propositional variables z,y such that x <g Y
we can construct a proof tree with G -z C y as the root.

VE,Vn,VG, #((flatten_-genBES E) x (flatten_genBES E)\ G) =n —
Vo y,x <& y — pro_tree E (G F (var x) C (var y))

Lemma 6.7.15. prv_system_complete
For BES E, and propositional variables z,y such that 2 <? y we can construct
a proof tree with () - =z C y as the root.

VEVz y,x <¥ y— pro_tree E (0 + (var z) C (var y))

6.7.4 Complete and sound
Lemmas

Lemma 6.7.16. prv_system_sound_and_complete

For any BES E and propositional variables z,y bound in E, y is a consistent
consequence of x in E if and only if we can build a proof tree with ) -z C y as
the root.

VENzy,s € E—ycE— (x <P y< protree E (DF (var x) C (var y)))
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6.8 Semantics of BES

We originally defined the semantics of a propositional formula under some envi-
ronment to be in Prop. However, the semantics of a propositional formula is, in
fact, a Boolean value. We can define a recursive function b_propForm_solution
equivalent to propForm_solution on a propositional formula and an environment,
obtaining a Boolean representing the solution of the propositional formula under
the environment. In this text, we will indicate b_propForm_solution f 6 with

[f1s0

Fixpoint b_propForm_solution(f:propForm) (theta:environment)
: bool :=

match f with
| top => true
| bot => false
| var x => theta x
| £1 /\p £2 =>

b_propForm_solution f1 theta && b_propForm_solution f2 theta
| £1 \/p £2 =>

b_propForm_solution f1 theta || b_propForm_solution f2 theta
end.

We define a function for the unfolding of a list of Boolean equations in an
environment. This function corresponds with Definition [2.3.11

Fixpoint unfold_block (bl:list booleanEquation)
(theta:environment) : environment:=
match bl with
| nil => theta
| bEqn x fx::bl’ =>
redefineEnvironment (unfold_block bl’ theta) x ([[fx]]_b theta)
end.

We define a function for redefining an environment 6 (result_unbound) in the
bound variables from some list of Boolean equations bl with their interpretations
under another environment 8" (result_bound).

Definition redefine_bound (bl:1list booleanEquation)
(result_unbound result_bound:environment) : environment:=
fun (x:propVar) => if bnd_block_dec bl x
then result_bound x
else result_unbound x.

We define well-formedness of blocks as follows; all variables bound in the
block occur exactly once at the left-hand side of an equation in the block.

Definition w_d_block(bl:1list booleanEquation) :=
forall x:propVar, bnd_block bl x <-> bnd_cnt_block bl x=1.

We define a function sol_iterator, which applies a function on environments,
H, i times to some environment theta_b. We write H'(theta_b) instead of
sol_iterator H theta_b i, as defined in Section [2.3.1

Fixpoint sol_iterator (H:environment -> environment)
(theta_b:environment) (i:nat) :=
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match i with

| 0 => H theta_b

| S(k) => H (sol_iterator H theta_b k)
end.

We define a recursive function genBES_solution for obtaining the semantics
of a list of blocks e under some environment 6.

Fixpoint genBES_solution (e:1list block) (theta:environment)
{struct e} : environment :=
let F (e’’:1list block) (B’’:block) (theta’’ theta_b’’:environment)
: environment :=
unfold_block B’’ (genBES_solution e’’
(redefine_bound B’’ theta’’ theta_b’’))
in
match e with
| nil => theta
| cons bl e’ => if (blockType bl)
then genBES_solution e’ (redefine_bound bl theta
(sol_iterator (F e’ bl theta) full_environment (length bl)))
else genBES_solution e’ (redefine_bound bl theta
(sol_iterator (F e’ bl theta) empty_environment (length bl)))
end.

The semantics of a BES under some environment is simply the semantics
given by genBES_solution on this BES and environment. The semantics given
in Definition [2.3.12 corresponds with this definition.

Definition BES_solution (E:BES) (Theta:environment)
: environment :=
genBES_solution (the_genBES (bes E)) Theta.

Lemmas

Lemma 6.8.1. rank_bound_split

For any BES FE, relation on propositional variables R which is a consistent
consequence relation on E and variables (z,y) € R, either both z and y are
bound in E, or neither of them is.

VE,VR,cc ER—=Vey, Rzy— (e e EANyeE)V(x ¢ EANy¢&E))

Lemma 6.8.2. useful unfold_block
For any BES consisting of a single block bl, any relation R on propositional
variables which is a consistent consequence relation on this BES, and any en-

vironment 6 consistent with R, the result of unfolding bl in @ is also consistent
with R.

Vb, Valt_bl : alternatinglist _block (bl :: nil),

VYw_d_bl : w_d (make_genBES (bl :: nil) alt_bl),

VR, cc (makeBES (make_genBES (bl :: nil) alt_bl) w_d_bl) R —
V0,0 € ©Or — (||b1]|0) € Or
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Lemma 6.8.3. useful_sol. iterator

For any function f on environments, any relation R on propositional variables
such that f maintains consistency of environments with R, any number n and
any environment 6 consistent with R, the result of applying f n times to 6 is
also consistent with R.

Vf : environment — environment, VR, (V0,0 € Or — (f(0) € Or)) —
Vn,v0,0 € Or — (f"(9)) € Og

Note, f : environment — environment should be read as f is a function map-
ping environments to environments, not f is a proof that environment implies
environment.

Lemma 6.8.4. redef_bnd_consistent

For any BES consisting of a single block b/, relation R on propositional vari-
ables which is a consistent consequence relation on bl, and environments ,,, &,
consistent with R, the result of redefining 6,, in the variables bound in bl with
the values of their interpretations under 6, is also consistent with R.

Vbl,Valt_bl : alternatinglist _block (bl :: nil),
Yw_d_bl : w_d (make_genBES (bl :: nil) alt_bl),
VR, cc (makeBES (make_genBES (bl :: nil) alt_bl) w_d_bl) R —
V0, 0,0, € Op — 6, € Op —
(redefine_bound bl 0, 6,,) € Op
Lemma 6.8.5. useful
For any BES E, relation R on propositional variables which is a consistent

consequence relation on E and environment 6 consistent with R, the solution
of F in 6 is also consistent with R.

VE,YR,cc E R—VY0,0 € O — ([E]9) € Or
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Chapter 7

Conclusion

In [10], a proof system was presented for deriving consistent consequences be-
tween propositional variables based on syntax. However, to prove the proof
system complete, an additional rule was added which turned out to be un-
sound. The goal of this project was to fix this issue, and define a proof system
for deriving consistent consequences which is sound and complete. Furthermore,
since in the past some errors had been made while trying to establish such a
proof system, we decided to formalize the theory in Coq.

In this project, we have shown that the proof system from [10] can be made
sound by removing the unsound rule (Chapter , and we have shown that
the resulting proof system is complete for consistent consequence (Chapter [5)).
Furthermore, we have also shown that the proof system is complete for logical
consequence, which was required for showing the completeness of the proof
system (Chapter . Each of these proofs were formalized in Coq, and in this
report we gave translations from the Coq formalization (documented in Chapter
@ to more abstract mathematical notation.

To paint the full picture, we also formalized the relation between the se-
mantics of BES and consistent consequence relation (Chapter [3). To make the
formalization in Coq simpler, we introduced an alternative semantics for BES,
which we have shown to be equivalent to the standard semantics. This formal-
ization revealed a small mistake in an earlier proof, and we have shown how to
fix this issue by tweaking the definition of consistent consequence.

While working with Coq, we sometimes felt the desire to add additional
axioms for results which seemed obvious (for example, the completeness of the
proof system with regards to logical consequence). However, we have suppressed
this desire to make sure that everything is formally verified.

Being forced to pay attention to all details has had both down- and upsides.
It was difficult to define the notion of the inverse size of a relation which only
relates from some finite set of variables, where we had to define relates_bound,
is_subset and rev_subset. In Coq, showing that these notions are equivalent was
not an easy task, while in Chapter [f] we did not even need to refer to these
concepts since we could immediately define the inverse size of a relation. On
the other hand, being forced not to ignore any of the details has made the
intricate reasoning why the properties we have proven hold extremely clear.
Furthermore, the way Coq manages the context is an asset during long complex
proofs. During more complex proofs, Coq allows the user to easily break down
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the proof into smaller, bite sized parts (or, sub-goals). So, though Coq forces
you to pay attention to details, it also assists the user with tackling complex
proofs one step at a time, and makes sure you don’t skip any of the details. In
particular, this attention to detail has revealed small errors from previous work,
such as the issue we found in the proof of the relation between the semantics of
BES and the notion of consistent consequence.

7.1 The future: From BES to PBES

Consistent consequence was originally defined for simplifying soundness proofs
of abstraction techniques for PBES and not BES. Therefore it is interesting to
investigate if and how the proof system in this document can serve as a basis for
a proof system in the setting of PBES. In Appendix [C] we made an attempt at
making this adjustment. The proof system in Appendix [C]is based on the one
presented in this document, however the CC and CNT rules have been changed
significantly to allow making derivations under some assumptions on data terms.
Furthermore, we add rules to handle data terms, Boolean expressions, quanti-
fiers, and manipulating the assumptions made on data terms, which we do not
encounter in the setting of BES.

In Appendix [C] we indicate the properties on which the CC and CNT rules
in the setting of BES are based. We then show how we can formulate these
properties in the setting of PBES in such a way that we can add assumptions
on data terms to the system.

Next we discuss a set of rules for data terms and quantifiers, which are
based on standard rules from sequent calculus |11]. Sequent calculus provides a
method for deriving logical implications between predicate formulas, and part
of the data rules in Appendix [C] were created by observing that in the proof
system, what comes before the C symbol is in essence a series of sequents (in
'k f C g, we can view both f and the contents of T" as sequents).

This proof system appears to be a good basis for future work, and to show
how it can be used we make an example derivation of consistent consequence on
a PBES which cannot be instantiated into a BES. However, many details are
glossed over or skipped altogether, and in particular the soundness of the proof
system needs to be formally investigated.

Furthermore, if the system is indeed sound, it would be interesting to inves-
tigate how strong the system is in reality. Proving completeness of the proof
system for BES was possible because in the setting of BES, < is always finite.
This is not the case for the setting of PBES, though this tactic could still be
used if all consistent consequence relations can be finitely represented with the
notation we introduced for the proof system: {X(z) C Y(y) | P}. However,
it is likely that this is not the case, and it seems probable that no sound and
complete proof system exists for deriving consistent consequences on PBES.
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Appendix A

Full proof system

In this appendix we repeat the proof system for consistent consequences, to-
gether with all rules derived in lemmas and theorems for ease of reference while

reading the soundness and completeness proofs.

Table A.1:

Proof system for consistent consequences on BES &;

«, 8 and ~y are arbitrary propositional formulas; X, Y are proposi-
tional variables; I' is a an arbitrary relation on propositional vari-
ables; I', X C Y is used to denote the relation I' U {(X,Y)}

Axioms:

rules of the form T - A where A ranges over:

AS1 aAN(BAY) C(aAB) Ay DS1 aV(BAYy)C(aVB)A(aVy)
AS2 (aNB)ANyCaNn(BA7) DS2 (aVB)A(aVy)CaV(BAY)
AS3 aV(BVy)C(aVvB)Vy DS3 aN(BVy)C(aAB)V(any)
AS4 (aVvB)VyCaVv(BVy) DS4 (aAB)V(aAvy) Can(BVy)
COM1 aANBC LA AB1 aV(aNp) Ca
COM2 aVBCBVa AB2 acCaV(anpb)
ID1 aCala ID2 aVaCua
SUP aCaVp INF aNB Ca
TOP aCaAT BOT aVlCa
Logic rules:

'FacCpg '-gcxy R
TRA EF
R TFacs R TFacCa
OTX 'racp

I'FA[X =a] Cv[X =[]
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Consistent Consequence rules:

I'XCYF fx C fy
|FXcy

(XCcYel)

CC

rank(X) = rank(Y) and X,Y € bnds¢

CNT Tr-FXcy

Split/grow rules:
In these rules, f, g, f1, f2, 91,92 are propositional formulas

I‘}—ngl Fl_fCQQ

¢SPLIT e
cGROW |, Et;gzi e cGROW g, Et;g;’?vW
aSPLIT FFf}i?flvfjgfcg

aGROW Etﬁfécg aGROW ?tﬁfécg
DNF rules:

In these rules, f,g are propositional formulas

in DNF
DIST T fAgC dist(f)(g) /.9 are in

Lemma 5210 T }_ f C DNF(f)
Lemmal5.2.11 Trfcg fisin DNF and f = g¢
Lemma [5.2.12 W =9

Completeness rules:
In these rules, R C bnd x bnd is a relation on propositional
variables. Furthermore, f and g are propositional formulas.

Lemma|5.3.1

{T'FXCY|(X,Y)eR} RUD
TFfcyg f=

LemmaB33 Trxcy & TV

87




Appendix B

Equivalent semantics

In this appendix, we prove Lemma [2.3.13
Lemma For any BES £ and for any environment 6, ()6 = [£]6.

Proof. Take some BES £. We proceed by induction on the number of blocks in
E (written #(&)).

0 In this case, for any environment 6, ()0 = 6 = []¢

k + 1 In this case, we have the following induction hypothesis: for any £’ such
that #(€’) = k and environment €',

£6" = [€76" (1)
Furthermore, £ = (0B)&’ for some £ with #(£') = k and B = (X; =
fxi)iey-

From the two definitions for the semantics of BES, we obtain the following:

(€00 = (EN(O[Xa)iey = o(F(E', B,0))])
[(eB)EN0 = [E'](O[(X: == (F(£7, B, 6))" (65))(Xi))i1])

From the induction hypothesis,
(ENO[(X3)iy == o(F (£, B,0))])

[ETO(X == ((F(E', B, 6))" (6:))(X:))i=])

O[(Xi)iy = o(F(E',B,0))] = O[(X; := (F (€' B 0))"(05))(X3))i=1]

Which is the case if, for all X; € bndp,
(0(F(&',B,0)))i = (F(&',B,0))"(0,))(X:)

Observe that we have the following.

U(]:(g/,B,Q)) = ((]:(5/7B>6))n)(b0)
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Therefore, we need to show that for all X; € bndp,
((F(&,B,0))")(bs))i = (F(£', B,0))"(05))(X:)

Observe that for all 1 < j < n, (by); = 0,(X;). We will prove that, for
any n tuple of Booleans b and environment 6, buch that, forall 1 <j <n
we have (b); = 6;(X), and for any I, the following holds.

(F(&,B,0)")(b)): =
((F(e,B,0))"(05)(X:)

We proceed by induction on .

I =0 In this case, for any n tuple of Booleans b, any environment 6, such
that, for all 1 < j < n we have (b); = 6,(X};), and any X, € bndp,
we can derive the following.

(65)(X3) =
(F(E,B,0))°(6))(X:)

I =m+1 In this case, we have the following induction hypothesis; for any n
tuple of Booleans b, any environment 6, such that, for all 1 < j <n
we have (b); = 6,(X;), and any X; € bndp, and for any X; € bndp,
we have

((F(E',B,0))™)(b)i = (F(£', B,0))™(60,))(X;) (2)

Take some n tuple of Booleans b and environment 6, such that, for
all 1 < i < n, (b); = 6,(X;). Furthermore, take some X; € bndp.
Then we can derive the following.

(F(E,B,0))™ 1) (b)); =
(FE, B, O)((F(E,B,0)™)(b)))i =

[fx JUEDOLX; = (F(E', B,6))™)(1));)j=1]))

And
(F(&',B,0))" 1 (0))(Xy) =
((F(E'.B,0)((F(&',B,0))™(06)))(X;) =
(I1BII([ETOX: =(( (€',B,0))"(06))(X:))i=1))(X:) =
£ J(IETO[X := (F(E', B,0))™(05))(X3))i1]))

Thus, we need to show that

[fx JWENOUX; = (F(E, B,0))™)(1);)j=1]) =
[fx JAEDOUX; = (F(E, B, 6))™(6:))(X;))f=1))
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Which is the case if

ENOUX; = ((F(E,B,0)™)(0));)j=1]) =
[ETOX; == ((F(&, B,0))™ (06))(X;)) =

MN
<
=
2
3
I
=

Which, according to , is the case if

0[(X; := ((F(&', B,0))")();)j=1] =
O[(X; = ((F(£', B,0))™ (06))(X;)) 1]

Which is the case if, for all 1 < j < n, we have
((F(&,B,0))™)(b); = (F(&',B,0))™(05))(X;)

Which follows from .
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Appendix C

PBES rules

In this appendix, we explain how the proof system presented in this document
could be adjusted to obtain a proof system suitable for deriving consistent conse-
quences in the setting of PBES. For convenience, we will assume to be working in
a standard setting for discussing PBES. Furthermore, we assume that the reader
has some familiarity with standard definitions on PBES and the definition of
consistent consequences on PBES (see also [5]).

In this appendix, when some proposition P logically implies some proposition
@, we may write P — Q.

We will use a notion of autographs, which has been used to define the notion
of relative consistent consequence in the setting of PBES. The autograph of a
predicate variable is similar to the signature of a predicate variable, but is
defined using data terms in stead of data values.

Definition C.0.1. Let X : Dx — B be a predicate variable. X’s autograph,
denoted aut(X), is the product X x Dx, where Dx is the data sort asso-
ciated with the data type of X. We lift the notion of autographs of pred-
icate variables to sets of predicate variables P C X in the natural way, so
aut(P) = (Jycpaut(X). Likewise for PBES &, we write aut(&) for aut(bndg).
Also, if no confusion is possible, we may write the more readable X (d) € aut(X),
in stead of (X, d) € aut(X).

Given a relation on autographs, we define the relation on signatures induced
by this relation as follows.

Definition C.0.2. Let £ be a PBES, and let R C aut(&) x aut(€) be a relation
on autographs from £. The relation on signatures induced by R is defined as
Us{(X([d1]9), Y ([d2]0)) | (X(d1),Y(d2)) € R}. We write ind(R) to indicate
the relation on signatures induced by R.

Furthermore, we will use the following definitions of logical and relative
consequence in the setting of predicate formulas.

Definition C.0.3. Given predicate formulas f,g, we say that g is a logical
consequence of f, written f = g¢ if, for all data environments & and for all
predicate environments 6, we have [f]06 = true implies [g]08 = true.

Definition C.0.4. Given a relation R on predicate variables, and predicate

formulas f, g, we say that ¢ is a consequence of f relative to R, written f il g
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if, for all data environments 6 and for all predicate environments 6 € Og, we
have [f]06 = true implies [g]0d = true.

Definition C.0.5. Given a relation R on predicate variables, a set of Boolean
data terms P and predicate formulas f, g, we say that g is a consequence of f

relative to R given P, written f % g if, for all data environments § such that for

all b € P we have §(b) = true (written 6(P)), and for all predicate environments
0 € Or, we have [f]0d = true implies [¢g]0d = true.

Note that we overload notation (= and g), which is also used in the setting
of propositional formulas. If it is not clear which setting is meant from the
context then this will be explained.

The proof system for deriving consistent consequences on BES from this doc-
ument was created by taking a sound and complete axiomatization for deriving
logical consequences on propositional logic, and adding the rules CC and CNT.
We will first study these two rules in Section [C] and see how they could be
adjusted for the setting of PBES. Since PBES uses data terms and quantifiers,
while BES only use the symbols T and L, we will add some (modified) rules for
handling these in Section [C} We found that working with assumptions on data
terms is an asset in the setting of PBES, thus we will introduce some rules to
deal with these assumptions in Section [C}

In Section [C] we will present the resulting proof system. We theorize that
this proof system allows derivations of consistent consequences between bound
predicate variables from PBES, and to support this claim we will show how
this proof system can derive consistent consequences between variables a PBES
which cannot be solved by instantiating the PBES to a BES. Since the theory
presented here is mostly conjecture, we will end with a discussion on the most
critical parts where further investigation of the theory is required in Section [C}

CC, CNT

The rule CC from the proof system in this document is sound because it cor-
responds with the the following property: For any variables X,Y bound in a
BES €&, if we can derive that the right hand sides of X, Y in £ are consequences
of each other relative to <€ from an assumption that the variables are related
via a consistent consequence relation, then the variables are indeed related via
a consistent consequence relation.

Claim C.0.6. Given a BES £. Then, for any bound variables X, Y with equal
rank we have the following;:

(XZY) 5 (= fy) > (X Y)

We can then straightforwardly derive the CNT rule from rule CC. When
we use the rule CC, we assume that a pair of variables is related via a con-
sistent consequence relation, and try to derive a logical consequence between
the right hand sides of these variables, assuming that the variables are logical
consequences. Thus, if we are in a state where we need to show that there is a
logical consequence between variables, and one of our assumptions is that there
is a logical consequence between these variables, then we are done.
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When we try to derive consistent consequences in the setting of PBES, things
become slightly more tricky. First, let’s see what happens if we adjust to
a setting of PBES.

Claim C.0.7. Let £ be a PBES, and take some variables X,Y bound in £ with
equal ranks. Furthermore, let x,y be data terms such that X (z) and Y (y) are
elements from aut(&). Then we have the following:

(X(2) S V() = (fx(2) = (1) = (X (@) = Y (1))

Creating rules CC and CNT based on [C.0.7] would allow us to derive con-
sistent consequences between specific elements from the autograph of a PBES.
In some cases this might be sufficient, in particular if we can all ready solve the
PBES by instantiating it to a BES and solving the BES. However, let’s say that
we have some PBES with some bound variables X,Y, Z, such that the domain
of X is the natural numbers. We might be interested in relating X (n) to Y (y)
for some y if n is even, and X (n) to Z(z) if n is odd. However, using |C.0.7
to define CC (and CNT), we then would not be able to use the fact that if we
assume that X (n) < Y(y) for even n, we also have X(k +2) < Y(y) for
some even k, unless n = k + 2.

Therefore, we wish to generalize this property, such that we can work with
assumptions on data terms and we are trying to derive consistent consequences
between sets of the autographs of predicate variables, in stead of deriving con-
sistent consequences between specific elements from the autographs of predicate
variables. We propose the following adjustment of which should be suffi-
ciently powerful to derive consistent consequence between sets of autographs.

Claim C.0.8. Let £ be a PBES, and take some variables X,Y bound in £ with

equal ranks. Furthermore, let a,b be data terms such that X (a) € aut(€) and

Y (b) € aut(€), and let P(a,b) be a set of Boolean data terms over a and b.
We have that, if the following holds:

Va,y: (X (x) € Aute NY (y) € Autg) —

(X(x) ;:; Y () = (fx(@) ﬁ fr(@)))

Then we can conclude that, for all x, y such that X (z) € Autg, Y(y) € Aute,
and for all data environments § such that P(z,y) holds on all its Boolean data
terms, then we have X (5(z)) <f Y (4(y)).

Using this property, we can use P to express conditions on variables used in
data terms. The CC rule corresponding with could look as follows.

P&T,({X(@)cY(y) | PHzy:=aF fx(z) C fr(y)
P&TF X(z)CY(y)

Here, T,y is the set of data wvariables which occur in data terms x,y, and
{X(x) C Y(y) | P})[x,y := @] stands for the simultaneous replacement of
all variables from x,y in X(x), Y(y) and P with variables from @.
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*. This rule should be applied with the following restrictions. First, X
and Y should be bound in the PBES on which one wishes to derive consistent
consequences, and their ranks should be equal. Furthermore, @ is a set of fresh
variables sufficiently large such that all variables from x and y are replaced with
variables from a and variables from x,y with the same name should be replaced
with the same variable from a@.

The idea behind this notation is that, in I' we are building a set of predicate
variables with data elements which we assume to be consistent consequences,
and on the right hand side of - we need to show that two predicate formulas are
consistent consequences for all data environments such that all Boolean data
terms in P hold.

Within BES, the CNT rule was straightforward. Given the previous CC
rule, derived from the property in we can also present a CNT rule.

{X(x)cY(@) [ PrCT

P&TF X(z)CY(y)

Here, {X(z) CY(y) | P} CT means | Js;{(X(6(2)),Y(6(y))) | 6(P)} is a subset
of Us g orcv o pyer L (X (0(0), Y (5(0))) | 6(P)}-

The idea is that, if what we wish to derive follows from our assumptions,
then we are done. However, there is a significant downside to this rule, since
we have to show that something is a subset of I'. It would be interesting to
investigate how the rules can be changed such that we do not have to show
subsets.

Data and quantifiers

Changing the CC and CNT rules in the proof system for BES with these new
rules on PBES is insufficient for creating a proof system powerful enough for
deriving consistent consequences on PBES. At least, the predicate formulas used
in PBES have a more complex structure than the propositional formulas in BES.
Thus, we need ways to handle these differences; we need to be able to handle
data terms (and in particular Boolean data terms) and quantifiers.

In the setting for BES we had the primitives T and L. However, in the
setting for PBES, we have arbitrary Boolean data terms, whose semantics are
given by data environments. Since P restricts the set of data environments we
are considering, given a Boolean data term b, if all data environments § such
that 6(P) holds have §(b) = true (written P — b), then from our assumptions
we know that b can be used as we used T in the setting for BES. Similarly, if all
data environments ¢ such that §(P) holds have §(b) = false (written P — —b),
then from our assumptions we know that b can be used as we used L in the
setting for BES. Thus, we change the rules for T and L as follows.

P — b

TOP pg&Tracant L 7% BOT PE&Travbca

Let P be a set of Boolean data terms. Furthermore, let ¢1,t; be two data
terms of the same type. We will write P — t; = t5 if, for all data environments
d such that P(d) holds, we have 6(¢1) = d(t2). If two predicate formulas are
equal up to some data terms t; and t9, and we know from our assumptions that
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these two data rules are equal, then the two predicate formulas are equal under
our assumptions. Thus, the reflexivity rule is modified to allow equivalent data
terms. This results in the following rule.

P—ti=t
REF P& TFalt:=t]Calt:=t) ThEn

For the quantifier rules, we can simply copy the rules used in the sequent
calculus LK, as defined by Gentzen [11], and add them to our proof system.

v P&Trald:=d]cCp 5 P&Thrald:=2]Cp
Y TP&TFVd:DacpB Y TP&TF3d:Dacp

v P&TFHacCpfd:=72] 3 P&TFHacCfd:=d]
" T P&TFacVd:Dj " T P&TFac3dd:Dj3

Here, d and d' are data terms of type D. Furthermore, z is a fresh data
variable of type D, i.e. z does not occur anywhere below the horizontal line.

Manipulating P

Currently, we have no way of manipulating the assumptions on data terms stored
in P. Consider the following statement in a proof tree (in the setting of some
PBES).

P&T  bAacCB (3)

Where P is a set of Boolean data terms, I' is a relation on elements from
the autographs of a PBES, b is a Boolean data term, and a and 3 are predicate
formulas. Then we mean the following. If ind(T") is a set of signatures which
are related via a consistent consequence relation on the PBES we are interested
in, then for all data environments § such that 6(P) holds, d(5) is a consistent
consequence of §(b A ), i.e.

£

ind(I') C <€ > (bAa) ép> B

We can derive the following;:
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£

mdw)g<5—+wAa)%?5

<~
V8.(6(P) Aind(T) C <€) — (VO € Oe.[b A ]85 — [B]69)
—
V8.(6(P,b) Aind(T) C <¢) — (V0 € Oz.[a]05 — [B]69)
<~
ind(T) C < — « % B

Thus, for deriving , it is sufficient if we can derive the following.

Pb&T F acCp

Therefore we can add the following rule for adding Boolean data terms from
the antecedant to P, which we will cal DAT1.

Pb&TFHacCs
P&TFbAaCB

Next, consider the following statement in a proof tree.

P&T F acCfBVb (4)

Again, P is a set of Boolean data terms, I' is a relation on elements from
the autographs of a PBES, b is a Boolean data term, and a and 3 are predicate
formulas.

Using a similar reasoning, we can add the following rule for adding Boolean
data terms from the consequent to P, which we will cal DAT2.

P-b&TFacpB
P&TFacCBVb

We can also modify P when we are eliminating quantifiers. Consider the
following statement in a proof tree (in the setting of some PBES).

P&T + Vd:D.aCB (5)

Where P is a set of Boolean data terms, I' is a relation on elements from
the autographs of a PBES, and d is a data variable of type d. Then we mean
the following.

. £ <€
ind(T') C <® — (Vd: D.a) - B
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Which is equivalent to the following.
V8.(6(P) Aind(T) C <€) — VO € ©_=.[Vd : D.a]05 — [B]06 (6)

Let d be some data variable of type D which does not occur in «, 3, P or I,
and let b be a Boolean data term such that the only data variable which occurs
in b is d, and such that we do not have P — —b (i.e. b does not contradict our
assumptions in P). Then (@ holds if the following holds:

VS (S(PU{D}) AT C <%) = V0 € O c.[ald := d]05) — [A]66
Thus, for deriving , it is sufficient if we can derive the following.

Pb&T F ald:=d]Cp

Therefore we can add the following rule for adding Boolean data terms from
the antecedant to P, which we will cal DAT\y.

Pb&THrald:=d cCp .
P&THEVd: DacCp
*: b is a Boolean data term such that not P — —b and the only variable
which occurs in b is d.

We can apply a similar reasoning for existential quantifiers in the consequent,
to obtain the following rule which we will call DAT5.

Pb&TFacCfld:=d]
P&THFacCc3d:Dj

*: b is a Boolean data term such that not P — —b and the only variable
which occurs in b is d.

A proof system for consistent consequence on PBES

In Table [CI] a proof system for deriving consistent consequences on predicate
variables from a PBES is shown. The rules are as discussed in the previous
sections. We believe that this system provides a basis for future research into
a more complete proof system for PBES. To show that this proof system is
indeed capable of deriving consistent consequences on PBES, we will show how
the proof system can be used to derive consistent consequences on a PBES,
which cannot be instantiated into BES.

Example C.0.9. Consider the following PBES.

(v{(AT = BT)
(AL =By)
(X(n:N)=Y(n)))
({(BT = AlL)
(B, = B, V Br)
(Y(n:N)=(even(n) A X(n+ 1))V

(odd(n) A (Y (n) VY (n+1))))))
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This PBES (which we will refer to as &) is the result of merging the PBES
containing the equations for A+, A;, BT, By (which we will refer to as £!) with
the PBES containing the equations for X and Y (which we will refer to as £2).

The solution for PBES £! can be easily found by instantiating to BES (it is
a BES). However, PBES £2 cannot be solved by instantiating to BES, due to
the presence of an infinite chain of dependencies.

(W{((AT = B1)(AL = B1)(Xo =Y0)(X1 =Y1)--+))
(u{(Bt = AL)(BL =B VB7)(Yy=X1)(Y1 =Y1 VY2)---))

However, for even v we have A+< X (v), and for odd v we have A; <€ X (v).
Likewise, for even v we have Bt<¢Y (v), and for odd v we have B, <Y (v) (see
also [5]).

Since any solution of £! assigns true to all predicate variables in £!, we also
know that the solution for any n of X (n) and Y (n) in £2 must be true.

In Figure a proof tree is shown tree for deriving AT <€ X (v) for even v.
The numbers are as indicated below. For convenience, we assume that we can
derive rules similar to the following derived rules cSPLIT, cGROW [, cGROWg,
aSPLIT, aGROW, and aGROWp from the system for BES.

In the following, let T be {At+ C X(a) | even(a)},{Bt C Y (b) | even(b)}
and let IV be {A; € X(c+1) |even(c)},{BL CY(d+1) |even(d)}. Also, let
P be even(v).

1. P&T FA; C Ay Neven(v)
2. P&T F A5 Ceven(v)ANAL
P&T Feven(v) ANA) C even(v)

- W

P&T F AL Ceven(v)

ot

P&T A, Ceven(v)

P&T,I" - B, VBt C(BLVBr)Aodd(v+1)

P&T, IV F(BLVBT)Aodd(v+1) Codd(v+1)A(BLV BT)
P&, TV Fodd(v+1)A(BLV Bt) Codd(v+1)

© »®» N @

P& T, T" F(BLVBT)Aodd(v+1) Codd(v+1)

10. P& T,I" B, V Bt C odd(v + 1)

1. P&T,I' B CY(v+1)

12. P&T,I FBL CY(w+1)VY(v+1+1)

13. P&T,IV FBrCY(w+1+1)

4. P&T,I FBrCY(w+1)VY(v+1+1)

15. P&T,IY FBLVBr CY(w+1)VY(w+1+1)

16. P& T,T' B,V By Codd(v+1)A(Y(0+1)VY(v+1+1))
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17.

18.
19.
20.
21.
22.
23.

P&T,I" F By VBt C(even(v+1)AX(v+14+1))V(odd(v + 1) A
Yw+1)VY(v+1+1)))

P&T,{AL C X(c+1)]|even(c)} BL CY(v+1)
P&T FAL CX(v+1)

P&T kAL Ceven(v) A X(v+1)

P&T kAL C(even(v) A X(v+1))V (odd(v) A (Y (v) VY (v +1)))
P & {A7 C X(a) | even(a)} F Bt C Y (v)

P& FALCX)
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Figure C.1: A proof tree for deriving At <% X (v) for even v from Example|C.0.9
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Table C.1: Proof system for consistent consequences on PBES &;
«, B and v are arbitrary predicate formulas; X, Y are predicate
variables; P is a set of Boolean (data) expressions; = and dx are
data terms of data sort Dx; y is a data term of data sort Dy; d, d
and z are data variables of data sort D; d’ is a data term of data
sort D; b and b are Boolean data terms; t,t1,ts are data terms of
the same data sort; d and z are free variables; the only variable
occurring in b is d; a is a set of free variables

Axioms:
The same as in the proof system for BES, but without TOP and BOT.

Logic rules:

P th =t
REF P Trati=t]cCalt=ts] 7

P&TFacB P&IFBCH
P&TFacCH

TRA

P&TH Oé(dx) C ,B(dx)
P&TH ’}/[X = MNdx : Dx.a(dx)] C ’Y[X = Mdx : Dxﬁ(dx)]

CTX

Data rules:

TOP P&rracans & 70 BOT P&rravbca L 770
bP&THacCp -bP&THacCp
DAT1 ! DAT2 !
P&THOANaCS P&THacCbVp
Quantifier rules:
P&Trald:=d]|cCp P&TFald:=2]Cp
v Ir z fresh
P&THYd:DacCp P&THIAd:DacCp
P&TFacCfld:=27 P&TFacpld:=d]
Vr z fresh ar
P&THaCVd: D.S P&ThHacCdd:D.j
DAT, Pb&TtFald:=d cp DAT= Pb&Ttald:=d cCp
P&THVd: D.aCp P&THVd: D.acCp

Consistent Consequence rules:

P&T,({X(x) CY(y) | PHFg:=a - fx(x) C fr(y)

cC c/
P&TF X(z)CY(y)

*

ONT P &TF X(z)CY(y) (X(@)cY(y) | Pyl

*rank(X) = rank(Y) and X,Y € bndg
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What’s next for this system

We proposed a proof system in this appendix and have shown that it can be
used to derive consistent consequences. However, due to time constraints the
soundness of this proof system has not been checked thoroughly, as well as some
other details. To show soundness of the proof system, the following claim should
be proven:

Claim C.0.10. Given a PBES € and X (x),Y (y) € aut(€). If we can build a
proof tree with P & F X(z) C Y (y) as the root, then we have

V3.5(P) — X (8(x)) <€ Y (6(y))

Furthermore, we have given a few rules for adding expressions to P, but it
remains to be seen if these are sufficient, and if it would be desirable to also
be able to modify expressions from P (for example strengthening or weakening
expressions). Both DATy and DAT3 should be investigated since these rules are
currently fairly strongly formulated (d needs to be a free variable, b can only
use d). It is probable that some relaxations can be made here.

Also, the CNT rule is not fully a syntactic rule yet. It would be desirable
to add or modify rules such that we are not dealing with determining subsets
when applying the CNT rule. This would probably require adding rules capable
of manipulating (strengthening or weakening) I

Furthermore, for the CC rule we made the very safe choice of renaming all
variables in the set {X (z) C Y (y) | P} which is added to I'. This is probably a
bit to safe, and relaxing this requirement would make the system more usable.

The theory outside of the proof system also warrants further investigation.
We implicitly assumed some properties of relative consequence given a set of
assumptions to be similar to properties of relative consequence, but the relation
between the two notions should be further explored. We also used a notion of
(relative) consistent consequence (both on predicate formulas and on predicate
variables) without giving a formal definition. These definitions and properties
will probably be required in some form for formally checking the soundness of
the proof system.

Considering all these remaining questions, it is highly unlikely that the sys-
tem is complete. Completeness of the proof system for BES, which we have
shown in this document, was achieved by showing that we can build the consis-
tent consequence relation at the left-hand side of -. To be able to mimic this
method for proving this system complete, it would first need to be investigated
if all consistent consequence relations can be finitely represented by the notation
we use: {X(z) CY(y) | P}.
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Appendix D

The remaining parts of Coq

In this appendix, we provide descriptions of the lemmas in the Coq files accom-
panying this report, which were not discussed in Chapter [6]

6.1

Lemma D.0.1. propForm solution_decidable
Given a propositional formula and an environment, the semantics of this propo-
sitional formula under this environment is decidable:

Vf, V0, [[f]]e v _'[[fﬂa

Lemma D.0.2. propForm solution_.deMorgan_conj
A version of De Morgan’s law on the semantics of propositional formulas.

Vf1f2, Y0, =([f1]0 A [£210) — (=[f1]0 vV =[£2]0)

Lemma D.0.3. environment_intersect_distributes_neg

If the solution of two propositional formulas under two environments is false,
then the solution of the propositional formulas under the intersection of the
environments is also false.

V0102,V f1f2,(=[f1]01 A =[f2]02) = (=[f1](011[02) A =[f2](01]/62))

Lemma D.0.4. maxlteq
For any natural numbers z,y, z such that x <y or z < z, we have that x is less
than or equal to the maximum of y and z

Veyz,(x<yVa<z)—z< (max(y,z))

Lemma D.0.5. uses_lteq_ mxUsed
For any propositional formula f and propositional variable x occurring in f, x
is less than or equal to the largest variable used in f

Vi Vr,uses f x — x < (mzUsed f)
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Lemma D.0.6. suc.mxUsed_unused
For any propositional formula f, the propositional variable encoded by the suc-
cessor of the largest propositional variable used in f is not used in f

Vi, —(uses f (S(mxUsed f)))

Lemma D.0.7. unused_no._rewrite
For any propositional formulas f, f’, and propositional variable z, if x is not
used in f then rewriting = in f to f’ results in f (with no changes)

Vff'\Vz,(~uses fx) — flv:=f]=f

Lemma D.0.8. environment_union_grows

Given two environments, and a propositional formula, if either environment
gives the solution true to the propositional formula, then the union of the envi-
ronments solves the propositional formula to true as well.

Vf, V0102, ([f161 V [f102) — [f1(01162)

Lemma D.0.9. environment_point_minimal

Given an environment assigning true to a propositional variable, for any propo-
sitional formula, if this environment solves this formula to false then the propo-
sitional formula also solves to false under the environment point of x.

Vf,Vx,V0,0(x) — =[]0 — —[f](environment_point x)

Lemma D.0.10. environment_union_distributes

If the solution of two propositional formulas under two environments is true,
then the solution of both propositional formulas under the union of the envi-
ronments is also true.

V0102,V f1f2,([f1]02 A [f2]02) — ([f1](01102) A [f2](011162))

Lemma D.0.11. exists_unused
For any propositional formula f, there exists a propositional variable which is
not used in f

Vf, 3z, - (uses f x)

6.1.1

Lemma D.0.12. propForm_eqv_bot
If a propositional formula f evaluates to false regardless of the environment,
then f is equivalent to L.

Vi, (V0,-[f]0) « f< L
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Lemma D.0.13. eqv_bot_dec
Any propositional formula f is either equivalent to false under all evaluations,
or there exists an environment for which f evaluates to true

v, ((v0, =[£10) v 30, [£16)

Lemma D.0.14. eqv_propForm_bot_decidable
It is decidable if a propositional formula g is equivalent to L.

Vg, g LV-(ge 1)
Lemma D.0.15. neq_var_bot
No variable is equivalent to L.
Vo, - ((var z) < L)
Lemma D.0.16. propForm_ eqv_top
A propositional formula f evaluates to true under all environments iff f is
equivalent to T
Vi, (V0 [f]0) < fe T
Lemma D.0.17. not_top_get_not_true
If a propositional formula f is not equivalent to T then there exists an environ-
ment for which f evaluates to false
v, (=(T & f)) — 30,-[f16
Lemma D.0.18. eqv_top_decidable
Any propositional formula f is either equivalent to T or not
Vi, feTVva(feT)
Lemma D.0.19. neq_var_top
No variable is equivalent to T
Vo, - ((var z) < T)

Lemma D.0.20. var_cons_propForm_decidable
For any propositional formula f and any propositional variable z, either x is a
logical consequence of f or not

ViV, f = (var x) V =(f = (var z))
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Lemma D.0.21. neqv_bot_full_ true
If a propositional formula f is not equivalent to 1, then f evaluates to true
under the 6,,.

VS, (=(f < 1) = [£10.

Lemma D.0.22. full false_eqv_bot
If a propositional formula f evaluates to false under the 6, then f is not equiv-
alent to L.

vV, -[f10, — f< L

Lemma D.0.23. eqv_bot_full false
If a propositional formula f is equivalent to L then f evaluates to false under
the 6,

v fe L= -[f]6,

Lemma D.0.24. empty_true_eqv_top
If a propositional formula f evaluates to true under the 6, then f is equivalent
to T

V6= T

Lemma D.0.25. cons_var_propForm

For any propositional formula f and any propositional variable z, either f is a
logical consequence of x or there exists an environment for which = evaluates to
true and f evaluates to false

V[V, (V0,0(x) — [f10) v (30,6(x) A =[£]0)
Lemma D.0.26. cons_propForm var
For any propositional formula f and any propositional variable z, either x is a

logical consequence of f or there exists an environment for which f evaluates
to true and x evaluates to false.

Vi, Ve, (V0,[f10 — 6(z)) Vv (30,16 A —6(z))

6.1.2

Lemma D.0.27. distribute_f_top
Distribute called on T and some propositional formula f returns a formula
equivalent to f.

YV, V0,116 < [dist(f)(T)]0
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Lemma D.0.28. distribute_top_f
Distribute called on some propositional formula f and T returns a formula
equivalent to f.

YV, V0,116 < [dist(T)(f)]0

Lemma D.0.29. distribute_bot_f
Distribute called on 1 and some propositional formula f returns a formula
equivalent to L.

Vf, V0, [dist(L)(f)]6 < False

Lemma D.0.30. distribute_f_bot
Distribute called on | and some propositional formula f returns a formula
equivalent to L.

Vf,V0,[dist(f)(L)]0 < False

Lemma D.0.31. distribute_f_var
Distribute called on some propositional formula f and some propositional vari-
able X returns a formula equivalent to f A X.

VI, VX, V0, [dist(f)(varX)]6 < [f Ap (varX)]6

Lemma D.0.32. distribute_var_f
Distribute called on some propositional variable X and some propositional for-
mula f returns a formula equivalent to X A f.

Vf,VX, V0, [dist(varX) ()]0 < [(varX) A, f16

Lemma D.0.33. distribute_ DNF left
Given two DNF formulas f, g, f is a logical consequence of the result of calling
distribute on f and g.

Vfg, DNF(f) — DNF(g) — dist(f)(g) = f.
Lemma D.0.34. distribute DNF _right
Given two DNF formulas f, g, g is a logical consequence of the result of calling
distribute on f and g.

Vfg, DNF(f) — DNF(g) — dist(f)(g) = g

Lemma D.0.35. env_intersect_conj
For any clause f and any pair of environments 6, and 0o, if [f]6; = true and

[f162 = true then [f](01&02) = true.

Vf7 clause(f) — V91927 [[f]]91 — [[f]]eg — [[f]] (91&92)
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6.1.3

Lemma D.0.36. conj_full ncons_max_point

Given a clause f which evaluates to true under the full_environment, for any
variable z, if x is not a logical consequence of f, then f evaluates to true under
the environment assigning true to everything but x

V1, [f]0, — clause(f) —

Vo, (f = (var z)) — [f](environment_mazx_point x)

Lemma D.0.37. conj_cons_propForm_decidable

Given a clause f and a propositional formula g, either g is a logical consequence
of f, or there exists an environment for which f evaluates to true and g evaluates
to false

Vfg, clause(f) — (f = g Vv 30, ([f]6 A —[g]0))

Lemma D.0.38. DNF _cons_propForm_decidable

For any DNF formula f and propositional formula g, either g is a logical conse-
quence of f, or there exists an environment for which f evaluates to true and g
evaluates to false

Vfg, DNF(f) = (f = gV 30,([f10 A —[g]9))

Lemma D.0.39. conj_cons_disj_decide
For any clause ¢ and propositional formulas f, g, if the disjunction f Vv, g is a
logical consequence of ¢ then f or g is a logical consequence of ¢

Vefg, clause(c) = c= (fVpg) = ((c= f)V(c=g))

6.3.1

Lemma D.0.40. empty_relation_relates_bound
For any list of Boolean equations e, the empty relation relates only variables
bound in e to variables bound in e.
Ve, Cexe
Lemma D.0.41. reachable_exists_to

Given a relation R and propositional variables x,z. If z is reachable from =z
through R then there exists some variable y such that R relates y to z.

VRVz z,R" 22 =3y, Ry 2
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Lemma D.0.42. reachable_exists_from
Given a relation R and propositional variables x,z. If z is reachable from =z
through R then there exists some variable y such that R relates = to y.

VRVz 2, Rt 22— 3y, Rz y

Lemma D.0.43. conj_propForm_grows_right

Given some lists of Boolean equations ey, es and a relation R C ey X e, then for
all propositional formulas f and all clauses g1, g2, if the minimal environment
consistent with R assigning true to all variables in g; assigns true to f, then
the minimal environment consistent with R assigning true to all variables in gy
and go assigns true to f.

VR,Veleg,VH 'R Cep X €2,
ey,ea,H e1,e2,H

Vfg192, clause(g1) — clause(g2) — [f]0% ;2" — [f10% (o hp2)

Lemma D.0.44. conj_propForm_grows_left

Given some lists of Boolean equations ey, es and a relation R C ey X es, then for
all propositional formulas f and all clauses g1, g2, if the minimal environment
consistent with R assigning true to all variables in go assigns true to f, then
the minimal environment consistent with R assigning true to all variables in gy
and go assigns true to f.

VR,Veies, VH : R C e1 X eg,
Vfg192, clause(g1) — clause(gz) — ﬂfﬂ9%522’ — [[f]}Hg’(eqi’quz)

6.3.2

Lemma D.0.45. separe_subset_then_union_subset

For any relations R, R which are subsets of lists of Boolean equations 1, lo, if
both is_subset l; lo Ry and is_subset 1 lo Rg hold then is_subset I3 la (R1 U Rg)
also holds.

Vhlg,VRlRQ,Rl - ll X l2 — R2 - l1 X l2 —
li1 xls DRy > li1 xla DRy =11 x1l3 D (R1UR2)

Lemma D.0.46. add_still subset_left

For any relation R and lists of Boolean equations [,y such that is_subset I lo
R, we can add any Boolean equation a to I, i.e. for any Boolean equation a we
then have is_subset (a :: l1) l2 R.

Vlgll,va,VR,h X ZQ D) R — (a i ll) X 12 B R

Lemma D.0.47. add_still_subset_right
For any relation R and lists of Boolean equations l1, [ such that is_subset [y 5
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R, we can add any Boolean equation a to ls, i.e. for any Boolean equation a we
then have is_subset I (a :: l2) R.

VZQh,Va,VR,h X l2 D R — ll X (Cl o l2) B R

Lemma D.0.48. rev_card _gt0
For any relation R, lists of Boolean equations ly,ly and natural number n, if
rev_subset_card 1, Il R n then n > 0.

Viyle, VT, V0, #(l; x b \T) =n —n >0

6.3.3

Lemma D.0.49. DNF _rel_cons DNF _decidable
For any relation R relating only pairs of variables from e; X es and for any
DNF’s f, g, either g is a relative consequence of f under R or not.

VR,Veies, R C (flatten_genBES e1) x (flatten_genBES e3) —
Vf, DNF(f) = V9. DNF(g) = (f % gV ~(f £ g))

6.4

Lemma D.0.50. bnd_block_dec
For any list of Boolean equations ! and propositional variable x, it is decidable
if z is bound in [ or not.

ViVe,{x € l} +{z &1}

Lemma D.0.51. bnd_dec
For any list of blocks e and propositional variable z, it is decidable if x is bound
in e or not.

Ve,Vx,{z € e} + {z & ¢}

6.4.1

Lemma D.0.52. rel_union_maintains_rel_cc

If two relations R, Ro are consistent consequence relations on some BES E
relative to some relation I', then the union of Ry and Ry is also a consistent
consequence relation on E relative to T'.

VE,VR1RoT, relative_.cc E Ry I' — relative_cc E Ry I' —
relative_cc E (R1 U R2) T’
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Lemma D.0.53. rel_cc_trans

Given a BES F and some relation on propositional variables I', relative consis-
tent consequence on propositional formulas under E is transitive, i.e. for any
propositional formulas a, b, ¢, if ¢ is a consistent consequence of b relative to I,
and b is a relative consistent consequence of a relative to I', then ¢ is a relative
consistent consequence of a relative to I'.

< < <
VENT,Va b e, ((a == b) A (b == ¢)) = (a == ¢)

Lemma D.0.54. bnd_block _flatten_bnd
Any variable bound in BES F is also bound in the result of flattening F to a
list of Boolean equations.

VE,Vz,x € E — z € (flatten_genBES E)

Lemma D.0.55. bnd_flatten_bnd_block
Any variable bound in the result of flattening BES E to a list of Boolean equa-
tions is also bound in F.

VE,Vz,x € (flatten_genBES E) — x € E

6.5.1

Lemma D.0.56. AS1_sound

For any BES F, relation on propositional variables G and propositional formulas
a,b,c. (an, (bApc)) is a consistent consequence of ((a A, b) Apc) on E, relative
to G.

VE,Va b e,YG, (ah, (bAyc)) =% ((a Apb) A, c)

Lemma D.0.57. AS2 sound

For any BES E, relation on propositional variables G and propositional formulas
a,b,e. ((an,b)Apc)is a consistent consequence of (a A, (bA,¢)) on E, relative
to G.

VE,Ya b ¢,YG, ((a Ayb) Apc) =% (a A, (bA, c))

Lemma D.0.58. AS3_sound

For any BES FE, relation on propositional variables G and propositional formulas
a,b,c. ((aVyb)Vpe) is a consistent consequence of (aV, (bV,c)) on E, relative
to G.

E

VE,Ya b ¢,YG, (aV, (bV, ¢) =% ((a Vp )V, c)
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Lemma D.0.59. AS4_sound

For any BES FE, relation on propositional variables GG and propositional formulas
a,b,c. (aVy(bVye)) is a consistent consequence of ((aV,, b) V, ¢) on E, relative
to G.

B
VE,Ya b ¢,YG, ((aVyb) Vy ¢) =% (a V, (bV, c))

Lemma D.0.60. COM1 _sound
For any BES FE, relation on propositional variables G and propositional formulas
a,b. (bApa) is a consistent consequence of (a Ap b) on E, relative to G.

VE,Va b,¥G, (a Apb) =% (b A, a)

Lemma D.0.61. COM2 _sound
For any BES F, relation on propositional variables G and propositional formulas
a,b. (bV,a) is a consistent consequence of (a V, b) on E, relative to G.

_E
VE,Va b,¥G, (aV,b) =% (bV, a)

Lemma D.0.62. DS1_sound

For any BES F, relation on propositional variables G and propositional formulas
a,b,c. ((aVyb) A, (aVyc)) is a consistent consequence of (a Vy, (b A, c)) on E,
relative to G.

E

VE,Ya b ¢,YG, (aV, (b A, ¢) =% ((a Vy b) Ay (aV,c))

Lemma D.0.63. DS2_sound

For any BES FE| relation on propositional variables G and propositional formulas
a,b,c. (aVy (bApc)) is a consistent consequence of ((a Vp b) Ap (aVyc)) on E,
relative to G.

E

VE,Va b e,YG, ((aVyb) Ay (aVpc)) =% (aV, (b Ay c))

Lemma D.0.64. DS3_sound

For any BES FE, relation on propositional variables G and propositional formulas
a,b,c. ((aNpb)V, (anpc)) is a consistent consequence of (a Ay, (bV, ¢)) on E,
relative to G.

E

VE,Ya b ¢,YG, (a Ay (bVy ) =% ((a Ay )V, (aApc))

Lemma D.0.65. DS4 _sound

For any BES F, relation on propositional variables G and propositional formulas
a,b,c. (aA, (bVpc)) is a consistent consequence of ((a Ap b) Vp, (@ Ay c)) on E,
relative to G.

E

VE,¥Ya b ¢, VG, ((a Ap D) Vp (a Ap €)) =5 (an, (bVpe))
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Lemma D.0.66. AB1_sound
For any BES FE, relation on propositional variables GG and propositional formulas
a,b. a is a consistent consequence of (a V,, (a A, b)) on E, relative to G.

E

VE,Va b,¥G, (aV, (a A, b)) =% a

Lemma D.0.67. AB2 sound
For any BES FE| relation on propositional variables G and propositional formulas
a,b. (aVp (aAb))is a consistent consequence of a on E, relative to G.

B
VE,Va b,¥G,a =% (aV, (a A, b))

Lemma D.0.68. ID1_sound
For any BES F, relation on propositional variables G and propositional formula
a. (a A a) is a consistent consequence of a on E, relative to G.

VE,Va, VG, a =< (anpa)

Lemma D.0.69. ID2 sound
For any BES E, relation on propositional variables G and propositional formula
a. a is a consistent consequence of (a V, a) on E, relative to G.

VE,Va,VG, (aV, a) =G 4

Lemma D.0.70. SUP_sound
For any BES FE, relation on propositional variables G and propositional formulas
a,b,c. (aV,b)is a consistent consequence of a on E, relative to G.

.E
VE,Va b,¥G,a =% (a V, b)

Lemma D.0.71. INF _sound
For any BES F, relation on propositional variables G and propositional formulas
a,b,c. a is a consistent consequence of (a A b) on E, relative to G.

VE,Va b,¥G, (a Ay b) = a

Lemma D.0.72. TOP _sound
For any BES FE, relation on propositional variables G and propositional formulas
a,b,c. (a AT) is a consistent consequence of a on E, relative to G.

_E
VE,Va,YG,a =% (a A, T)
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Lemma D.0.73. BOT_sound
For any BES FE, relation on propositional variables GG and propositional formulas
a,b,c. ais a consistent consequence of (a V, L) on E, relative to G.

VE,Ya,VG, (aV, 1) =S q

Lemma D.0.74. CTX _sound

For any BES FE, relation on propositional variables G, propositional formulas
a, b, c and propositional variable z. If b is a consistent consequence of a on F,
relative to G, then c[z := b] is a consistent consequence of c[x := a] on E,
relative to G.

E

VE,Va b ¢V, Y6, (a =<5 b) — ((clz = a]) =& (c[z = 1]))

Lemma D.0.75. TRA sound

For any BES FE, relation on propositional variables G and propositional formulas
a,b,c. If b is a consistent consequence of a on F, relative to G and c is a con-
sistent consequence of b on E, relative to G, then ¢ is a consistent consequence
of a on E, relative to G.

VE,Va b ¢,YG, ((a <5 b) A (b =5 ¢)) = (a =S ¢)

Lemma D.0.76. REF _sound
For any BES F, relation on propositional variables G and propositional formula
a. a is a consistent consequence of a on F, relative to G.

VE,Va,¥G, (a =% q)

Lemma D.0.77. CC_sound

For any BES F, relation on propositional variables G, propositional formulas
a, b, c and propositional variables x,y bound in E with equal rank. If the right
hand side of z in F is a consistent consequence of the right hand side of y in
relative to GU{(x, y)}, then propositional formula y is a consistent consequence
of propositional formula x on FE, relative to G.

VE Vx y,VG,((x € E)A\ (y € E) A (rank E © = rank E y)) —

<Eli(on E
((rhs E x) e (ps B y)) = ((var x) =g (var y))

Lemma D.0.78. CNT_sound

For any BES E, relation on propositional variables G and propositional variables

(z,y) € G. Propositional formula y is a consistent consequence of propositional

formula x on F, relative to G.

E

VE Vz y,VG, ((x,y) € G — ((var ) =q (var y)))

114



6.5.2

Lemma D.0.79. conj_distribute_prv_tree
For any BES F, relation on propositional variables G clause f and DNF g, we
can build a proof tree with G F (f A, g) C (dist(f)(g)) as the root.

VE, NG,V g, clause(f) — DNF(g) — pru_tree E (G F (f Np g) C (dist(f)(g)))

Lemma D.0.80. complete_to_bot

For any BES F, relation on propositional variables G and propositional formula
f,if L is a logical consequence of f then we can build a proof tree with G F
f C L as the root.

VENVGVf,f= L —=protree E(GF fC 1)

Lemma D.0.81. complete_from_top

For any BES F, relation on propositional variables G and propositional formula
f, if f is a logical consequence of T then we can build a proof tree with G +
T C f as the root.

VENGNf, T = f—=prvtree E (GFT Cf)

Lemma D.0.82. complete_from_var
For any BES FE, relation on propositional variables G, propositional formula f
and propositional variable z, if f is a logical consequence of z then we can build
a proof tree with G - x C f as the root.

VE VG,V f,Vx, (var x) = f — pru_tree E (G F (var z) C f)

Lemma D.0.83. complete_to_var

For any BES FE, relation on propositional variables G, propositional formula f
and propositional variable z, if = is a logical consequence of f then we can build
a proof tree with G - f C x as the root.

VE,VG,Vf,Vx, f = (var x) — pru_tree E (G F f C (var x))
Lemma D.0.84. generalized_complete_from_conj_propForm
For any BES FE, relation on propositional variables G, clause f and propositional

formula g, if g is a logical consequence of f, then we can build a proof tree with
G+ f C g as the root.

VE VG,Vf g, clause(f) = f = g — pru_tree E (GF f C g)
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6.5.3

Lemma D.0.85. complete_fom_conj_rel_cons

For any BES F, relation R on variables bound in F, relation G on propositional
variables, clause f and DNF g such that g is a consequence of f relative to R,
if we can make proof trees for all variables (z,y) € R with root G = C y, then
we can create a proof tree with G  f C g as the root.

VE,VR G, R C (flatten_genBES E) x (flatten_genBES E) —

Vf g, clause(f) — DNF(g) — f EIQUN
(Ve y, R v y — pru_tree E (G F (var x) C (var y))) —
pru_tree E (GF f C g)

Lemma D.0.86. lem5 DNF

For any BES F, relation R on variables bound in F, relation G on propositional
variables, DNF f and DNF g such that g is a consequence of f relative to R, if
we can make proof trees for all variables (x,y) € R with root G F x C y, then
we can create a proof tree with G - f C g as the root.

VE,VR G, R C (flatten_genBES E) x (flatten_genBES E) —

Vf g, DNF(f) — DNF(g) — [ = g —
(Ve y, R v y — pru_tree E (G F (var x) C (var y))) —
pru_tree E (G+ f Cg)

6.6

Lemma D.0.87. neq_no_rewrite
For any environment 6 and propositional variables x,y such that x # y, redefin-
ing @ in y to any value, does not change the interpretation of x in 6.

VO,Vx y,x #y — Vb,0(x) + Oy := b](z)
Lemma D.0.88. unbound_no_change block_function
For any list of Boolean equations bl, propositional variable x not bound in bl
and environment #, unfolding bl in # does not change the interpretation of x in
0.

Vol Ve, x & bl — V0,0(x) < (||bl)|0)(x)

Lemma D.0.89. b_propForm solution_correct
The function b_propForm_solution is equivalent to propForm_solution.

VfV0,[f16 < [£100
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Lemma D.0.90. alt_tl
For any block h and list of blocks I, if the blocks in A :: [ have alternating
fixedpoint symbols, then so do the blocks in I.

VI, Vh, alternating list_block (h :: 1) — alternating_list_block [

Lemma D.0.91. bnd_cnt_block gt
For any list of Boolean equations bl, variables are bound in bl if and only if they
occur at least once at the left hand side of an equation in bl.

Vbl, Yz, z € bl < #(z € bl) > 0

Lemma D.0.92. bnd_cnt_gt
For any list of blocks bl, variables are bound in bl if and only if they occur at
least once at the left hand side of an equation in a block in bl.

VbI,Va,z € bl > #(z € bl) >0

Lemma D.0.93. w_d_w_d_block
For any non-empty list of Boolean equations b/, if the BES consisting of a single
block obl (for o € {p,v}) is well formed, then bl is well formed.

Vbl, Vb, Vexists_bl : (Ibegn, In begn bl),
(w_d ((makeBlock bl b exists_bl) :: nil)) +» w_d_block bl

Lemma D.0.94. w_d_block_tl
For any non-empty list of Boolean equations bl and Boolean equation h, if h ::bl
is well formed then so is bl

Vbl, Vhegn, w_d_block (hegn :: bl) — w_d_block bl

Lemma D.0.95. rhs_unfold_block

For any BES consisting of a single block b/, any variable x bound in this BES,
and any 6, the interpretation of = under the unfolding of b/ in 6 is equivalent to
the interpretation of the right hand side of x in bl.

Vbl,Yalt_bl : alternating list_block (bl :: nil),
Vw_d_bl : w_d (make_genBES (bl :: nil) alt_bl),Vz,z € bl —
V0, (||b1)10)(x) <> [rhs (makeBES (make_genBES (bl :: nil) alt_bl) w_d_bl) x]0

Lemma D.0.96. w_d_tl
For any block bh, and any list of blocks bl, if bh::bl is well formed then so is bl.

Vbl,Vbh,w_d (bh :: bl) — w_d bl
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Lemma D.0.97. w_d_hd
For any block bh, and any list of blocks bl, if bh::bl is well formed then so is bh.

Vbl,Voh, w_d (bh :: bl) — w_d_block bh

Lemma D.0.98. rank tl
For any BES e, block bl such that bi:: e is well formed, and any variables z,y
with equal rank in (bl:: e), the ranks of  and y in e are also equal.

Vbl,Ve,Yw_d_bl_e : w_d (bl :: e),
Vo y, rank (bl ::e) x = rank (bl :: e) y — rank e x = rank e y

Lemma D.0.99. cc_tl

For any BES e, block bl such that bl:: e is a BES, relation R on propositional
variables which is a consistent consequence relation on bl:: e, we have that R is
also a consistent consequence relation on e.

Ve, Vbl,Valt_bl_e : alternating list _block (bl :: e),

Vw_d_bl_e : w_d (make_genBES (bl :: e) alt_bl_e),

VR, cc (makeBES (make_genBES (bl :: e) alt_bl_e) w_d_bl_e) R —
Yalt_e : alternating_list_block e,Yw_d_e : w_d (make_genBES e alt_e),
cc (makeBES (make_genBES e alt_e) w_d_e) R

Lemma D.0.100. cc_hd

For any BES e, block bl such that bl:: e is a BES and bl on its own is also a
BES, relation R on propositional variables which is a consistent consequence
relation on bl:: e, we have that R is also a consistent consequence relation on bl

Ve, Vbl,Valt_bl_e : alternating list _block (bl :: e),

Yw_d_bl_e : w_d (make_genBES (bl :: e) alt_bl_e),

VR, cc (makeBES (make_genBES (bl :: e)alt_bl_e) w_d_bl_e¢) R —
Yalt_bl : alternating_list_block (bl :: nil),

Yw_d_bl : w_d (make_genBES (bl :: nil) alt_bl),

cc (makeBES (make_genBES (bl :: nil) alt_bl) w_d_bl) R
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