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A(10)!
x > 7
x := 0
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Motivation

Use task automata ideas for schedulability analysis of timed Creol models.
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- Reactive asynchronous objects
  - Objects have one processor each
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  - Asynchronous message passing
  - Incoming messages are buffered (for each object)

- Computation:
  - No processor release points (methods run to the end)
  - init message in buffer upon creation

- Scheduling strategy (The order of executing incoming messages)
  - Examples: First Come First Served (FCFS), Earliest Deadline First (EDF), Nondeterministic.
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```plaintext
class C1(worker : C2) begin
  var v1 : boolean;

  op init (w:C2) ==
    worker = w;
    v1 = false;
    ! this.a();
    ! worker.b();

  op a() ==
    if (v1) begin
      worker.b();
    end;
    v1 = ~ v1;
end

class C2 begin
  var v2 : int;

  op init ==
    v2 = 0;

  op b() ==
    v2 = v2 + 1;
    ! caller.a();
end

class main begin
  op init ==
    var r1 : C1;
    var r2 : C2;
    r2 = new C2;
    r1 = new C1(r2);
end
```
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class C1(worker : C2) begin
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Driver automaton

\[
\begin{align*}
\text{start} & : x \leq 1 \\
\text{a(4) ?} & : 3 < x_t \\
x_t := 0
\end{align*}
\]
Schedulability of an Object

**Behavior Automaton**

Executing the abstract methods as controlled by the driver automaton

- States: \((s, s'), [B_1, \ldots, B_l]\)
  - \(s\) is the current state of driver automaton
  - \(s'\) is the current state of the currently running method
  - \([B_1, \ldots, B_l]\) is the current queue
  - There is a static bound \(q\) on length of schedulable queues

\[ \Sigma_H = \{!m(d)|m \notin M\} \cup \{?m(d)|m \in M\} \cup \{m|m \in M\} \]

\[ C_H = \bigcup_{i \in [1..n]} C_i \cup C_D \]
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Receive

\[(s, s'), (Q, VS) \xrightarrow{m(d)?} ((t, s'), (Q', VS))\]

if \(s \xrightarrow{m(d)?} \overset{c \land L; X, c_i = 0}{D} t\) and

\[(L, c_i, Q') \in \text{sched}(Q, m(d))\) and

\[\text{length}(Q) \leq q\]
Self call: Invocation

\[(s, s'), [B_1, \ldots, B_l], VS) \xrightarrow{m} ((s, t'), Q', VS)\]

if \((s' \xrightarrow{m(d)!} c; X \xrightarrow{B_1} t')\) and \((L, c_i, Q') \in sched([B_1, \ldots, B_l], m(d))\) and \((m \in M)\) and \(l \leq q\)
Self call: Delegation

\[ ((s, s'), [m_1(d, c'), B_2, \ldots, B_l], VS) \xrightarrow{m \in M} ((s, t'), Q', VS) \]

if \((s' \xrightarrow{m_1} t')\) and \((L, Q') \in \text{sched}([m_1(d, c'), \ldots, B_l], m(d, c'))\) and \((m \in M)\) and \(l \leq q\)
External call

\[(s, s'), [B_1, \ldots, B_l], \text{VS} \xrightarrow{m(d)!} \((s, t'), [B_1, \ldots, B_l], \text{VS})\]

if \((s' \xrightarrow{m(d)!} _{c; X} B_1 \ t')\) and

\((m \notin M)\) and

\(l \leq q\)
Internal action

\[(s, s'), [B_1, \ldots, B_l], VS) \xrightarrow{c; X} H ((s, t'), [B_1, \ldots, B_l], VS)\]

if \((s' \xrightarrow{c; X} B_1 t')\) and

\[l \leq q\]
Context-switch

$$((s, s'), [B_1, B_2, \ldots, B_l], VS) \underset{C_l = 0}{\overset{H}{\rightarrow}} ((s, start(B_2)), [B_2, \ldots, B_l], VS)$$

if $$s' \in \text{final}(B_1)$$ and

$$C_l = \text{local\_clocks}(B_2)$$ and

$$l \leq q$$

The source state is “urgent”.
Overflow

\[(s, s'), [B_1, \ldots, B_l], VS) \rightarrow_h \text{ error if } (l > q)\]
Check deadline for every message in the queue.

\[( (s, s'), [m_i(d_i, c_i), \ldots], VS) \xrightarrow{(c_i < d_i)}_{error} H \]
How we do it

Mahdi Jaghoori (CWI)
Compatibility Checking

- After each object is checked to be schedulable
  - with respect to its driver
- Is a complete system containing these objects schedulable?
  - Does the environment of each object respect the driver?
- The composition of drivers should be an over-approximation of the real system
- What does over-approximation mean?
  - A message $m$ is sent to $r1$ only if expected by its driver (within the correct time interval); and,
  - $!m(d')$ matches $?m(d)$ in the driver of $r1$ only if $d \leq d'$
    - $?m(d)$ in driver: $m$ can be finished within $d$ time units
    - $!m(d')$ in the system: requiring that $m$ should finish within $d'$ time units
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Conclusions and Future Work

- We adjusted task automata for a subset of Creol
  - Considering self-calls/delegation
  - Tasks specified (instead of best and worst-case execution times)
- Schedulability analyzed for each class
  - The expected use pattern modeled in driver
- For a complete system, compatibility is tested.

Future work
- Schedulability analysis for complete Creol language
  - Synchronous communication
  - Processor release points
- Scheduler specification