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Introduction

This document reports on PROGRESS Project "Quality of Service of In-home digital networks". The funding through PROGRESS (STW) concerns two AIO positions. The funding has been assigned already two years ago but the project has started slowly, also due to organizational matters. The project is currently led by dr. Peter van der Stok, from Philips Research and dr. Johan Lukkien from Eindhoven University of Technology. Final responsibilities are with prof. dr. ir. Emile Aarts who is also first promotor of the two AIOs.
Workers on the project are

M.Sc. Sergei Kozlov

-  joined January 1, 2003
M.Sc. Alina Albu MTD
-  joined July 1, 2003
From the project description

The aim of this project is to analyze and optimize the quality of service in in-home digital networks, addressing the issue of how to optimally use distributed processing, communication, and storage resources in such a network of embedded systems, with a focus on streaming (video, audio) applications.....
..... The envisioned results of the project include mathematical models and their analysis of in-home digital networks and their components, giving insight into the problem area, rules for configuring in-home digital networks to obtain given quality-of-service levels, algorithms for load balancing of processing and storage over the nodes in a network, for scheduling processing tasks and disk accesses, and for communication flow control in a network, and implementation of the algorithms in simulation environments and prototype systems. 
Current Status

The work of Sergei initially focuses on the relation between Quality of Service and the used (transport) protocols. Sergei has started with creating a survey of networking QoS articles available in the international conferences. One of the topics that created a lot of interest is the choice of a good transport protocol for video. 
In video transport we can distinguish two modes, viz., the push and the pull mode. In the push mode we have to think of live broadcasts, where the broadcasting source broadcasts the video (possibly a football game) to the receivers. Important then is not to loose the actual up-to-date information of what goes on (i.e., strict synchronization is required). In the pull mode we may think of video-on-demand or playing a DVD where the receiver tells the sender that he is ready to receive new data. In the push mode we see that the RTP/UDP protocol is often used and in the pull mode the HTTP/TCP-based protocols. Their aim is the same “streaming video over a network” but their behavior under overload or packet loss conditions is very different. When packets are lost under TCP, the whole video stream stagnates until the lost packet is recuperated; only then the video goes on. Under RTP the loss of a packet induces the skipping of a frame, but the video goes on without any undue delay. The purpose of  Sergei’s approach is to combine both behaviors by adapting the TCP protocol. When a packet is lost, Sergei’s protocol will continue to ask for retransmission of the lost packets until the time of display has passed. If  the packet is resent in time, the video will continue without frame loss. If not, the video will continue with frame loss. The solution takes the best of both worlds by trying to re-transmit lost packets but maintaining the same timely flow without delays.
The specific interest lies in doing this on wireless networks. Wireless networks are much more sensitive to perturbations and the packet loss can be quite noticeable. Sergei has worked on a few protocols and is now performing measurements to present these during the PROGRESS symposium on October 22.

Alina has been working about 9 weeks on the project. She has studied the relevant areas in QoS. In order to place her work within the already ongoing research, she has made an inventory of the QoS projects at Philips Research and has presented that on one of our bi-weekly meetings. The perceived quality of a video depends on the quality of the network, the quality of the video rendering CPU and the quality of the rendered video, which are precisely the points the Philips projects are addressing. After this orientation, she is now looking at the state of the art in these three fields, by looking at the work at recent conferences. This will take till the end of November, after which we will make a definite choice for her first research subject. It seems most likely that Alina will concentrate more on the resource management inside the terminal, which includes access to the mechanisms developed e.g. by Sergei. With large scale integration still increasing exponentially, this will result in resource management inside a single chip. The advent of Systems on a Chip (SoC) opens up a completely new area of research where the available resources (network, bus, memory) must be tightly managed to obtain timely responses without over-dimensioning the underlying system. 

Embedding within organizations
Both students participate in relevant research groups and projects inside Philips and TU/e. Within Philips, they are part of the OASIS cluster that again is part of the IPA group within the IST sector at Philips Research, Natlab. Both visit the cluster meetings and are associated with a Philips project: Sergei is associated with the QOSIH project (Quality of Service for In-Home networks) and Alina will be associated with the MRM project (Multiple Resource Management), starting next year. This embedding enables them to actively participate inside the cluster and get more affinity with the questions raised by the in-home digital networks. The participation of Alina and Sergei is targeted at medium-term results. From Philips, their work is regarded as relevant alternatives to the ongoing work that allows the project to better motivate their final technical decisions.

Within the TU/e the students are part of the SAN expertise-area (System Architecture and Networking). One day a week is spent at the TU/e. Within SAN there is a weekly presentation of ongoing work on this day, so in this way they get to see work and people inside the group. Together with yet another PhD student from TU/e (Dmitri Jarnikov) and the two supervisors a QoS study group is formed that meets at least bi-weekly in the afternoon. Topics include discussions and presentations of work and discussion of relevant literature.

Plans

We will embed the work of the two PhD students within the work that is done in the context of scalable video coding and scalable video algorithms. In the first case the amount of transported video data (the quality of the video) is adapted to the network bandwidth (quality of the network). In the second case the amount of work done by the algorithm on the video (quality of the algorithm) is adapted to the CPU cycles available to the algorithm (quality of the CPU). 

For Sergei we plan to concentrate on transport protocols. Sergei will investigate what transport mechanisms are best suited given the application characteristics, the user perception and the network characteristics. The idea is that for a given application and delivered network quality a choice of a transport mechanism is made. This choice should fit with the perception the user has of the quality. Difficult problems are associated with the delay the user accepts, the delay (buffer size) the system can deliver, and the delay that is offered by the network. We can imagine that different transport classes are associated with the different layers of the video stream. Sergei will classify the different network classes, and video quality classes. Given this classification a set of corresponding network transport protocols will be developed together with good choices of other parameters, such as buffer sizes, deadlines and network budgets.

Alina’s plans are less fixed. We expect that she will first investigate how Earliest Deadline First (EDF) algorithms give a good mechanism to enforce budget constraints on the scalable algorithms. For the moment this has been done with rate monotonic scheduling, but the disadvantages are numerous. The correct setting is only possible under certain circumstances that preclude many budget settings. The expectation is that EDF gives a better flexibility and allows a better enforcement of quality adaptation, such as frame dropping or frame quality reduction.

While the project proceeds we will also introduce other concepts relevant to these quality issues like, for example, varying number of streams, storage location and other context dependencies.

Finally, we are currently setting up a website for the project.

