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Abstract

Multi-armed bandit tasks have been extensively used to model the problem of balancing exploitation and exploration. A most challenging variant of the MABP is the non-stationary bandit problem where the agent is faced with the increased complexity of detecting changes in its environment. In this paper we examine a non-stationary, discrete-time, finite horizon bandit problem with a finite number of arms and Gaussian rewards. A family of important ad hoc methods exists that are suitable for non-stationary bandit tasks. These learning algorithms that offer intuition-based solutions to the exploitation–exploration trade-off have the advantage of not relying on strong theoretical assumptions while in the same time can be fine-tuned in order to produce near-optimal results. An entirely different approach to the non-stationary multi-armed bandit problem presents itself in the face of evolutionary algorithms. We present an evolutionary algorithm that was implemented to solve the non-stationary bandit problem along with ad hoc solution algorithms, namely action-value methods with e-greedy and softmax action selection rules, the probability matching method and finally the adaptive pursuit method. A number of simulation-based experiments was conducted and based on the numerical results that we obtained we discuss the methods’ performances.
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1. Introduction

Consider the problem of an agent that is operating in an environment of incomplete information. The agent is frequently faced with the choice between maximizing its expected profits based on its current knowledge of its environment and trying to learn more about the environment in order to improve the quality of its decisions. This situation is widely known as the exploitation–exploration trade-off. The multi-armed bandit problem [1,2] is possibly the most generic setting in which this trade-off can be modeled. A decision-maker is repeatedly faced with \( n \) different choices or actions. Depending on the choice it made, it receives a stochastic reward. The agent’s goal is to maximize the sum or some other function of the series of rewards. Over the
years, the original multi-armed bandit problem was extended with a number of variations appearing in the literature. Gittins’ Markovian model was extended to a general continuous-time setting [3,4]. Banks and Sundaram in [5] suggested that a cost should be incurred when the controller switches from an alternative to another. Here the arms of the bandit are considered to be on-going projects. The incorporation of switching costs to the multi-armed bandit problem makes its solution much more complicated. Jun [6] surveys the literature on bandits with switching costs. Auer et al., [7] introduced the adversarial bandit problem. In this problem the rewards collected by the agent do not follow some probability distribution but are generated by an adversary in order to make things more complicated for the agent. The multi-armed bandit framework provided the way to model a wide range of real world problems such as dynamic pricing of a Web-store [8], and job assignment [9]. Azoulay-Schwartz et al. in [10] study the problem of optimally selecting a supplier in the context of electronic commerce from a bandit perspective. McCall and McCall [11] cast the problem of a person seeking employment at one of \( n \) different firms into the multi-armed bandit framework. Chulkov and Desai [12] use the bandit problem as a tool to aid their analysis of IT project failures. The optimal solution of the classical bandit problem was given by Gittins [2], who presented a method that required the calculation of complicated functions called dynamic allocation indices or more simply Gittins’ indices. Gittins proved that the optimal strategy is to select the choice with the highest index value assuming that the rewards are discounted exponentially, there are no switching costs and that each alternative has a particular distribution of rewards.

A most challenging variant of the MABP is the non-stationary bandit problem where the agent is faced with the increased complexity of detecting changes in its environment. In this problem formulation the reward generating process of the bandit’s arms do not remain the same throughout the task but undergo changes. A family of ad hoc methods well-suited for the non-stationary bandit problem exists that is of particular interest for numerous reasons. These learning algorithms do not balance exploration and exploitation in a sophisticated way but have the advantage of not relying on strong theoretical assumptions while in the same time can be fine-tuned to produce near-optimal results. Four well-known algorithms of this type and namely greedy action selection, softmax action selection, probability matching and adaptive pursuit method (see [13–15]) will be presented in subsequent sections. An entirely different approach to the multi-armed bandit problem presents itself in the face of evolutionary algorithms. We present an evolutionary algorithm that we implemented to solve non-stationary the multi-armed bandit problem. A number of simulation-based experiments were conducted and based on the numerical results that we obtained we discuss the ad hoc methods’ along with the evolutionary algorithm’s performances. The remaining material of this paper is organized as follows. In Section 2 we formally state the non-stationary multi-armed bandit problem that we study in this paper. Sections 3–3.5 are devoted to the presentation of the ad hoc techniques that we are going to use to solve the bandit problem. We present the evolutionary algorithm that we implemented in Sections 4–4.2. Numerical results from the experiments that we carried out for both the ad hoc methods and the evolutionary algorithm are located in Sections 5–5.3. These sections also contain the analysis and interpretation of our findings. Finally, Section 6 contains our concluding remarks.

2. The non-stationary multi-armed bandit problem definition

The non-stationary multi-armed bandit problem that we examined can be formally defined as follows. A decision-making agent is presented with \( n \) different actions, or controls \( a_i, i = 1, 2, 3, \ldots, n \). The agent is repeatedly asked to select one of the available actions for a finite number of decision-making epochs or episodes \( t_j, j = 1, 2, 3, \ldots, k \). The decision-maker is allowed to select only one action per episode. Immediately after each selection in a decision-making epoch, the agent is given a numerical reward \( r_{ij} \) dependent on the selected action. The reward on the \( j \)th episode, \( j < c \) and \( c \in (1, k) \), given that action \( a_i \) was selected, is chosen from a probability distribution with mean or expected reward \( Q_i(a_i) \). The actions’ expected rewards, \( Q_i(a_i), i = 1, 2, 3, \ldots, n \), are initially unknown to the agent. At some point \( t_e \) the actions’ expected rewards take on new values \( Q_i^*(a_i) \) and remain unchanged until the end of the task. The decision-maker’s objective is to maximize the sum of collected rewards \( J \)

\[
\max J = \max \sum_{j=1}^{k} r_{ij}. \tag{1.1}
\]
3. Ad hoc techniques

In Sections 3.2–3.5 we present four ad hoc techniques that can cope with non-stationarity in multi-armed bandit problems. These methods lack strong theoretical foundations but can be fine-tuned in order to produce near-optimal results, a quality that makes them very interesting, especially from a practitioner’s point of view. These methods are (i) the probability matching algorithm, (ii) the e-greedy action selection, (iii) the softmax action selection and finally, (iv) the adaptive pursuit method. The whole of these algorithms maintain estimates of the actions’ actual expected rewards \( Q^*(a_i) \) that are updated every time when action \( a_i \) is tried. For the rest of the paper we will call these estimates action value estimates. The following section presents a fundamental equation, the action value update rule.

3.1. Action value estimates update rule

For every available action \( a_i \), \( i = 1, 2, 3, \ldots, n \), the decision-making agent maintains an action value estimate \( Q_q(a_i) \), where \( q \) is the number of episodes that action \( a_i \) was selected. The action value estimates are initialized arbitrarily. After action \( a_i \) is selected for the \( q \)th time in episode \( t_j \) and the corresponding reward is observed, the action value estimate for this particular action is updated according to rule (1.2) while all the other action value estimates remain unchanged

\[
Q_q(a_i) = Q_{q-1}(a_i) + \beta[r_t - Q_{q-1}(a_i)].
\]

\( \beta \) is a positive parameter, \( 0 < \beta < 1 \), that can be either constant, or a function of time, \( \beta = \beta(t) = \frac{1}{t} \). The latter is called a sample-average method for estimating action values because each estimate is an average of the sample of rewards received from selecting action \( a_i \). As \( q \) reaches \( \infty \), by the law of large numbers \( Q_q(a_i) \) converges to \( Q^*(a_i) \), and thus makes the sample-average method suitable for stationary problems.

Constant \( \beta \) parameter method is called an exponentially-weighted average method and is well-tailored for use in non-stationary bandit tasks as the sequence \( \{Q_0, Q_1, \ldots, Q_q\} \), never converges completely but continues to display fluctuations in response to the most recently received rewards. For the case of constant \( \beta \) Eq. (1.2) can be written in the form

\[
Q_q(a_i) = (1 - \beta)^q Q_0 + \sum_{j=1}^{q} \beta (1 - \beta)^{q-j} r_j.
\]

From (1.3) one can observe that the estimate \( Q_q(a_i) \) is a weighted average of the initial guess \( Q_0 \) and the rewards that were collected in the past. The weight given to \( r_j \) decreases exponentially as the age of the observation increases. All the algorithms that will be presented in Sections 3.2–3.5 make use of the exponentially-weighted average method.

3.2. Probability matching technique

Perhaps the most straight-forward way to assign selection probabilities to the available actions is to make the selection probability \( P(a_i) \) of action \( a_i \) proportional to its current value estimate

\[
P_{t_j}(a_i) = \frac{Q_{t_j}(a_i)}{\sum_a Q_{t_j}(a)}.
\]

However, this approach does not exclude the possibility that at some point the probability with which a certain action is being selected reaches near 0, rendering this action practically unavailable to the agent for the rest of the task. That is exactly what needs to be avoided in a non-stationary bandit task. This problem can be dealt with simply by setting a minimum value \( P_{\text{min}} \) for all the selection probabilities. As a direct consequence, the highest value that any selection probability can take up now is: \( P_{\text{max}} = 1 - (n-1)P_{\text{min}} \), where \( n \) is the number of the agent’s alternatives. Bearing all of that in mind we derive the probability matching rule (see [15])

\[
P_{t_j}(a_i) = P_{\text{min}} + (1 - nP_{\text{min}}) \frac{Q_{t_j}(a_i)}{\sum_a Q_{t_j}(a)}.
\]
According to this technique all the selection probabilities are updated as shown in (1.5) in every episode \( t_j \). Despite the fact that the probability matching technique has the ability to detect changes made in non-stationary multi-armed bandit environments, it exhibits poor performance in terms of maximizing \( J \) for reasons that we will elaborate on in Section 5.1.

### 3.3. E-greedy action selection

The e-greedy action selection rule can be seen as a reasonable extension of the greedy action selection method, a well-known strategy of selecting actions in stationary bandit tasks. According to the greedy action selection rule the agent simply selects the action with the highest action value estimate at this time. This action is called the greedy action. The e-greedy action selection method incorporates the element of the explicit search of the decision space in random time intervals. To be more specific, in decision-making epoch \( t_j \) the e-greedy agent

- selects the greedy action with probability \( 1 - e \) or
- with probability \( e \), selects an action at random: 

\[
P(a = a) = \frac{1}{n}, \; i = 1, 2, 3, \ldots, n.
\]

The e-greedy action selection method is characterized by \( e \), a small positive parameter, \( 0 < e < 1 \). The value of \( e \) is selected by trial and error, usually in the space \( \{0.01, 0.1\} \). It is obvious that setting \( e = 0 \) results in the greedy action selection rule. High values of \( e \) will force the agent to make exploratory choices very often and as a result will prevent the agent from concentrating its choices to the optimal action, while on the other hand, give it the ability to react rapidly to changes that take place in its environment.

### 3.4. Softmax action selection

As it was illustrated in the former section, when the e-greedy action selection method explores, all available actions have equal probabilities to be chosen. In some bandit tasks, it might be better if actions with higher action values were made more likely to be selected, that is, if the probability of an action \( a_i \) to be selected in episode \( t_j \) was a function of its action value estimate \( Q_t(a_i) \) in that episode. Action selection methods of this type are called softmax action selection methods. The most popular softmax action selection method uses the Boltzmann distribution. In episode \( t_j \) the agent selects action \( a_k \) with probability

\[
P(a = a) = \frac{e^{Q_t(a)/T}}{\sum_{i=1}^{n} e^{Q_t(a)/T}}.
\]

\( T \) is a positive parameter called temperature. With proper adjustment of parameter \( T \), the softmax action selection method can be effectively applied to non-stationary bandit tasks. Relatively high temperatures result in nearly equiprobable actions. The lower the temperature is, the greater the difference in selection probability among actions with different action values is.

### 3.5. Adaptive pursuit method

Pursuit methods is a family of learning algorithms for the multi-armed bandit problem that were initially proposed by Thathachar and Sastry [17]. Thierens [15], offers a variant suitable for non-stationary environments called the adaptive pursuit algorithm. Similarly to the probability matching technique, all selection probabilities cannot fall under the threshold \( P_{min} \) or exceed the maximum value \( P_{max} = 1 - (n - 1)P_{min} \). According to the adaptive pursuit method, the probabilities are updated before the agent makes its selection. Let \( a_g \) be the greedy action in episode \( t_j \). The probability of selecting \( a_g \) is incremented towards \( P_{max} \), while all the remaining probabilities are decremented towards \( P_{min} \), ensuring that \( \sum_{i=1}^{n} P_{t_j}(a_i) = 1 \):

\[
P_{t_j}(a_g) = P_{t_j-1}(a_g) + \alpha(P_{max} - P_{t_j-1}(a_g)), \quad (1.7)
\]

\[
P_{t_j}(a_i) = P_{t_j-1}(a_i) + \alpha(P_{min} - P_{t_j-1}(a_i)), \quad \forall i \neq g. \quad (1.8)
\]
Again, \( \alpha \) is a small positive parameter, \( 0 < \alpha < 1 \). The action value estimates \( Q_t(a_i) \) are updated after the selection of an action and the observation of the reward. We remind that the action value estimates are exponentially-weighted averages of the corresponding rewards, as we saw in Section 3.1.

4. Evolutionary algorithm

Based on the fact that evolutionary algorithms have been successfully applied to a wide range of optimization problems, the multi-armed bandit problem appears to be a good candidate problem to be solved via an appropriately designed EA. Each individual of the population of such an application-specific algorithm would normally be a vector containing the action selection probabilities. In Sections 4.1–4.2 we present the evolutionary algorithm that was implemented in order to solve the non-stationary multi-armed bandit problem that we are facing. Related work can be found in the paper by Fogel and Beyer [16], who solve a kind of a stationary two-armed bandit problem with Gaussian payoffs for both arms by means of an evolutionary algorithm. Their intention was to determine whether evolution favors the maximization of expected gains or not.

The structure of the algorithm that we implemented is illustrated in Fig. 1. The algorithm’s population is a \( s \times n \) matrix with elements \( P_{q_i} \in \mathbb{R}, 0 \leq P_{q_i} \leq 1 \), \( \sum_{i=1}^{n} P_{q_i} = 1 \) \( \forall q = 1, 2, \ldots, s \), where \( n \) is the number of available actions and \( s \) the population size. Each row of the matrix corresponds to an individual, a vector whose elements are the selection probabilities of the available actions. After each individual has sampled from one of the \( n \) actions, all individuals are ranked in order of decreasing reward. The first \( e \) individuals in the ranking pass to the next generation with probability 1. We will call parameter \( e \) elite count. The observed rewards are then normalized and the selection operator is applied. In our algorithm we used stochastic uniform selection. The standard evolutionary algorithm operators were implemented as follows.

4.1. Crossover

With probability \( p_c, 0 < p_c < 1 \), select two individuals \( a \) and \( b \) with elements \( P_{ai} \) and \( P_{bi} \) respectively, \( i = 1, 2, \ldots, n \). \( p_c \) denotes the crossover probability.

- Create crossover mask \( m \), where \( m \) is a random reordering of the elements of \( a \).
- Create new individual \( c \):
  \[
P_{ci} = P_{bi} + r(P_{mi} - P_{bi}), \quad \forall i \in [1, n],
  \]
  where \( r \) is a random number uniformly distributed between 0 and 1:
  \[
r \sim U(0, 1).
  \]

4.2. Mutation

With probability \( p_m \) select individual \( a \) with elements \( P_{ai}, i = 1, 2, \ldots, n \), where \( p_m \) is the mutation probability.

![Fig. 1. Evolutionary algorithm structure.](image-url)
• Mutate individual $a$:

$$p_{ak} \leftarrow p_{ak} + r(1 - p_{ak}),$$

$$p_{ai} \leftarrow p_{ai} + r(0 - p_{ai}), \forall i \in [1, n], i \neq k,$$

where $k$ is a randomly selected element and $r$ uniformly distributed random variable between 0 and 1.

The parameters of the evolutionary algorithm are the population size $s$, the elite count $e$ and the crossover and mutation probabilities $p_c$ and $p_m$ respectively.

5. Results and discussion

We used a setting with 15 available actions, $n = 15$, in order to measure both the ad hoc methods’ and the evolutionary algorithm’s performance. The time horizon was set to 1200 episodes, $k = 1200$. All actions when selected in the time interval from $t = 0$ to $t = 499$ produce rewards that are normally distributed with a standard deviation of 1.0, and means that are shown in Table 1. $Q^i(a_i) \sim N(\mu_i, 1.0)$. The change point of our non-stationary bandit task is $t_c = 500$. From that point on the actions’ expected rewards are shifted to the values shown in Table 2 whereas their standard deviations remain unaltered.

The agent’s goal is to maximize the sum of rewards $J = \sum_{j=1}^{1200} r_j$. As one may notice, the optimal strategy for this bandit task is to select $a_{13}$ with a mean reward of 9.0 units for 500 episodes and then switch to $a_3$ with a mean reward of 10.0 units. In order for a learning algorithm which is applied to this problem to behave optimally, the algorithm should be able to waste as less time as possible in detecting the change in the bandit’s arms, and concentrate its pulls to the new optimal action. Things get more complicated for the agent by the existence of a relatively large number of available actions with mean rewards that are close to each other.

5.1. Ad hoc methods results

In this section we present and comment the numerical results we obtained by means of simulation-based experiments for the ad hoc methodologies. We are interested in two measures; the value of the objective function $J$ and the % fraction of simulation time that the agent behaved optimally. These two measures are not necessarily fully related as there are several sub-optimal actions in our example that yield relatively high rewards.

The probability matching algorithm is characterized by two parameters, the minimum selection probability $P_{\text{min}}$ and the parameter $\beta$ from Eq. (1.2). We tested four parameter configurations for this algorithm which are given in Table 3 along with the corresponding performance measures. As we can see from Table 3, the “short-sighted” ($P_{\text{min}} = 0.0001$, $\beta = 0.5$) probability matching algorithm had the best results. The agent managed to accumulate 7428 reward units with 17.16% optimality. This percentage reveals an inherent weakness of the probability matching algorithm. This method cannot excel in maximizing reward when the differences between the available actions’ values are relatively small something which is the case in our example. In general, we could argue that the probability matching algorithm will exhibit similar poor performance in a wide range of non-stationary bandit settings.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Mean rewards $\mu_i$ of actions $a_i$ for $t_0$ to $t_{499}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>1</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>1.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Mean rewards $\mu_i$ of actions $a_i$ for $t_{500}$ to $t_{1200}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i$</td>
<td>1</td>
</tr>
<tr>
<td>$\mu_i$</td>
<td>2.0</td>
</tr>
</tbody>
</table>
The parameters to be set for the e-greedy method are $e$, the probability with which the agent explicitly explores in an episode, and $b$ from the action value update rule. We carried out four trials of the e-greedy method with the parameter sets that are shown in Table 5. The best parameter set was found to be $e = 0.01$ and $b = 0.1$. With these parameters the e-greedy algorithm collected 10,464 reward units by selecting the optimal action approximately 8 times out of ten. By setting $e$ to the value of 0.01 we manage to balance the exploitation–exploration trade-off adequately as the agent has the ability to track the changes that take place in its environment quickly without spending much time in costly exploratory moves.

The parameters ($T$ and $\beta$) that we examined for the softmax selection method can be found in Table 4. It is reminded that high temperatures cause the agent to select actions nearly equiprobably while in the limiting case of $T \to 0$, the agent uses simple greedy action selection. Selecting the temperature is, in general, not as straightforward as the selection of $e$ in the e-greedy method as we must take into consideration the values of the actions’ expected rewards. Despite this somehow increased complexity of the softmax selection algorithm, it can be effectively fine-tuned in order to behave in a highly desirable manner. In the problem that we examined in this paper the softmax algorithm with $T = 0.3$ and $\beta = 0.3$ displayed 81.08% optimal action selection and $J = 10,980$. Note that setting $\beta$ to 0.3 results in the rapid decay of the effect that past rewards have on the computation of the actions’ expected rewards.

The parameters that we used to examine the performance of the adaptive pursuit algorithm together with the corresponding results are given in Table 6. The best results that we observed were $J = 10,896$ and 84%
optimality, for the parameter set $P_{\text{min}} = 0.001$, $a = 0.3$ and $b = 0.3$. Note that parameter $P_{\text{min}}$ can only take values less than $\frac{1}{n}$. In practice much smaller values of $P_{\text{min}}$ are required in order for the algorithm to work properly. Parameter $a$ is the rate with which the greedy action’s selection probability converges to $P_{\text{max}}$. Bandit tasks with very noisy reward signals generally require small values of $a$. In our example this is not the case, so we can allow a relatively high $a$ in order to increase the intensity of the exploitation.

The performances of the ad hoc methods with the best parameters are shown in a more compact form in Table 8.

### 5.2. Evolutionary algorithm results

Before we proceed to the presentation of the results obtained from the evolutionary algorithm we should point out some characteristics of the multi-armed bandit framework. The multi-armed bandit problem provides a setting where learning algorithms can be tested on-line. The term on-line indicates that the algorithm’s performance is not evaluated solely in terms of how good the final solution was, but also based on the quality of the solutions it derived during the learning process. Evolutionary algorithms typically maintain large populations of candidate solutions that are evaluated one by one. However, the knowledge that the algorithm acquires by trying actions in a bandit problem can only be exploited to maximize the objective function only across generations and not within them, as the individuals that yield relatively small rewards will not be removed from the population until the next generation of individuals. Therefore, anything but a small population of individuals would be grossly sub-optimal for the multi-armed bandit problem.

Operators such as crossover and mutation introduce random changes to the population and are therefore responsible for the explicit search of the decision space. However, it is also important to prevent the random modification of individuals that yield high rewards. That is why the number of individuals that pass deterministically to the next generation, $e$ (elite count), also plays an important role to the evolutionary algorithm’s performance. This parameter guarantees that individuals with large rewards will survive to the next generation. The parameter sets that we used for the evolutionary algorithm along with the corresponding performance measures are shown in Table 7. The best parameter set for the evolutionary algorithm appears to be population size 10, elite count 2, $p_c = 0.1$ and $p_m = 0.1$. These parameters achieve a total reward of 10,104 units with 78.33% optimality.
5.3. Ad hoc methods – evolutionary algorithm results

We present the results for both the ad hoc techniques and the evolutionary algorithm with the best parameters in Table 9. The methods’ measures of performance are presented graphically in Fig. 2. The first thing that someone notices is that all the methods except the probability matching algorithm performed very well. The adaptive pursuit algorithm ranks first with a 84.0% optimal action selection. The numerical results that we obtained indicate that despite the absence of theoretical guarantees of optimality, the ad hoc methods that we tested can excel in solving non-stationary multi-armed bandit problem of this type. The evolutionary algorithm that we presented also proved to be well-behaved for this problem as it succeeded in choosing the optimal action approximately 78 times out of 100. However, compared to the ad hoc methods we must note that the relatively large number of parameters complicates the process of fine-tuning the algorithm in order to obtain the best possible results for the non-stationary multi-armed bandit problem.

6. Conclusions

We examined a 15-armed non-stationary bandit problem with Gaussian rewards. The time horizon was set to 1200 epochs, while the change in the arms’ reward distributions takes place in episode number 500. Four important ad hoc methods for solving the non-stationary bandit problem were presented: probability

<table>
<thead>
<tr>
<th>Method</th>
<th>J</th>
<th>% Optimality</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-greedy, $\epsilon = 0.01$, $\beta = 0.1$</td>
<td>10,464</td>
<td>78.9167</td>
</tr>
<tr>
<td>Softmax, $T = 0.3$, $\beta = 0.3$</td>
<td>10,980</td>
<td>81.08</td>
</tr>
<tr>
<td>Pursuit, $P_{\text{min}} = 0.001$, $a = 0.3$, $\beta = 0.3$</td>
<td>10,896</td>
<td>84.00</td>
</tr>
<tr>
<td>Probability matching, $P_{\text{min}} = 0.0001$, $\beta = 0.5$</td>
<td>7428</td>
<td>17.16</td>
</tr>
<tr>
<td>EA, $s = 10$, $e = 2$, $p_e = 0.1$, $p_m = 0.1$</td>
<td>10,104</td>
<td>78.33</td>
</tr>
</tbody>
</table>

![ADHOC METHODS - EA % AVERAGE OPTIMALITY](image-url) Fig. 2. Ad hoc methods – EA% average optimality chart.

5.3. Ad hoc methods – evolutionary algorithm results

We present the results for both the ad hoc techniques and the evolutionary algorithm with the best parameters in Table 9. The methods’ measures of performance are presented graphically in Fig. 2. The first thing that someone notices is that all the methods except the probability matching algorithm performed very well. The adaptive pursuit algorithm ranks first with a 84.0% optimal action selection. The numerical results that we obtained indicate that despite the absence of theoretical guarantees of optimality, the ad hoc methods that we tested can excel in solving non-stationary multi-armed bandit problem of this type. The evolutionary algorithm that we presented also proved to be well-behaved for this problem as it succeeded in choosing the optimal action approximately 78 times out of 100. However, compared to the ad hoc methods we must note that the relatively large number of parameters complicates the process of fine-tuning the algorithm in order to obtain the best possible results for the non-stationary multi-armed bandit problem.

6. Conclusions

We examined a 15-armed non-stationary bandit problem with Gaussian rewards. The time horizon was set to 1200 epochs, while the change in the arms’ reward distributions takes place in episode number 500. Four important ad hoc methods for solving the non-stationary bandit problem were presented: probability
matching, e-greedy action selection, softmax selection and finally, adaptive pursuit method. We also implemented an evolutionary algorithm that was applied in the same problem. In order to study the algorithms’ performance we conducted a series of experiments. All ad hoc methodologies besides the probability matching algorithm achieved optimality at the level of 80%, with the adaptive pursuit technique ranking first. The evolutionary algorithm performed very well, displaying 78.3% optimality in selecting actions. The most important issue when applying these methodologies in a non-stationary bandit task is determining the best parameters for each method, as the performance of each method is greatly affected by parameter selection.
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