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VIII Contents
In 1955, Chevalley [66] published constructions of simple groups of Lie type from Lie algebras. Around that time, Dieudonné [118] had already published constructions of the classical groups and had started to focus on their geometric interpretation [119]. The universal geometric counterpart though was provided by Tits, whose approach and way of thinking by then began to transpire through lectures and papers such as [279]. However, the full extent of his constructions as well as the geometric classification of groups of Lie type (at least for rank at least 3) became available through [285]. This is his first comprehensive work on buildings, and deals primarily with the classification of spherical buildings of rank at least three. Later work, using joint work with Bruhat, Tits [289] took care of the classification of buildings of affine type and rank at least four (see [305] for an excellent account). Their automorphism groups are infinite groups, and we will only provide a simple example of the kind of geometry involved. One of the surprising aspects that came forward from Tits’ work on buildings is the notion of a diagram. Diagrams prescribe what the geometries underlying the groups of Lie type look like locally. Here, a geometry is an abstract object, little more than a multipartite graph, and the local information alluded to concerns residues, that is, subgeometries induced on the set of vertices adjacent to a set of mutually adjacent vertices of that graph. In the case of bipartite graphs, the geometry is a so-called generalized polygon. As the word indicates, this is a very natural generalization of polygons. Generalized 3-gons, for instance, are projective planes. The ordinary 3-gon, a combinatorial triangle, is a generalized 3-gon and can be viewed as the smallest projective plane. Moreover, projective planes contain hoards of triangles.

In the classification of (non-abelian) finite simple groups, the groups of Lie type play a crucial role, simply because, apart from these and the alternating groups, there are only 26 more—the so-called sporadic groups. Buekenhout launched the idea of employing the diagrammatic description of the geometries for groups of Lie type to a wider class of groups, preferably one that would lead to a classification of the finite simple groups by diagram geometry. By judiciously extending the classes of bipartite graphs allowed as residues, the right diagrams might occur that would fit all simple groups rather than just those of Lie type. The idea led to a flurry of activities, ranging from
the construction of diagram geometries on the basis of known groups and a
system of their subgroups to the classification of all geometries pertaining to
a given diagram. Although quite a few diagrams have been found for finite
simple groups and quite a few interesting classifications of geometries have
seen the light, the classification of finite simple groups has been completed
without a satisfactory framework offered by diagram geometry. Nevertheless
diagram geometry structured several characterizations of individual sporadic
groups, and provided tools that are useful for geometric alternatives to cer-
tain existing parts of the classification. Besides, a lot of finite group theory
is of a very geometric nature, although the proofs are not always formulated
in the associated terminology.

Incidence geometry, though, has beauty in its own right. This is not only
reflected by quite intriguing diagrams for several simple groups, but also by
striking axioms characterizing spaces related to classical geometries. Most
impressive is the Buekenhout-Shult description of a polar space by means of
the single condition that, for each line and each point off that line, either one
or all points of the line are collinear with the point. From this axiom, together
with some light nondegeneracy conditions, the full building belonging to any
classical group distinct from a special linear group and of rank at least two
(that is, having a subspace of dimension at least two in the natural repre-
sentation space of the group on which the invariant defining form completely
vanishes) can be reconstructed. Besides, whereas diagram geometry functions
best in cases where ranks are finite, much of the polar space approach remains
valid for spaces of arbitrary rank. The construction of geometries from spaces
with few axioms is a major theme of diagram geometry. In this respect, the
root filtration spaces form the counterpart of polar spaces. Their axioms are
more involved, but examples exist for all finite groups of Lie type of rank at
least two and distinct from $^{2}F_4$. In this book, these spaces are introduced and
enough properties are derived so as to be able to characterize spaces related
to projective spaces and to line Grassmannians of polar spaces.

This book provides a self-contained introduction to diagram geometry.
The first three chapters are spent on the basic theory. The fourth chapter
shows the tight connection with group theory; it deals with thin geometries,
which are very close to quotients of Cayley graphs of Coxeter groups. These
geometries are abundant in buildings, like the triangles in projective planes.

We then treat projective and affine geometry in two chapters. These are
geometries with a linear diagram and linear shadow spaces, which implies
that they are matroids. This opens the door to variations of the geometries
connected with buildings. We restrict ourselves to a limited number of vari-
ations, just enough to give the flavor of combinatorial structures like Steiner
systems in the context of diagram geometry. The last four chapters are de-
voted to polar spaces. Their complete classification is found in Tits [285].
Here we use a different approach, starting with Veldkamp’s method [296] of
embedding the polar space in a projective space. There are exceptions, such
as the polar spaces whose projective planes are not Desarguesian, to which we devote little attention. This reflects the idea that the book is primarily an introduction to diagram geometry and the associated synthetic treatment of fascinating geometric spaces. The intention is to give a flavor of the topic rather than an exhaustive treatment. The references to the literature in the Notes sections are meant to enable the interested reader to further knowledge in several directions. The final chapter gives a brief introduction to the theory of buildings and shows that every spherical building of rank at least three is connected with a root filtration space.

The switching of viewpoints within a single geometry by use of the diagram leads to axiom systems of various kinds for the classical geometries. As mentioned above, the root filtration spaces are special among these as every possible finite group of Lie type acts almost faithfully on such a space. A representative collection of these spaces is directly related to the Lie algebras introduced by Chevalley. It is the purpose of the second author to complete a second volume dedicated to these spaces and the non-classical geometries of spherical Coxeter type. Preliminary versions of this book, including the intended chapters of the second volume, have been available on the internet for over fifteen years. We are very grateful to comments received by enthusiastic readers and acknowledgments in the form of references to such a volatile site as the place where the individual chapters were to be found. We hope the readers will be pleased that—at least the first part of—the internet version has finally been turned into a book.

We thank
(1) the person who has inspired and stimulated us most to write the book: Jacques Tits;
(2) three persons who have greatly contributed: Gábor Ivanyos, Ralf Köhl (né Gramlich), Antonio Pasini;
(3) the people who have helped in one way or another: Andries Brouwer, Philippe Cara, Hans Cuypers, Chris Fisher, Jonathan Hall, Simon Hugenberg- berger, Cécile Huybrechts, William Kantor, Jan Willem Knopper, Dimitri Leemans, Shoumin Liu, Scott Murray, Jos in’t Panhuis, Erik Postma, Ernest Shult, Rudolf Tange, Hendrik Van Maldeghem, Jean-Pierre Tignol, David Wales.
(4) Joachim Heinze and Ute Motz at Springer-Verlag for their continued interest and infinite patience over the years.
Each of the eleven chapters end with a section of exercises and a section of notes. Exercises that are deemed hard are indicated by a $\uparrow$ in the margin; those that are deemed computationally intensive by a $\downarrow$. 
1. Geometries

The fundamental structure in this book is a geometry. We look at a geometry as an incidence system: abstract objects that are related by means of incidence. The concept of a point lying on a line is carried over to the more abstract notion of an element of type point being incident to an element of type line. The basic ideas and definitions are given in this chapter. The usual related concepts like homomorphisms and subgeometries, and less general concepts such as connectedness and residues, are introduced. The important notion of residual connectedness is described in different but equivalent ways (Corollary 1.6.6).

Many of the examples we give display a lot of symmetry. In the later sections of this chapter, we show how the automorphism group of such a highly symmetric geometry can be used for a complete description of the geometry in terms of this group and some of its subgroups. Towards the end of the chapter, we describe how properties like residual connectedness can be expressed in term of these subgroups (Corollary 1.8.13).

1.1 The concept of a geometry

In this book, the word geometry is used in a technical sense, just as words like topology and algebra. It provides a generalization of the concept of incidence. In a broader context, it would be appropriate to speak of an incidence geometry, but in this book, there is no danger of confusion.

A geometry consists of elements of different types such as points, lines, planes (or vertices, edges, faces, cells, or subspaces of dimension $i$ where $i$ is an integer). In this context, the reader should momentarily abandon the usual physical viewpoint according to which a line is a set of points, an edge is a set of two vertices, and so on. The same status will be given to each of the different types of elements. Afterwards, we can assign the role of basic elements, traditionally played by points and lines, to any of these types.

**Example 1.1.1** See Figure 1.1 for a picture of the cube. Let $\varepsilon_1$, $\varepsilon_2$, $\varepsilon_3$ be the standard basis of the Euclidean vector space $\mathbb{R}^3$ and consider the cube $\Gamma$ whose 8 vertices are the vectors $\pm \varepsilon_1 \pm \varepsilon_2 \pm \varepsilon_3$. The edges (faces) of $\Gamma$ can be viewed as pairs (respectively, quadruples) of vertices. By replacing
each edge and face by its barycentric vector (up to a suitable scaling by a scalar multiple) in the physical cube, we can visualize $\Gamma$ by 26 vectors: the 8 vectors corresponding to vertices, the 12 vectors $\pm 2\varepsilon_i \pm 2\varepsilon_j$ ($1 \leq i < j \leq 3$) corresponding to edges, and the 6 vectors $\pm 2\varepsilon_i$ ($1 \leq i \leq 3$) corresponding to faces. Incidence between elements of $\Gamma$ can now be visualized as a line segment connecting two vertices. There are 72 line segments representing incident pairs of elements and 48 triangles representing incident triples.

![Fig. 1.1. The cube geometry](image)

In general, incidence is a symmetric, reflexive relation on the set of elements with no two elements of the same type incident. The rank of a geometry is the number of distinct types of elements. This number is almost always assumed to be finite. We use this word rather than dimension because the latter has several classical meanings which might not agree with this definition. We often use natural numbers for types; otherwise, types are written in a special font.

**Example 1.1.2** The Euclidean affine plane $E^2$ provides a rank two geometry with types point and line which we call the real affine plane. The Euclidean affine space $E^3$ provides a rank three geometry with types point, line, and plane which we call the real affine geometry of rank three. The Euclidean distance plays no role here.

**Example 1.1.3** A polygon in the Euclidean plane is loosely defined as a 2-dimensional simply connected shape whose boundary is made up of a finite number of points, called vertices, and line segments, called edges, such that each vertex is on exactly two line segments. Similarly, a polyhedron in the Euclidean space is a 3-dimensional simply connected shape whose boundary is made up of a finite number of vertices, edges (line segments again), and polygons in planes (called faces), such that each edge is on exactly two faces. It provides a rank three geometry whose types are vertex, edge, face. Well-known examples are pyramids, prisms, the tetrahedron, and the octahedron.
Figure 1.2 illustrates two other famous examples: the icosahedron and the dodecahedron. These are dual to each other in the sense that, replacing the names \textit{vertex, face} by \textit{face, vertex}, respectively, we obtain each geometry from the other.

Example 1.1.4 An edge-to-edge tiling or \textit{tessellation} of $\mathbb{E}^2$ by polygons gives a rank three geometry whose types are \textit{vertex, edge, face}. The familiar pattern of a brick wall is not edge-to-edge. Well-known examples that we will come across later are the three regular tessellations with equilateral triangles, squares, and regular hexagons, respectively. Figure 1.3 gives one more tessellation.
Example 1.1.5 A face-to-face tessellation of $\mathbb{E}^3$ by polyhedra provides a rank four geometry whose types are vertex, edge, face, cell. The typical example is built up from cubes (as cells). Figure 1.4 depicts a less obvious example, in which all cells are copies of a so-called truncated octahedron.

Fig. 1.4. A tiling of Euclidean space by truncated octahedra

Remark 1.1.6 There may be more than one way to view a familiar geometric object as a geometry. The cube, for instance, is a rank three geometry in the guise of a polyhedron, but a rank two geometry when the faces are disregarded. Also the polyhedron with 26 vertices (the vectors), 72 edges (the lines joining vectors representing incident elements of the cube), and 48 triangles of Figure 1.1 can be interpreted as the rank three cube geometry.

1.2 Incidence systems and geometries

In this section we give the formal definition of a geometry. It is close to the notion of a multipartite graph.

For the duration of the section, $I$ will be a set, called the type set. It need not be finite. Its elements as well as its subsets are called types.

Definition 1.2.1 A graph is a set of vertices (singular: vertex) with a family of (unordered) pairs of distinct vertices, called edges. Two vertices $x$, $y$ are called adjacent if $\{x, y\}$ is an edge; we also express this fact by saying that $y$ is a neighbor of $x$.

A graph is fully determined by the pair $(V, E)$, where $V$ is the vertex set and $E$ is the edge set, but also by $(V, \sim)$, where $V$ is as before and $\sim$ is the adjacency relation. For $\sim$ we use infix notation, so $x \sim y$ means the same as $\{x, y\} \in E$. 
A graph is called **bipartite** if its vertex set can be partitioned into two non-empty subsets, $X_1$ and $X_2$, such that there are no edges inside $X_1$ nor inside $X_2$. More generally, a graph with vertex set $X$ is called **multipartite** with partition $(X_i)_{i \in I}$ if $X$ is partitioned into non-empty subsets $X_i$ ($i \in I$) such that, for each $i \in I$, there are no edges inside $X_i$.

A **complete graph** is a graph in which all pairs of vertices are edges. A **partial subgraph** of a graph $(V,E)$ is a graph $(V',E')$ with $V' \subseteq V$ and $E' \subseteq E$. If $A$ is a subset of $V$, then the **subgraph** of $(V,E)$ **induced** on $A$ is the pair $(A, E \cap (A \times A))$. If the subgraph is a complete graph, then $A$ is often referred to as a **clique**.

**Definition 1.2.2** A triple $\Gamma = (X, *, \tau)$ is called an **incidence system** over $I$ if

1. $X$ is a set (its elements are also called **elements** of $\Gamma$);
2. $*$ is a symmetric and reflexive relation on $X$; it is called the **incidence relation** of $\Gamma$, usually written as an infix operator; so, for $x, y \in X$, incidence between them is denoted $x * y$;
3. $\tau$ is a map from $X$ to $I$, called the **type map** of $\Gamma$, such that distinct elements $x, y \in X$ with $x * y$ satisfy $\tau(x) \neq \tau(y)$; members of the pre-image $\tau^{-1}(i)$ are called elements of **type** $i$, or $i$-**elements**.

In an incidence system $\Gamma = (X, *, \tau)$ over $I$, the set $X$ is the disjoint union of the sets $X_i = \tau^{-1}(i)$, the inverse image of $i$ under $\tau$, for $i \in I$. Thus, $(X, *)$ is a multipartite graph with partitioning $(X_i)_{i \in \tau(X)}$. (The types in the codomain $I$ of $\tau$ that are not in the image $\tau(X)$ play an insignificant role; we usually have $I = \tau(X).$) The concept is illustrated by Figure 1.5, where a picture of a geometry associated with the tetrahedron is drawn. Here, incidence is represented by edges; incidence of an element with itself is not drawn.

![Fig. 1.5. The tetrahedron geometry of rank three pictured as a polyhedron in $\mathbb{E}^3$](image-url)
1. Geometries

For an incidence system $\Gamma$ over $I$, in which $\tau$ is surjective, we also write $((X_i)_{i \in I}, *)$ instead of $(X, *, \tau)$, suppressing $\tau$. Observe that $X = \bigcup_{i \in I} X_i$ and that $\tau(X_i) = \{i\}$ for each $i \in I$, so that indeed $\Gamma$ is uniquely determined by the pair $((X_i)_{i \in I}, *)$. The incidence relation $*$ on each $X_i$ is the identity, so the new description of $\Gamma$ is close to a multipartite graph but differs from it in two ways:

1. Although the parts $X_i$ are distinguished, the type map $\tau$ does not exist on a multipartite graph and is made explicit in $\Gamma$.
2. The vertices of the multipartite graph are not adjacent to themselves but are incident in $\Gamma$.

**Definition 1.2.3** Let $\Gamma = (X, *, \tau)$ be an incidence system over $I$. The set $I$ is called the **type** of $\Gamma$ and the cardinality of $I$ is called the **rank** of $\Gamma$, and denoted by $\text{rk}(\Gamma)$.

If $A \subseteq X$, we say that $A$ is of **type** $\tau(A)$ and of **rank** $|\tau(A)|$, the cardinality of $\tau(A)$, denoted by $\text{rk}(A)$. The **corank** of $A$ is the cardinality of $I \setminus \tau(A)$.

Given $Y \subseteq X$, we write $Y^*$ for the set of all elements incident with every member of $Y$. For $x \in X$, we sometimes write $x * Y$ instead of $x \in Y^*$. We also write $x^*$ instead of $\{x\}^*$.

The graph with vertex set $X$ whose edges are the unordered pairs $\{x, y\}$ of distinct vertices $x, y$ with $x * y$ is called the **incidence graph** of $\Gamma$.

A **flag** of $\Gamma$ is a set of mutually incident elements of $\Gamma$. Flags of $\Gamma$ of type $I$ are called **chambers**.

The type of the set $X$ of elements of the incidence system $\Gamma$ coincides with $I$, the type $\Gamma$, if and only if the type map $\tau$ is surjective.

In an incidence system $\Gamma$ over $I$, the restriction of the type map to every flag of $\Gamma$ is an injection. For, a flag of $\Gamma$ has at most one element of each type.

If $\sim$ denotes the relation on $X$ of being distinct and incident, then, with the notation of Definition 1.2.1, the incidence graph is $(X, \sim)$. Moreover, flags are cliques.

The 48 chambers of the cube of Example 1.1.1 are displayed as the triangles in Figure 1.1.

The word flag is inspired by the visualization in Figure 1.6 of a flag in a projective geometry but can be based on the real affine space of Example 1.1.2 as well. The point of the flag is the ball at the top, the line of the flag is the pole with that top, and the plane is the cloth of the flag. A typical example of a flag in $\mathbb{E}^3$ is a triple consisting of a point, line, and plane such that the point is on the line and the line is on the plane (because then the point is also incident with the plane).
1.2 Incidence systems and geometries

Remark 1.2.4 By Zorn’s Lemma, every flag is contained in at least one maximal flag, that is, a flag not properly contained in any other flag.

In an incidence system, chambers are maximal flags. In general, however, the converse does not hold: Exercise 1.9.3 gives examples of incidence systems over \( I \) in which maximal flags exist that do not have type \( I \).

Definition 1.2.5 Let \( \Gamma \) be an incidence system over \( I \). If every maximal flag of \( \Gamma \) is a chamber, then \( \Gamma \) is called a geometry over \( I \).

In terms of the incidence graph, an incidence system is a geometry if and only if the image under the type map of every maximal clique is \( I \). In this case, the type map is surjective.

Example 1.2.6 Figure 1.7 shows the usual picture of a tetrahedron in Euclidean affine space \( \mathbb{E}^3 \) and Figure 1.5 represents the geometry by a polyhedron in \( \mathbb{E}^3 \) having \( 4 + 6 + 4 = 14 \) vertices (elements) and \( 4 \times 3 \times 2 = 24 \) triangular faces (chambers of the geometry).

As an abstract geometry, it is the special case \( n = 4 \) of the geometry \( (X_1, \ldots, X_{n-1}, \ast) \) over \([n-1]\) that we define below for each \( n > 1 \). Here and elsewhere, \([n]\) denotes the set \( \{1, \ldots, n\} \), and \( \binom{n}{k} \), for a set \( X \) and a number \( k \), the collection of subsets of \( X \) of size \( k \). Now \( X_i = \binom{[n]}{k} \) for \( i \in [n-1] \) and \( \ast \) is defined by \( U \ast W \) if and only if either \( U \subseteq W' \) or \( W \subseteq U \). It has \( 2^n - 2 \) elements and \( n! \) chambers.

The condition defining the incidence relation \( \ast \) is called symmetrized inclusion. More generally, the symmetrized version of a relation \( \sim \) will be the relation \( \sim' \) given by \( x \sim' y \) if and only \( x \sim y \) or \( y \sim x \).

Definition 1.2.7 A geometry \( \Gamma \) is firm (respectively, thick) if every flag of type other than \( I \) is contained in at least two (respectively, three) distinct chambers of \( \Gamma \). It is called thin if every flag of type \( I \setminus \{i\} \) for some \( i \in I \) is contained in exactly two chambers of \( \Gamma \).
Example 1.2.8 A polygon in $\mathbb{E}^2$ is a familiar rank two geometry. It is thin. Its incidence graph is again a polygon, with twice as many vertices as the original. Let $n \in \mathbb{N}$, $n \geq 2$. The polyhedron in the Euclidean affine space $\mathbb{E}^3$ for $n = 3$, and, more generally, the polytope in $\mathbb{E}^n$, are thin geometries of rank $n$.

Remark 1.2.9 Although we almost always work with firm geometries, we give two cases where non-firm geometries naturally occur. First, the unfolding of a polyhedron in an elementary and practical view, as depicted in Figure 1.8. This is a geometry with 14 vertices, 19 edges, and 6 faces, which is not firm. Second, a chamber, viewed as a subgeometry of a geometry (Definition 1.4.1), is clearly not firm.

1.3 Homomorphisms

In geometry, as in every structure theory, the concepts of homomorphism, isomorphism, and automorphism are essential. We also need homomorphisms of a more general kind, called weak homomorphisms. Fix a type set $I$ and an incidence system $I' = (X, \ast, \tau)$ over it.
Definition 1.3.1 Let $\Gamma' = (X', \cdot', \cdot')$ be an incidence system over $I'$. A weak homomorphism $\alpha : \Gamma \to \Gamma'$ is a map $\alpha : X \to X'$ such that, for all $x, y \in X$,

1. $x \cdot y$ implies $\alpha(x) \cdot' \alpha(y)$;
2. $\tau(x) = \tau(y)$ if and only if $\tau'(\alpha(x)) = \tau'(\alpha(y))$.

If, in addition, $I = I'$ and $\tau(x) = \tau'(\alpha(x))$ for all $x \in X$, then $\alpha$ is called a homomorphism.

Properties like injectivity applied to the weak homomorphism $\alpha$ will be understood to apply to the underlying map $X \to X'$. An injective homomorphism $\alpha : \Gamma \to \Gamma'$ of incidence systems is also called an embedding of $\Gamma$ into $\Gamma'$.

A bijective weak homomorphism $\alpha$ whose inverse $\alpha^{-1}$ is also a weak homomorphism is called a correlation. If $\alpha$ is a homomorphism and a correlation, then we call $\alpha$ an isomorphism and write $\Gamma \cong \Gamma'$. In this case $\alpha^{-1}$ is also an isomorphism.

The correlations of $\Gamma$ onto itself, called auto-correlations, form a group, denoted by $\text{Cor}(\Gamma)$, whose multiplication is composition of maps. The isomorphisms of $\Gamma$ onto itself, called automorphisms, also form a group, denoted $\text{Aut}(\Gamma)$.

Remark 1.3.2 A weak homomorphism $\alpha : \Gamma \to \Gamma'$ preserves incidence and sends elements of the same type in $I$ to elements of the same type in $I'$. If $\tau$ is surjective, then $\alpha$ induces a map $\alpha_I : I \to I'$. In case $I = I'$ and $I = I'$, the restriction of the map $\alpha \mapsto \alpha_I$ to $\text{Cor}(\Gamma)$ is a homomorphism $\text{Cor}(\Gamma) \to \text{Sym}(I)$ of groups, with kernel $\text{Aut}(\Gamma)$. Here, $\text{Sym}(X)$ denotes the group of all permutations of a set $X$, where a permutation of $X$ is a bijection $X \to X$. For, an auto-correlation $\alpha$ of $\Gamma$ is an isomorphism if and only if it fixes types, that is, is the identity on $I$. In particular, the group $\text{Aut}(\Gamma)$ is a normal subgroup of $\text{Cor}(\Gamma)$.

Example 1.3.3 Let $\Delta$ be the rank two geometry consisting of the 20 vertices and 30 edges of the dodecahedron $D$, drawn in the right hand side of Figure 1.2. Identifying opposite elements of $D$ we obtain a natural homomorphism $\alpha$ from $\Delta$ onto the famous Petersen graph $\text{Pet}$ with 10 vertices and 15 edges, depicted twice in Figure 1.9.

This can be verified by labelling the vertices of $D$ with ordered pairs $(i, j)$ for distinct $i, j \in [5]$, in such a way that the vertices labelled $(i, j)$ and $(k, l)$ form an edge if and only if there is an even permutation of $[5]$ moving $(i, j, k, l)$ to $(1, 2, 3, 4)$. This labeling is given in Figure 1.10. The Petersen graph can be described as the vertex set $\{\{i, j\} \mid 1 \leq i < j \leq 5\}$ with $\{i, j\}$ and $\{k, l\}$ joined by an edge if and only if $\{i, j\} \cap \{k, l\} = \emptyset$. In this set-up, there is a homomorphism $\alpha : \Delta \to \text{Pet}$ determined by $\alpha((i, j)) = \{i, j\}$.
The map interchanging \((i, j)\) and \((j, i)\) for all \(i, j\) clearly induces an automorphism \(z\) of order two of \(\Delta\). The group \(\text{Aut}(\Delta)\) is a direct product \(C_2 \times \text{Alt}_5\) of the cyclic group \(C_2\) of order two generated by \(z\) (in general, \(C_n\) denotes the cyclic group (that is, a group generated by a single element) of order \(n\)) and the alternating group \(\text{Alt}_5\) (that is, the group of all even permutations of [5]). The group \(\text{Aut}(\text{Pet})\) is isomorphic to the symmetric group \(\text{Sym}_5\) on five letters. The element \(z\) maps onto the identity on Pet, but new automorphisms (induced by odd permutations) appear.

**Example 1.3.4** The homomorphism \(\alpha : \Delta \rightarrow \text{Pet}\) of Example 1.3.3 maps the 12 faces of \(D\) into six circuits of length 5. There are 12 circuits of length 5 on the Petersen graph falling into two classes: those coming from a face of \(D\) and the six others (each coming from a shortest path in \(D\) from a vertex to its opposite). Two members of the same class share a unique edge. Automorphisms coming from odd permutations in \(\text{Sym}_5\) interchange the two classes, while those coming from even permutations (\(\text{Alt}_5\)) preserve them. The rank three geometry consisting of the vertices and edges of Pet and one of these classes of circuits of length 5 is called a **hemi-dodecahedron**. The map \(\alpha\) provides a homomorphism from \(D\) onto the hemi-dodecahedron built from one of the two classes. But symmetry suggests that, for the other class of six circuits of length 5, there must be another rank three geometry isomorphic to \(D\) and a surjective weak homomorphism \(\alpha'\) from it onto the other.
hemi-dodecahedron on Pet. This geometry is realized by the **great stellated dodecahedron** whose vertices are the same as those of the dodecahedron but whose faces are star-shaped pentagons (so-called **pentagrams**). See Figure 1.11.

**Fig. 1.11.** The great stellated dodecahedron

**Definition 1.3.5** Let $A$ be a permutation group on a set $X$, that is, a subgroup of the group $\text{Sym}(X)$ of all permutations of $X$. A minimal $A$-invariant subset of $X$ is called an **$A$-orbit** of $X$. The collection of all $A$-orbits is denoted by $X/A$.

Suppose that $A$ is a group of automorphisms of $\Gamma$. The quotient incidence system of $\Gamma$ by $A$ is the incidence system $\Gamma/A = (X/A, */A, \tau/A)$ over $I$, where two orbits $Ax$ and $Ay$ of $x$, $y \in X$, respectively, are incident with respect to $*/A$ if there are $x' \in Ax$ and $y' \in Ay$ with $x' * y'$, and $\tau/A$ maps $Ax$ to $\tau(x)$.

More generally, let $E$ be an equivalence relation defined on $X$ such that $(x, y) \in E$ implies $\tau(x) = \tau(y)$ whenever $x, y \in E$. The quotient incidence system of $\Gamma$ by $E$ is the incidence system $\Gamma/E = (X/E, */E, \tau/E)$ over $I$, where $X/E$ is the set of equivalence classes of $E$, two classes $e$, $f$ are incident with respect to $*/E$ if there are $x \in e$ and $y \in f$ with $x * y$, and $\tau/E$ maps $e$ to $\tau(x)$ for $x \in e$.

Indeed, $\Gamma/E$ is an incidence system over $I$ and $\Gamma/A$ is the special case of $\Gamma/E$, where $E$ is defined by $(x, y) \in E$ if and only if the $A$-orbits of $x$ and $y$ coincide.

The map sending an element to its equivalence class under $E$ defines a surjective homomorphism from $\Gamma$ to $\Gamma/E$, and so this quotient is also the image of an incidence system homomorphism in the sense of Definition 1.3.1.
Example 1.3.6 The hemi-dodecahedron of Example 1.3.4 is the quotient of the dodecahedron (viewed as a rank three geometry) by the group of order two generated by $z$.

We will construct more examples of this kind, starting from the following thin geometry $\Gamma := (Y_1, Y_2, \ldots, Y_n, *)$, where $n \in \mathbb{N}$. For $j \in [n]$, an element of $Y_j$ is a vector $x$ of $\mathbb{R}^n$ of the form $x = \sum_{i \in J} \varepsilon_i x_i$, where $J \in \binom{[n]}{j}$ and $x_i \in \{\pm 1\}$ for all $i \in J$. For subsets $J \in \binom{[n]}{j}$ and $K \in \binom{[n]}{k}$ with $1 \leq j \leq k \leq n$, the elements $x \in \sum_{i \in J} \pm \varepsilon_i$ and $y \in \sum_{i \in K} \pm \varepsilon_i$, are incident if $J \subseteq K$ and $y - x \in \sum_{i \in K \setminus J} \pm \varepsilon_i$; now, $*$ is the symmetrization of this relation. The set $Y_j$ has size $2^j \binom{n}{j}$ and there are $2^n n!$ chambers. The special case $n = 3$ is the geometry of the cube of Example 1.1.1.

The group $A$ generated by the scalar multiplication by $-1$ is a group of automorphisms of $\Gamma$ of order two. The quotient incidence system $\Gamma/A$ is again a geometry.

The group $B$ of all sign changes in coordinates, is also a group of automorphisms of $\Gamma$ of order $2^n$. The quotient incidence system $\Gamma/B$ has a single element of type $n$, which is incident with every element of the geometry.

Example 1.3.7 Start with a triangle as a rank two geometry. See Figure 1.12.

![Fig. 1.12. The folding of a triangle](image)

At the left hand side, the usual picture has been drawn and at the right hand side a picture that represents the incidence graph after removal of the directed edges. The points labelled $A$, $B$, $C$ represent the vertices and the points labelled $a$, $b$, $c$ represent the edges of the triangle. A folding of the triangle in the physical sense is depicted in the incidence graph by means of directed edges. The equivalence relation in which two elements are equivalent whenever the folding moves one to the other can be used to describe the physical folding as a surjective homomorphism. The folded geometry appears in the middle of Figure 1.12.
Definition 1.3.8 In Remark 1.3.2 we saw that every auto-correlation $\alpha$ of $\Gamma$ induces a permutation $\alpha_I$ of $I$. If $\alpha_I$ has order two, then $\alpha$ is called a duality. If both $\alpha_I$ and $\alpha$ have order two, then $\alpha$ is called a polarity. If both $\alpha_I$ and $\alpha$ have order three, then $\alpha$ is called a triality.

Example 1.3.9 Polarities and dualities in projective planes are classical examples of auto-correlations. For those (as yet) unfamiliar with projective planes, we describe the simplest case. Consider once more the triangle represented by the hexagon at the right hand side of Figure 1.12. A rotation over 60 degrees around the center results in a correlation. Its square is a rotation over 120 degrees, which is a nontrivial automorphism. Therefore, the rotation over 60 degrees induces a duality that is not a polarity. Rotation over 180 degrees leads a polarity.

Example 1.3.10 Consider the regular tessellation of $\mathbb{E}^2$ by triangles indicated in Figure 1.13. The vertices can be labelled by 1, 2, 3 in such a way that the labels of the three vertices of each triangle are distinct. Let $\Gamma$ be the geometry over $[3]$ whose elements of type $i$ are the vertices labelled $i$ for each $i \in [3]$ and in which two elements are incident if they are vertices of a common triangle. It is easy to spot a triality sending elements of types 1, 2, 3 onto elements of types 2, 3, 1, respectively. There are also polarities, so $\text{Cor}(\Gamma)/\text{Aut}(\Gamma)$ is isomorphic to $\text{Sym}_3$.

Example 1.3.11 The unit geometry over $I$ is the geometry $(I, *, \tau)$ over $I$ where $*$ is the 'complete relation' (every two elements are incident) and $\tau$ is the identity map on $I$. For every geometry $\Gamma$ over $I$ the assignment of types is a homomorphism from $\Gamma$ onto the unit geometry over $I$. Similarly, every permutation of $I$ determines a correlation of the unit geometry over $I$ and every injective map from $I$ into a set $I'$ is a weak homomorphism of the unit geometry over $I$ into the unit geometry over $I'$.
1.4 Subgeometries and truncations

A polyhedron can be seen as a subgeometry of $\mathbb{E}^3$ consisting of a selection of the points, lines, and planes, if no degeneracies like the one depicted in Figure 1.14 occur.

![Figure 1.14. A hexagon in the plane](image)

In this section we formalize the notion of subgeometry as well as truncation, which is the geometry that remains after the removal of all elements of certain designated types. We also introduce some of the geometries of our core interest, like projective and affine geometries related to a finite-dimensional vector space. Fix two sets of types, $I$ and $I'$, let $\Gamma = (X, *, \tau)$ be an incidence system over $I$, and let $\Gamma' = (X', *, \tau')$ be an incidence system over $I'$.

**Definition 1.4.1** If $X' \subseteq X$, $* \subseteq *$ (where both incidence relations are viewed as subsets of $X \times X$), $I' \subseteq I$, and $\tau' : X' \to I'$ is obtained by restricting $\tau$ to $X'$, then $\Gamma'$ is a **partial subsystem** of $\Gamma$ over $I'$. In most (if not all) applications of this concept, we will deal with the particular case of a **subsystem**, where $*$ is the restriction of $*$ to $X' \times X'$. In that case $\Gamma'$ is determined by the choice of $X'$ in $X$ up to the choice of $I'$ within $I$. If the choice is minimal, that is $I' = \tau(X')$, then $(X', *, I')$ is called the subsystem of $\Gamma$ **induced** on $X'$.

A subsystem of $\Gamma$ that is a geometry is called a **subgeometry** of $\Gamma$.

**Remark 1.4.2** The hexagon in the Euclidean plane shown in Figure 1.14 is a clear example of a partial subsystem that is not a subsystem: the incidence of point $d$ with the Euclidean line $af$ does not occur in the hexagon.

The subsystem of $\Gamma$ induced on a flag of type $F$ is isomorphic to the unit geometry over $\tau(F)$.

Exercise 1.9.6 shows that the property of being a subsystem can also be described in terms of an injective homomorphism.

**Definition 1.4.3** Let $A$ be a group of automorphisms of $\Gamma$. The **fixed subsystem** of $\Gamma$ with respect to $A$ is the subsystem induced on the set of elements of $\Gamma'$ that are fixed by $A$. 
Example 1.4.4 Consider the rank two geometry of the triangle with points 
\( \{ a, b, c \} \) and edges \( \{ A, B, C \} \) such that \( a, b \in C^* \), \( b, c \in A^* \), and \( a, c \in B^* \) take care of all incidences. The map \( \alpha \) inducing \( (b, c)(B, C) \) on the element set has fixed elements \( \{ a, A \} \), so the fixed subsystem with respect to the group \( \{ \text{id}, \alpha \} \) has rank two. But neither \( \{ a \} \) nor \( \{ A \} \) extends to a flag of rank two, so the fixed subsystem is not a subgeometry of the triangle.

Example 1.4.5 The complex affine plane can be viewed as a rank two geom-

etry in much the same way as the real affine plane of Example 1.1.2. Take \( A \) to be the group of order two consisting of complex conjugation and the iden-
tity, acting coordinate-wise on the complex affine plane. The fixed subsystem with respect to \( A \) is a subgeometry; it is the real affine plane \( \mathbb{E}^2 \) discussed in Example 1.1.2.

In Section 1.1, we mentioned that a cube can be seen both as a polyhedron
and as a graph. Similarly, the Euclidean space \( \mathbb{E}^3 \) can be seen as a rank three
geometry but also as a rank two geometry (for instance by disregarding its
planes). These are instances of the general concept of truncation.

Definition 1.4.6 Let \( J \) be any subset of \( I \). The \textbf{J-truncation} of \( \Gamma \) is the
subsystem of \( \Gamma \) over \( J \) on the set \( \tau^{-1}(J) \). It is denoted \( J\Gamma \).

Thus, an incidence system of rank \( n \) allows for \( 2^n \) truncations. If \( \Gamma \) is a
geometry over \( I \), and \( J \subseteq I \), then \( J\Gamma \) is a geometry over \( J \), so \( J\Gamma \) coincides with the subgeometry induced on \( \tau^{-1}(J) \).

If, in Figure 1.5, we delete the elements of type \textbf{face}, the picture of the
\{\textbf{vertex, edge}\}-truncation of the tetrahedron arises.

Example 1.4.7 We construct examples of \textbf{division rings}, also known as
skewfields. These are (associative but not necessarily commutative) rings
with a unit in which every non-identity element has a multiplicative inverse.
These division rings will be used as scalars for vector spaces, from which
projective and affine geometries will emerge. Well-known non-commutative
division rings are the quaternions; see Exercise 1.9.11(b). Here we introduce
another series of division rings.

Let \( K \) be a field admitting an automorphism \( \sigma \) of order three. The fixed
points of \( \sigma \) in \( K \) form a subfield \( F \) of \( K \) and \( K \) can be viewed as a vector space
over \( F \). The dimension of \( K \) over \( F \) is equal to 3 (proving this fact is part of
Exercise 1.9.12). Fix \( a \in F \). The associative algebra \( \mathbb{D} \) over \( K \) is defined as
the left vector space \( \mathbb{D} = K \oplus Kj \oplus Kj^2 \) with the multiplication rules

\[
\begin{align*}
    jx &= \sigma(x)j & \text{for } x \in K, \\
    j^3 &= a.
\end{align*}
\]
As \( \sigma \) is not the identity, the multiplication is not commutative, so \( D \) cannot be a field. We show that, for suitable choices of \( a \), the ring \( D \) is a division ring. We proceed in three steps, the first two of which are a general construction.

**Step 1.** The subfield \( F \) is the center of \( D \). For each \( k \in K \setminus F \), its centralizer in \( D \) coincides with \( K \), that is, \( \{ x \in D \mid xk = kx \} = K \).

For, if \( x = x_0 + x_1j + x_2j^2 \in D \) with \( x_0, x_1, x_2 \in K \), then \( xk = kx \) implies
\[
(k - \sigma(k))x_1 = (k - \sigma^2(k))x_2 = 0.
\]
As \( \sigma(k) = k \) or \( \sigma^2(k) = k \) conflicts with \( k \notin F \), the left factors of \( x_1 \) and \( x_2 \) are nonzero, hence invertible, elements of \( K \), so we find \( x_1 = x_2 = 0 \). This proves \( x = x_0 \in K \), so the centralizer in \( D \) of \( k \) is contained in \( K \). As the other inclusion is obvious, Step 1 is complete.

We need the norm map \( N : K \rightarrow F \) of \( K \) over \( F \), which is given by \( N(x) = x\sigma(x)\sigma^2(x) \) for \( x \in K \). An important property of this map is the fact that it is multiplicative: \( N(xy) = N(x)N(y) \) for all \( x, y \in K \). We are interested in the case where \( N \) is not surjective and, in fact, \( a \) is not a norm.

**Step 2.** If \( a \in F \setminus N(K) \), then \( D \) is a division ring.

Assume that \( D \) is not a division algebra. This means there is a nonzero \( x \in D \) such that \( xD \neq D \). Let
\[
V = \{ y \in D \mid xy = 0 \}.
\]
This is the kernel of the linear map \( D \rightarrow D \) given by \( y \mapsto xy \), where \( D \) is viewed as a right vector space over \( K \). By standard linear algebra, we find \( \dim_K(V) + \dim_K(xD) = \dim_K(D) = 3 \), so either \( \dim_K(V) = 1 \) and \( \dim_K(xD) = 2 \), or \( \dim_K(V) = 2 \) and \( \dim_K(xD) = 1 \). For each nonzero \( y \in V \) we have \( yD \subseteq V \), hence \( \dim_K(yD) \geq 1 \) if \( \dim_K(xD) = 2 \). Substituting \( y \) for \( x \) if necessary, we may therefore assume \( \dim_K(xD) = 1 \), so \( xD = xK \).

This implies that there is some \( k \in K \) with \( xj = xk \). The ensuing equation \( x(jk) = 0 \) shows that right multiplication by \( j - k \) is a singular linear map \( D \rightarrow D \) of left vector spaces over \( K \). Its matrix with respect to the basis 1, \( j, j^2 \) is
\[
\begin{pmatrix}
-k & 1 & 0 \\
0 & -\sigma(k) & 1 \\
1 & 0 & -\sigma^2(k)
\end{pmatrix}.
\]
The matrix is singular and its determinant is \( -N(k) + a \), so \( a = N(k) \) is the norm of \( k \).

**Step 3.** The setting of Step 2 is realized by the following choices.

1. \( F = Q \).
2. \( K = Q(u) \), where \( u^3 + u^2 - 2u - 1 = 0 \) (this equation is satisfied by the algebraic number \( 2 \cos(2\pi/7) \)).
(3) $a = 2$.
(4) $\sigma \in \text{Aut}(\mathbb{K})$ determined by $\sigma(u) = u^2 - 2$.

We verify the hard part of the proof that this is an example, namely that $a \notin N(\mathbb{K})$. Suppose that $x = x_0 + x_1u + x_2u^2 \in \mathbb{K}$, with $x_0, x_1, x_2 \in \mathbb{Q}$, satisfies $N(x) = 2$. Let $g$ be the minimal positive integer with $gx_i \in \mathbb{Z}$ for each $i \in \{0, 1, 2\}$. A straightforward computation shows

$$N(x) = x_0^3 - x_0^2x_1 + 5x_0^2x_2 - 2x_0x_1^2 + 6x_0x_2^2 - x_0x_1x_2 + x_1^3 - x_1^2x_2 - 2x_1x_2^2 + x_2^3.$$

Applying this to $gx$, taking values modulo two, and expanding the right hand side of the equation below, we verify that

$$0 = g^3N(x) \equiv 1 + (gx_0 + 1)(gx_1 + 1)(gx_2 + 1) \pmod{2}.$$

If some $gx_i$ would be odd, then the product of three terms at the right hand side vanishes and the equation $0 \equiv 1 \pmod{2}$ results, a contradiction. Therefore, each $gx_i$ is even, so $gx_i = 2m_i$ for certain integers $m_i$ ($i = 0, 1, 2$). Moreover, by minimality of $g$, the number $g$ is odd (if it were even, then the highest power of 2 dividing $g$ would be equal to the highest power occurring in the denominator of some $x_i$ and so $gx_i$ would be odd, a contradiction). Now, writing $m = m_0 + m_1u + m_2u^2$, we have $2g^3 = g^3N(x) = N(gx) = N(2m) = 8N(m) \in 8\mathbb{Z}$, which contradicts that $g$ is odd. Hence, there is no $x \in \mathbb{K}$ with $N(x) = 2$.

**Remark 1.4.8** Let $D$ be a division ring. Since $D$ need not be commutative, it is necessary to specify, for a vector space over $D$, whether it is a right or a left vector space, that is, whether we take the scalar multiplication as a right or a left action of $D$ on $V$. We will mainly restrict ourselves to right vector spaces over $D$. The reason is that most group actions in this book, including the action of the group $\text{GL}(V)$ of linear transformations of $V$, are on the left, so that linearity can be nicely expressed as the associativity rule

$$g(v\lambda) = (gv)\lambda \quad (g \in \text{GL}(V), \; v \in V, \; \lambda \in D).$$

The mathematical consequences of this decision are minor, as the right scalar multiplication of $D$ is equivalent to the left scalar multiplication of the opposite division ring, as explained in Exercise 1.9.11.

**Example 1.4.9** Let $n \in \mathbb{N}$, $n \geq 1$, and let $V$ be a vector space of finite dimension $n + 1$ over a division ring. The **projective geometry** $\text{PG}(V)$ is defined as follows.

1. The elements are all nonempty subspaces of $V$ except $\{0\}$ and $V$ itself.
2. Subspaces $U$ and $W$ are incident if and only if either $U \subseteq W$ or $W \subseteq U$. 


1. Geometries

(3) The type of an element is its **affine dimension** (that is, its dimension as a vector space).

This incidence system is a geometry over \([n]\). Its elements of type 1 (respectively, 2) are usually called points (respectively, lines). The \([2]\)-truncation of \(\text{PG}(V)\) is closely connected to the projective space on \(V\), which will be introduced in Definition 5.2.1. These spaces will be studied extensively in Chapters 5 and 6.

Here is a similar construction of affine geometries.

**Example 1.4.10** Let \(n \in \mathbb{N}, n \geq 1\), and let \(V\) be a vector space of finite dimension \(n\) over a division ring. The **affine geometry** \(\text{AG}(V)\) is defined as follows.

1. The elements are all nonempty affine subspaces of \(V\) except \(V\) itself.
2. Incidence is defined by symmetrized inclusion (see Example 1.4.9(3)).
3. The type of an element of affine dimension \(i\) is equal to \(i + 1\).

This incidence system is a geometry over \([n]\). Its elements of type 1 (respectively, 2) are usually called points (respectively, lines). The \([2]\)-truncation of \(\text{AG}(V)\) is closely connected to the affine space on \(V\), which will be introduced in Proposition 5.1.3. These spaces will be studied extensively in Chapters 5 and 6.

**Remark 1.4.11** Consider the case where \(n = \infty\). We recall that if \(c\) is a cardinality with \(c \leq n\), then \(c + n = n\) and also that the class of all cardinalities is well ordered. Suppose we define \(\text{AG}(V)\) as above, with incidence being symmetrized inclusion. Letting the type be dimension would be a bad choice: all affine subspaces of finite codimension would have the same type. It seems more appropriate to define the type \(\tau(S)\) as the pair \((d, c)\) where \(d = \dim S, c = \text{codim } S\). Observe that \(d + c = n\), hence at least one of \(d, c\) must be equal to \(n\). Unfortunately, \(\text{AG}(V)\) as defined in this very natural way, is not even an incidence system because there exist elements with the same type \(d = n = c\) which are contained in each other and which are therefore incident.

There is a natural total order \(\leq\) on the set \(I\) of types: put \((d, c) \leq (d', c')\) if and only if \(d \leq d'\) and \(c \geq c'\). For, given two types \((d, c), (d', c')\), then \(d + c = n = d' + c'\) and if \(d < d'\), then \(d < n\), whence \(c = n\) and so \(c \geq c'\). If we want to force a geometry \(\text{AG}(V)\) despite the preceding observations, we can truncate and keep as elements only those subspaces which have either finite dimension or finite codimension. This geometry is of denumerable rank.

The following definition regarding subgroups of \(\text{Cor}(\Gamma)\) is to be compared with Definition 1.4.3 for subgroups of \(\text{Aut}(\Gamma)\). It uses the action \(\alpha \mapsto \alpha_I\) of \(\text{Cor}(\Gamma)\) introduced in Remark 1.3.2.
Definition 1.4.12 Let $A$ be a group of auto-correlations of $I$. The absolute of $I$ with respect to $A$ is the incidence system $I_A = (X_A, *, _A)$ over $J$, where

1. the set $J$ is the collection of all $A$-orbits $K$ on $I$ for which there are invariant flags of type $K$;
2. the set $X_A$ consists of all minimal (which is understood to imply non-empty) $A$-invariant flags of $I$;
3. the relation $*$ on $X_A$ is determined by $F * G$ if and only if $F \cup G$ is a flag of $I$;
4. the function $\tau_A : X_A \to J$ is the map assigning to a minimal $A$-invariant flag $F$ the set of $A$-orbits in $\tau(F)$.

Suppose that $A$ is a subgroup of $\text{Aut}(I)$. Let $J$ be the set of all $j \in I$ for which there is an element of type $j$ fixed by $A$. Replacing singletons of types by the actual type, we can view the absolute $I_A$ as an incidence system over $J$. After a similar replacement of singletons by their elements in $X_A$, the absolute $I_A$ will coincide with the fixed subsystem of $I$ with respect to $A$.

Several important geometries to be met later on in this book, arise as absolutes with respect to a small group $A$ of correlations of some bigger geometry $I$. They often have interesting simple groups of automorphisms which are subgroups of $\text{Aut}(I)$ centralizing $A$.

Example 1.4.13 Let $V$ be a vector space of finite dimension $n$ over a field $\mathbb{F}$. A bilinear form on $V$ is a map $f : V \times V \to \mathbb{F}$ such that, for each $v, w \in V$, both maps

$$f(v, \cdot) : V \to \mathbb{F}, \quad f(\cdot, v) : V \to \mathbb{F}$$

are linear. A bilinear form $f$ is called symmetric if, for all $v, w \in V$, we have $f(v, w) = f(w, v)$.

The radical of $f$ is the following linear subspace of $V$.

$$V^\perp = \{ x \in V \mid f(x, y) = 0 \text{ for all } y \in V \} \quad (1.1)$$

It is also denoted $\text{Rad}(f)$.

Fix a basis $e_1, \ldots, e_n$ of $V$. A typical example of a symmetric bilinear form on $V$ is $f_0(x, y) = \sum_{i=1}^n x_i y_i$ where $x = \sum_i x_i e_i$, $y = \sum_j y_j e_i$ with $x_i, y_i \in \mathbb{F}$.

For $x \in V$, we denote by $x^\perp$ the linear subspace of $V$ consisting of all $y \in V$ with $f(x, y) = 0$. It is either a hyperplane, that is, a subspace of $V$ of codimension 1, or all of $V$. If $x^\perp$ is a hyperplane for each nonzero vector in $V$, the form $f$ is called nondegenerate. Observe that $f$ is nondegenerate if and only if $\text{Rad}(f) = \{ 0 \}$. The example $f_0$ is nondegenerate. For an arbitrary subset $X$ of $V$, set $X^\perp = \bigcap_{x \in X} x^\perp$. Clearly, $V^\perp = \text{Rad}(f)$.

Suppose now that $f$ is nondegenerate. If $X$ is a $k$-dimensional subspace of $V$, then $X^\perp$ is an $(n - k)$-dimensional subspace and $(X^\perp)^\perp = X$. Hence, the
map \( \alpha : X \mapsto X^\perp \) is an auto-correlation of PG\((V)\) (the projective geometry of Example 1.4.9) of order two; in other words, \( \alpha \) is a polarity. We consider the absolute of PG\((V)\) with respect to \( A = \langle \alpha \rangle \). The \( A \)-orbit of a subspace \( X \) of \( V \) of dimension \( k \) consists of \( X \) and \( X^\perp \). As \( \dim(X^\perp) = n - k \) and \( \alpha \) has order 2, we may interchange \( X \) and \( X^\perp \) if needed, so as to force \( \dim(X) \leq n/2 \). Now \( X \ast X^\perp \), where \( \ast \) is the incidence relation of PG\((V)\), means \( X \subseteq X^\perp \), which is equivalent to \( X \) being singular, that is, \( f(x, y) = 0 \) for all \( x, y \in X \). Therefore, by mapping the element \( \{X, X^\perp\} \) of the absolute to the least dimensional member of this unordered pair, we can identify the absolute of PG\((V)\) with respect to \( A \) with the set of all singular subspaces of \( V \) of affine dimension at most \( n/2 \). Incidence and type are as in PG\((V)\): the former is given by symmetrized inclusion, whereas \( \tau(X) = \dim(X) \). This geometry is a polar geometry, which is the subject of Chapters 7–10.

### 1.5 Residues

The concept of a residue is a cornerstone of the theory of geometries. In the physical view, where elements are sets of points, this concept arises in different ways, such as subspaces (for the elements contained in a given subspace) and quotient spaces (for the elements containing a given subspace). In the study of polyhedra it appears as the vertex figure, that is, the collection of edges and faces containing a vertex together with their incidences. Residues unify and clarify these classical concepts. As usual, \( I \) will be a fixed set of types and \( \Gamma = (X, \ast, \tau) \) an incidence system over \( I \).

**Definition 1.5.1** Let \( F \) be a flag of \( \Gamma \). The **residue** of \( F \) in \( \Gamma \) is the subsystem \( \Gamma_F \) of \( \Gamma \) over \( \Gamma \setminus \tau(F) \) on the point set \( \Gamma^\perp \setminus F \).

For the sake of brevity, residues of flags of \( \Gamma \) are also referred to as residues of \( \Gamma \). If \( F = \{x\} \) for some \( x \in X \), we also write \( \Gamma_x \) instead of \( \Gamma_F \).

**Example 1.5.2** Consider the cube as a geometry over \{vertex, edge, face\}. The residue of a face of the cube is a quadrangle. A little more thought yields that the residue of a vertex is a triangle over \{edge, face\}. The residue of an edge is a polygon with two vertices and two edges, which we call a digon. Other residues are less interesting. The residue of the empty flag is the full cube, the residue of a chamber is empty. The residue of a rank two flag consists of exactly two elements: the geometry is thin.

Similarly, consider the icosahedron (Figure 1.2) as a geometry over \{vertex, edge, face\}. This geometry is also thin. The residue of a face is a triangle. The residue of a vertex is a pentagon and the residue of an edge is a digon as defined in Example 1.5.2. In each polyhedron or tessellation, the residue of an edge is a digon. Digons are very common indeed.

**Proposition 1.5.3** Suppose that \( F \) is a flag of \( \Gamma \).
(i) A subset $G$ of $X_F$ is a flag of $\Gamma_F$ if and only if $F \cup G$ is a flag of $\Gamma$.
(ii) If $G$ is a flag of $\Gamma_F$, then $(\Gamma_F)_G = \Gamma_{F \cup G}$.
(iii) If $\Gamma$ is a geometry, then its residue $\Gamma_F$ is a geometry over $\Gamma \setminus \tau(F)$.

**Proof.**

(i). Let $G$ be a subset of $X_F$. Then $G$ is a flag of $\Gamma_F$ if and only if $G$ is a flag of $\Gamma$ and $G \subseteq F^*$, which in turn is equivalent to $G \cup F$ being a flag of $\Gamma$.

(ii). Suppose that $G$ is a flag of $\Gamma_F$. By (i), $G \cup F$ is a flag of $\Gamma$. Now $y$ is an element of $(\Gamma_F)_G$ if and only if $y \in (F^* \setminus F) \cap (G^* \setminus G) = (F \cup G)^* \setminus (F \cup G)$, that is, $y \in X_{F \cup G}$. This proves $(\Gamma_F)_G = X_{F \cup G}$. As incidence and the type map on $(X_F)_G$ are both obtained by repeated restrictions, we find $(\Gamma_F)_G = \Gamma_{F \cup G}$.

(iii). This is an immediate consequence of (ii). \qed

For a subset $J$ of $I$ and a flag $F$ of $\Gamma$, the notation $J\Gamma_F$ can be interpreted as $(J\Gamma)_F$ only if $\tau(F) \subseteq J$ and as $J(\Gamma_F)$ only if $\tau(F) \subseteq I \setminus J$. So confusion between the residue of $F$ in the $J$-truncation of $\Gamma$ and the $J$-truncation of the residue of $F$ in $\Gamma$ due to absence of brackets will not arise.

**Example 1.5.4** A face-to-face tessellation of $\mathbb{E}^3$ by cubes is a geometry over $I = \{\text{vertex, edge, face, cell}\}$. The residue of a cell is a cube. The residue of a vertex consists of 6 edges, 12 faces, 8 cells, and is in fact an octahedron.

**Example 1.5.5** Consider $\mathbb{E}^3$ as a geometry of rank three with points, lines, and planes. The residue of a plane is a plane, the real affine plane (of Example 1.1.2). In the residue of a point, any two lines are incident with a unique plane and any two planes are incident with a unique line. These are features of the **real projective plane**, that is $\text{PG}(\mathbb{R}^3)$ (of Example 1.4.9). The residue of a line consists of all points and all planes on that line. Every such point is incident with every such plane. This looks much like the digon structure in that the incidence graph of this residue is a **complete bipartite graph**: each element is incident with each element of the other type. For this reason it is called a generalized digon; it will be properly introduced in Definition 2.1.1. We will write $K_{m,n}$ for the complete bipartite graph whose parts have sizes $m$ and $n$. 

![Fig. 1.15. Polygons viewed as geometries](image)
Example 1.5.6 Let \( V \) be a finite-dimensional vector space over the division ring \( D \) and let \( \text{PG}(V) \) be as in Example 1.4.9. Assume that \( U \) and \( W \) are incident subspaces of \( V \) with \( \dim(W) = \dim(U) + 3 \). For every flag \( F \) of \( \text{PG}(V) \) maximal with respect to containing \( U \) and \( W \) but no subspaces of dimension \( \dim(U) + 1 \) or \( \dim(U) + 2 \), the residue of \( F \) is \( \text{PG}(W/U) \), which is isomorphic to the projective plane \( \text{PG}(D^3) \).

Also, if \( L \) is a line of \( \text{PG}(V) \), so that \( \dim(L) = 2 \), then the residue of every flag maximal with respect to containing \( L \) but not a point, is a set of projective points, which is identified with \( L \) in classical projective geometry.

1.6 Connectedness

This section deals with connectivity, the extent to which elements of a geometry can be joined by chains of incident elements. Again \( I \) is a set of types.

Definition 1.6.1 Let \( \Delta \) be a graph. If \( p \) and \( q \) are vertices of \( \Delta \), then a path of length \( n \) from \( p \) to \( q \) is a sequence \( p = x_0, x_1, x_2, \ldots, x_n = q \) of vertices of \( \Delta \) such that \( \{x_i, x_{i+1}\} \) is an edge of \( \Delta \) for \( i = 0, \ldots, n - 1 \). We usually write \( p = x_0, x_1, x_2, \ldots, x_n = q \) to indicate the path. The minimal length of a path from \( p \) to \( q \) is called the distance between \( p \) and \( q \) and denoted by \( d_\Delta(p, q) \), or just \( d(p, q) \) if it is clear in which graph the distance is measured. If there is no such path, we say that the distance between \( p \) and \( q \) is \( \infty \). If \( d(p, q) = n \), we also say that \( p \) is at distance \( n \) from \( q \). A path from \( p \) to \( q \) of length \( d(p, q) \) is called a minimal path or a geodesic from \( p \) to \( q \) in \( \Delta \).

If we write \( p \equiv q \) whenever there exists some path (always of finite length) from \( p \) to \( q \), then \( \equiv \) is clearly an equivalence relation on the vertex set of \( \Delta \). The classes of \( \equiv \) are the connected components of \( \Delta \). A graph is called connected if it has exactly one connected component, i.e., if the vertex set is non-empty and every pair of vertices are joined by a path.

Let \( \Gamma = (X, *, \tau) \) be an incidence system over \( I \). Then \( \Gamma \) is said to be connected if its incidence graph is. A path in the incidence graph is called a chain in \( \Gamma \). If, for \( J \subseteq I \), all of its vertices, except possibly the endpoints, have types in \( J \), then it is called a \( J \)-chain.

If \( \Gamma \) is a firm incidence system of rank one, then its incidence graph has at least two vertices and no edges, so it is not connected. However, we will be mostly concerned with firm geometries of rank at least two that are connected. It is easy to draw pictures of connected geometries with disconnected residues of rank two. Thus, connectedness leads to new restrictions on the geometries of our interest.
Definition 1.6.2 An incidence system $\Gamma$ over $I$ is called residually connected if each residue of $\Gamma$ of rank at least two is connected.

An incidence system over $I$ is itself the residue of the empty flag. So, if $|I| \geq 2$ and it is residually connected, then it is connected.

Lemma 1.6.3 Let $I$ be finite and suppose that $\Gamma$ is a residually connected incidence system over $I$. If $i, j$ are distinct elements of $I$ and $p, q$ two elements of $\Gamma$, then there exists an $\{i, j\}$-chain from $p$ to $q$.

Proof. We proceed by induction on the rank $r$ of $\Gamma = (X, *, \tau)$. For $r = 2$ the property is obvious by connectedness of $\Gamma$. Assume $r \geq 3$. As $\Gamma$ is connected, there is a chain from $p$ to $q$ in $\Gamma$, say

$$p = x_0, x_1, \ldots, x_n = q.$$

We want to find an $\{i, j\}$-chain from $p$ to $q$. If $p \neq q$, we are done, so we may assume $n > 1$. Let $a$ be the smallest index with $1 \leq a < n$ such that $x_a$ is not of type $i$ or $j$. We can assume that there is such an index, for otherwise the existing chain is as required. Let $k = \tau(x_a)$. The residue $\Gamma_{x_a}$ is a geometry over $\Gamma \setminus \{k\}$ all of whose residues of rank at least two are connected. Therefore, the induction hypothesis on $r$ applies and gives an $\{i, j\}$-chain from $x_{a-1}$ to $x_{a+1}$, inside $\Gamma_{x_a}$. Figure 1.16 illustrates this argument.

![Fig. 1.16. A chain from $p$ to $q$](image)

If we replace $x_a$ by this $\{i, j\}$-chain from $x_{a-1}$ to $x_{a+1}$ in the original chain, we find a new chain. Applying the same procedure to each element of the chain whose type is neither $i$ nor $j$ (there is one less of these in the new chain than in the original chain), we eventually arrive at an $\{i, j\}$-chain from $p$ to $q$. ☐

Exercise 1.9.18 gives an example showing that the finiteness requirement on $I$ in the lemma above is needed.
The incidence system \((\{a, b\}, *, \tau)\) over \([3]\) with \(\tau(a) = 1\) and \(\tau(b) = 2\), in which all (three) pairs of elements are incident, is residually connected but not a geometry.

**Lemma 1.6.4** A residually connected incidence system is a geometry if no flag of corank one is maximal.

*Proof.* Let \(F\) be a maximal flag of a residually connected incidence system \(\Gamma\) over \(I\) (it exists by a straightforward application of Zorn’s Lemma). We need to show that \(F\) is a chamber. Assume it is not. By the hypotheses, \(|I \setminus \tau(F)| \geq 2\), where \(\tau\) is the type map of \(\Gamma\). Now Definition 1.6.2 (recall that the empty residue is not connected) yields the existence of an element \(x\) of \(\Gamma_F\), contradicting maximality of \(F\). So, \(F\) must be a chamber. \(\square\)

For the case where \(I\) is finite, a weaker sufficient condition than the one of Lemma 1.6.4 is given in Exercise 1.9.17.

**Theorem 1.6.5** Suppose that \(\Gamma\) is a residually connected incidence system over \(I\) in which no flag of corank one is maximal. For each flag \(F\) of \(\Gamma\), the residue \(\Gamma_F\) is a residually connected geometry.

*Proof.* Let \(F\) be a flag of \(\Gamma\). By Lemma 1.6.4, \(\Gamma\) is a geometry and, by Proposition 1.5.3(iii), \(\Gamma_F\) is a geometry over \(I \setminus \tau(F)\), where \(\tau\) is the type map of \(\Gamma\).

Let \(G\) be a flag of \(\Gamma_F\) with \(|(I \setminus \tau(F)) \setminus \tau(G)| \geq 2\). As \(\Gamma\) is residually connected, Proposition 1.5.3(ii) gives that the residue \((\Gamma_F\setminus G) = \Gamma_{F \cup G}\) is connected. Hence, \(\Gamma_F\) is residually connected. \(\square\)

**Corollary 1.6.6** Let \(\Gamma\) be a geometry over \(I\) and assume that \(I\) is finite. Then \(\Gamma\) is residually connected if and only if, for all distinct \(i, j\) in \(I\) and flags \(F\) of \(\Gamma\) having no elements of type \(i\) or \(j\), the \(\{i, j\}\)-truncation \(\{i, j\} \Gamma_F\) is connected.

*Proof.* The ‘if’ part is obvious. As for the ‘only if’ part, suppose that \(\Gamma\) is residually connected. By Theorem 1.6.5, the properties of \(\Gamma\) carry over to \(\Gamma_F\), so we can restrict ourselves to proving the result for \(F = \emptyset\). This means that it suffices to show that, for every two distinct \(i, j\) in \(I\), the subgraph of the incidence graph of \(\Gamma\) induced on \(X_i \cup X_j\) is connected. For \(\text{rk}(\Gamma) \leq 1\) this is trivial and for \(\text{rk}(\Gamma) \geq 2\) it is a consequence of Lemma 1.6.3. \(\square\)

To end this section, we single out the geometries of our interest.

**Definition 1.6.7** A geometry over \(I\) is called an \(I\)-geometry if it is firm and residually-connected.
1.7 Permutation groups

In previous sections, projective spaces, affine spaces, regular polytopes, and regular tilings were associated with geometries having a lot of symmetry, that is, large groups of automorphisms. In this section, we explore how large a group of automorphisms of a geometry need be to fully describe the geometry in terms of the group. In fact, the main theorems are variations of the elementary but very basic Theorem 1.7.5 below which describes the correspondence between subgroups and transitive representations of a given group.

Throughout this section, \( G \) denotes a group and \( X \) a set. The group \( \text{Sym}(X) \) of all permutations of \( X \) was introduced in Remark 1.3.2. We will let permutations act on the left. So, if \( \sigma \in \text{Sym}(X) \) and \( x \in X \), then \( \sigma(x) \) denotes the image of \( x \) under \( \sigma \). For \( n \in \mathbb{N} \), we often write \( \text{Sym}_n \) instead of \( \text{Sym}([n]) \). According to Definition 1.3.5, a group is a permutation group on \( X \) if it is a subgroup of \( \text{Sym}(X) \). We use the following slightly more general notion.

Definition 1.7.1 A representation of \( G \) in \( X \) is a group homomorphism \( \phi : G \rightarrow \text{Sym}(X) \). In this case, \( X \) is referred to as a \( G \)-set. Such a representation is called faithful if \( \phi \) is injective.

Let \( x \in X \). The set \( \{ \phi(g)x \mid g \in G \} \) is called the \( G \)-orbit of \( x \) in \( X \) (compare Definition 1.3.5). The representation is called transitive if \( X \) is a single \( G \)-orbit. The stabilizer of \( x \) in \( G \) is the subgroup \( \{ g \in G \mid \phi(g)x = x \} \) of \( G \); it is denoted by \( G_x \).

As usual, we employ some abbreviations for the sake of readability. Instead of a permutation representation of \( G \) on \( X \), we often speak of an action of \( G \) on \( X \), and instead of \( \phi(g)x \), where \( g \in G \), \( x \in X \), we also write \( gx \) if the representation \( \phi \) is clear from the context. Similarly, for the orbit \( \phi(G)x \) of \( x \in X \) we often write \( Gx \). Observe also that \( \phi \) is involved in the definition of stabilizer but not visible in the corresponding notation.

If \( H \) is a subgroup of \( G \), there is a standard way of constructing a transitive representation of \( G \) on the space \( G/H = \{ aH \mid a \in G \} \) of left cosets of \( H \) in \( G \).

Definition 1.7.2 Let \( H \) be a subgroup of \( G \). The map \( \phi : G \rightarrow \text{Sym}(G/H) \) given by \( \phi(g)aH = gaH \) for all \( g, a \in G \) is called the representation of \( G \) over \( H \).

It is readily seen that this map \( \phi \) is a transitive permutation representation. Its kernel is \( \bigcap_{a \in G} aHa^{-1} \), the biggest normal subgroup of \( G \) contained in \( H \).
For $H = 1$, this representation is faithful. Therefore, $G$ can be viewed as a subgroup of $\text{Sym}(G)$ by means of the embedding sending $g \in G$ to left multiplication by $g$ on $G$.

Any transitive representation can be described as a representation over a subgroup. To be more precise, we need the notion of equivalence.

**Definition 1.7.3** Let $X$ be a set. Two representations $\phi : G \to \text{Sym}(X)$ and $\phi' : G \to \text{Sym}(X')$ are said to be **equivalent** if there is a bijection $\beta : X \to X'$ such that $\beta(\phi(g)) \beta^{-1} = \phi'(g)$ whenever $g \in G$. In this case, we also say that $X$ and $X'$ are **isomorphic $G$-sets**.

For instance, any two sets of the same size $n$ have natural actions of $\text{Sym}_n$ and as such are isomorphic $\text{Sym}_n$-sets.

**Example 1.7.4** If $\phi$ is the representation of a group $G$ over a subgroup $H$ and $a \in G$, then the stabilizer in $G$ of $aH$ is $aHa^{-1}$. Now $\phi$ is equivalent to the representation of $G$ over $aHa^{-1}$ by means of the map $\beta : G/H \to G/(aHa^{-1})$ given by $\beta(yH) = ya^{-1}(aHa^{-1})$. As a consequence, $\phi$ is determined up to equivalence by the conjugacy class of subgroups of $G$ to which $H$ belongs.

**Theorem 1.7.5** Let $\phi : G \to \text{Sym}(X)$ be a transitive representation. For $x \in X$, the representation of $G$ over $G_x$ is equivalent to $\phi$.

**Proof.** Take $\beta : X \to G/G_x$ to be the map given by

$$\beta(y) = gG_x \quad \text{if } g \in G \text{ satisfies } y = \phi(g)x.$$ 

Note that $\beta$ is well defined. First, as $X$ is a single $G$-orbit, for each $y \in X$, there is $g \in G$ with $y = \phi(g)x$. Second, if $g$ and $g'$ are elements of $G$, with $y = \phi(g)x$ and $y = \phi(g')x$, then $\phi(g^{-1}g')x = x$, so $g^{-1}g' \in G_x$, whence $gG_x = g'G_x$.

Also $\beta$ is a bijection. For, if $y, y' \in X$ satisfy $\beta(y) = \beta(y')$, then $gG_x = g'G_x$ for $g, g' \in G$ with $\phi(g)x = y$ and $\phi(g')x = y'$. Taking $h, h' \in G_x$ with $gh = g'h'$, we find $y = \phi(g)x = \phi(gh)x = \phi(g'h')x = \phi(g')x = y'$, proving that $\beta$ is injective indeed. Clearly, $\beta$ is also a surjection, and so even a bijection.

Now write $\phi'$ for the representation of $G$ over $G_x$, and let $g \in G$ and $z \in X$. Then, with $h \in G$ such that $z = \phi(h)x$, we find

$$\beta\phi(g)(z) = \beta(\phi(gh)x) = ghG_x = \phi'(g)(hG_x) = \phi'(g)\beta(z),$$

and so $\beta$ is indeed an equivalence between the $G$-sets $X$ and $G/G_x$. □
Remark 1.7.6 Here is a more general and more sophisticated formulation of the theorem that incorporates intransitive actions. Let $X$ be a $G$-set. Denote by $X/G$ the collection of orbits of $G$ on $X$ (compare again Definition 1.3.5). So, if $x \in X$, then $Gx$ belongs to $X/G$. Let $t : X/G \to X$ be a transversal, i.e., a map satisfying $Gt(y) = y$ for $y \in X/G$. Then there is a $G$-set isomorphism

$$
\bigcup_{y \in X/G} Gt(y) \rightarrow X
$$

given by $gGt(y) \mapsto gt(y)$ ($g \in G, y \in X/G$). In the same vein, the variations of Theorem 1.7.5 for group actions on graphs and geometries obtained in this section and the next one can be formulated more generally.

Example 1.7.7 From a given representation $\phi : G \rightarrow \text{Sym}(X)$, several others can be constructed. The homomorphism $\phi^{(2)} : G \rightarrow \text{Sym}^{(X)}$ given by

$$
\phi^{(2)}(g) \{x, y\} = \{\phi(g)x, \phi(g)y\}, \quad (x, y \in X, x \neq y)
$$

is an example. The constructed representations are often clear once the underlying set (which is $(X^2)$ in the above example) is specified. We then refer to the representation as the action of $G$ on this set induced by $\phi$.

Example 1.7.8 We study the subgroups of $\text{Sym}_4$. The definition of $\text{Sym}_4$ as the group of all permutations of the set $[4]$ gives the following non-exhaustive list of transitive $\text{Sym}_4$-sets with indicated stabilizers.

1. The set $[4]$, with stabilizer isomorphic to $\text{Sym}_3$; example: $\{(1,2), (2,3)\}$ is the stabilizer of $4$.
2. The set $(\binom{[4]}{2})$ (of size six) of all 2-subsets of $[4]$, with stabilizer isomorphic to $C_2 \times C_2$; example: $\{(1,2), (3,4)\}$ is the stabilizer of $\{1,2\}$ (and also of $\{3,4\}$).
3. The set of ordered pairs of distinct points of $[4]$, with stabilizer isomorphic to $C_2$; example: $\{(3,4)\}$ is the stabilizer of the ordered pair $(1,2) \in \binom{[4]}{2}$.
4. The set of partitions of $[4]$ into two subsets of size two each, with stabilizer isomorphic to $\text{Dih}_8$, the dihedral group of order eight; example: $\{(1,3), (1,2,3,4)\}$ is the stabilizer of $\{1,3\}, \{2,4\}$.

It is also known that $\text{Sym}_4$ is the group of all rotations of the cube (see also Example 1.7.15). To see this, label the vertices of the cube as in Figure 1.17. There are four pairs of opposite vertices, namely $1 = \{a, a'\}$, $2 = \{b, b'\}$, $3 = \{c, c'\}$, and $4 = \{d, d'\}$. The element $z := (a, a')(b, b')(c, c')(d, d')$ is induced by the homothety $-\text{id}$ on the Euclidean vector space $\mathbb{R}^3$ in which the cube embeds (with center of gravity at the origin). It is not a rotation. Each element of $\text{Sym}_4$ determines two automorphisms of the graph in Figure 1.17, one of which is obtained from the other by multiplication by $z$. In particular, a unique automorphism corresponding to the element of $\text{Sym}_4$ is a rotation of the cube. For instance, $(3,4)$ corresponds to the automorphism
Fig. 1.17. The cube as a graph

\[(c, d')(c', d)\] of the graph which is induced by a reflection of \(\mathbb{R}^3\) and so maps to \((c, d')(c', d)z = (a, a')(b, b')(c, d')(c', d').\) This gives a faithful action of \(\text{Sym}_4\) on the cube.

From this description we derive the following non-exhaustive list of transitive \(\text{Sym}_4\)-sets.

(5) The set of two tetrahedra in the cube, with stabilizer isomorphic to \(\text{Alt}_4\).
(6) The set of faces, with stabilizer \(C_4\).
(7) The vertex set, with stabilizer \(C_3\).
(8) The set of flags of type \{vertex, edge\}, with stabilizer the trivial group.

So far, we have found eight conjugacy classes of subgroups of \(\text{Sym}_4\). There are two more classes of proper subgroups, with representatives \([(1, 2)(3, 4)]\) (isomorphic to \(C_2\)) and \([(1, 2)(3, 4), (1, 3)(2, 4)]\) (isomorphic to \(C_2 \times C_2\)), respectively. In particular, there are two conjugacy classes of groups isomorphic to \(C_2\) in \(\text{Sym}_4\). Similarly for \(C_2 \times C_2\) instead of \(C_2\).

The nontrivial proper subgroups of \(\text{Sym}_4\) obey the pattern displayed by Figure 1.18. Each box represents a conjugacy class of subgroups whose isomorphism type is as inscribed. The cardinality of the conjugacy class can be found in the southwest corner of the box. Inclusions are as indicated by the labelled connections between boxes: the group at the bottom is a maximal subgroup of the one at the top (up to conjugacy). For instance, each member of the class of \(\text{Sym}_3\) contains three members of the class of \(C_2\) of size six and each of the latter is contained in two subgroups isomorphic to \(\text{Sym}_3\).

As a consequence, \(\text{Sym}_4\) has eleven inequivalent transitive representations.

We are ready for variations of Theorem 1.7.5 to structures whose underlying set admits a representation. The group of the representation should act on the structure as a group of automorphisms.
Definition 1.7.9 If $\Delta$ denotes a structure (e.g., a vector space) and $\text{Aut}(\Delta)$ the group of all automorphisms of $\Delta$, then we say that $\phi$ is a representation of $G$ on $\Delta$ if it is a group homomorphism $\phi : G \to \text{Aut}(\Delta)$.

If $\Delta$ is a vector space, this means that $\phi$ is a so-called linear representation. If $\Delta$ is just a set, then Definition 1.7.1 coincides with Definition 1.7.9.

As before, we also speak of a $G$-action on $\Delta$ when we mean a representation in $\Delta$.

In order to state the variations of Theorem 1.7.5 for other structures, we need the notion of equivalence of representations of these structures.

Definition 1.7.10 Two representations $\phi, \phi'$ of $G$ on structures $\Delta, \Delta'$ (of the same kind), respectively, are called equivalent if there is an isomorphism $\beta : \Delta \to \Delta'$ establishing equivalence between the associated ordinary representations $\phi : G \to \text{Sym}(\Delta)$ and $\phi' : G \to \text{Sym}(\Delta')$.

Here, $\text{Sym}(\Delta)$ is the symmetric group on the natural set underlying $\Delta$. For instance, the set of vectors if $\Delta$ is a vector space.

We now focus on graph structures.

Definition 1.7.11 Suppose that $\Delta$ is a graph and that $G$ acts on $\Delta$. A representation $\phi : G \to \text{Aut}(\Delta)$ is called edge transitive if both $\phi$ and the induced action of $\phi$ on the set of edges of $\Delta$ are transitive.

Remark 1.7.12 We describe how to translate the data of a graph $\Delta = (X, \sim)$ with sufficient symmetry, namely a transitive representation $\phi : G \to \text{Aut}(\Delta)$, into group information.

By Theorem 1.7.5, taking $x \in X$ and setting $H = G_x$, we may assume without loss of generality that $X = G/H$ and $\phi(g)aH = gaH$ ($a, g \in G$). It remains to describe $\sim$ in terms of the groups $G$ and $H$. For $a, b \in G$, we
have \( aH \sim bH \) if and only if \( H \sim a^{-1}bH \), so that it suffices to identify the neighbors of the vertex \( H \). To this end write \( K = \{ g \in G \mid H \sim gH \} \). Clearly, \( K = hK = Kh \) for every \( h \in H \), so \( K \) is a union of double \( H \)-cosets. Hence a graph on which \( G \) acts transitively is determined by the knowledge of a stabilizer \( H \) and a union \( K \) of double cosets of \( H \) in \( G \).

As \( \Delta \) is a graph, \( H \sim rH \) implies \( rH \sim H \), whence, by application of \( \phi(r^{-1}) \), also \( H \sim r^{-1}H \). This shows that \( r^{-1} \in K \), so \( K = K^{-1} \). We now have a full description of \( \sim \) terms of \( G, H, \) and \( K \) under the assumption that \( G \) is edge transitive; \( aH \sim bH \) if and only if \( a^{-1}b \in K \) (for \( a, b \in G \)).

Reversing the above, we start with a group \( G \), a subgroup \( H \) and a union \( K \) of double cosets of \( H \) in \( G \) with \( K = K^{-1} \). It is straightforward that \( (X, \sim) \), where \( X = G/H \) and \( \sim \) is the relation on \( X \) given by \( aH \sim bH \) if and only if \( a^{-1}b \in K \) (for \( a, b \in G \)), is a graph admitting a transitive representation. This graph has a vertex whose stabilizer is \( H \) and whose neighbors are the vertices \( aH \) for \( a \in K \).

**Definition 1.7.13** Let \( H \) be a subgroup of \( G \) and \( M \) a subset of \( G \). The graph with vertex set \( G/H \) and edges the unordered pairs \( \{ aH, bH \} \) with \( a^{-1}b \in \bigcup_{x \in M} (HkH \cup Hk^{-1}H) \) is called the **coset graph** on \( G/H \) determined by \( M \). It is denoted \( \Delta(G, H, M) \).

The group \( G \) acts transitively on such a graph \( \Delta(G, H, M) \) by left multiplication on the vertex set. We focus on the simplest case, where \( K \) of Remark 1.7.12 consists of a single double coset, so we can take \( M = \{ r \} \) for a single \( r \in G \) with \( r^{-1} \in HrH \). This means that, if \( aH \) is adjacent to \( H \) for some \( a \in G \), then \( aH = brH \) for some \( b \in H \). In other words, \( H \), the stabilizer in \( G \) of the vertex \( H \) in \( X \), is transitive on the set of the vertices adjacent to \( H \). So \( G \) is edge transitive on the graph \( \Delta(G, H, \{ r \}) \).

**Proposition 1.7.14** If \( \phi : G \rightarrow \text{Aut}(X, \sim) \) is an edge-transitive representation of \( G \) on a graph \((X, \sim)\), then, for \( x \in X \), the representation of \( G \) on the coset graph \( \Delta(G, G_x, \{ r \}) \), where \( r \in G \) satisfies \( x \sim \phi(r)x \), is equivalent to \( \phi \).

**Proof.** Fix \( x \in X \) and take \( \beta : G/G_x \rightarrow X \) to be the map sending \( gG_x \) to \( gx \). Then \( \beta \) establishes the required isomorphism. \( \square \)

**Example 1.7.15** Take \( G = \text{Sym}_4 \) and \( H = \langle (1, 2, 3) \rangle \). As we have seen in Example 1.7.8(7), the set \( G/H \) corresponds, as a \( G \)-set, to the vertex set of the cube, on which \( G \) acts. The graph \( \Gamma \) of the cube is equivalent to the coset graph \( \Delta(G, H, \{ (1, 4) \}) \). Each vertex of \( \Gamma \) has the same number of vertices adjacent to it; such a graph is called **regular** and the number is called the **valency** of \( \Gamma \). Let us verify that the valency of this graph is three (as it should be). The valency is the number of \( H \)-cosets in \( H(1, 4)H \).
As \( H \cap (1,4)H(1,4)^{-1} = \langle (1,2,3) \rangle \cap \langle (4,2,3) \rangle = 1 \), we have \( |H(1,4)H| = |H(1,4)H(1,4)^{-1}| = |H| \cdot |H \cap (1,4)H(1,4)^{-1}| = 9 \), and so the valency of \( G \) equals 9, and so the valency of \( G \) equals 3.

**Example 1.7.16** Let \( n \in \mathbb{N}, n \geq 2 \), and let \( G = \text{Sym}_n \) act on \([n]\). Since \( G \) acts transitively on \([n]\) (see Example 1.7.8), the only graph structures on \([n]\) preserved by \( G \) are the empty graph (with empty edge set) and the complete graph (with edge set \( \binom{[n]}{2} \)). Next consider graphs with vertex set \( V = \binom{[n]}{2} \). It is readily seen that \( G \) is transitive on the collection \( E_{\varepsilon} \) of ordered pairs \((x,y) \in V \times V \) with \( \varepsilon = |x \cap y| \) taking values in \( \{0,1,2\} \). As \( |x \cap y| = |y \cap x| \), the relations \( E_{\varepsilon} \) are symmetric, that is, \((x,y) \in E_{\varepsilon} \) implies \((y,x) \in E_{\varepsilon} \). Now \( E_2 \) is the diagonal, \( \{(x,x) \mid x \in V \} \). The other two \( G \)-orbits, \( E_0 \) and \( E_1 \), lead to graphs that are each other’s complements (the complement of a graph \((V,E)\) is the graph \((V,\binom{V}{2} \setminus E)\)). The equivalent coset graphs are \( \Delta(G,H,\{(2,3)\}) \) and \( \Delta(G,H,\{(1,3)(2,4)\}) \), respectively, where \( H = \langle (1,2) \rangle \times \text{Sym}(\{3,\ldots,n\}) \). The **distribution diagram** of \((V,E_{1})\) is

![Fig. 1.19. The distribution diagram of Sym\(_n\) acting on \( \binom{[n]}{2} \)](https://example.com/diagram.png)

This diagram gives a summary of the division of the vertex set into \( H \)-orbits. The three \( H \)-orbits of sizes 1, \( 2n-4 \), and \( (n-2)(n-3)/2 \) are depicted by circles circumscribing these cardinalities. In addition, the number written near an arrow going from \( H \)-orbit \( A \) to \( H \)-orbit \( B \) denoted the number of vertices in \( B \) adjacent to a fixed vertex in \( A \).

For \( \varepsilon = 0 \) and \( n = 5 \), we obtain the Petersen graph Pet of Example 1.3.3, as may become clear from Figure 1.20.

For \( \varepsilon = 0 \) and \( n = 6 \), we obtain a graph connected with a geometry (a generalized quadrangle of order \((2,2)\)) that will appear in Example 2.2.8. To be more precise, it is the collinearity graph (see Definition 2.5.12) of this geometry. In general, it may be quite intricate to derive the distribution diagram from a given group and subgroup.
Fig. 1.20. The Petersen graph Pet. At each node, the symbol $ij$ stands for $\{i, j\}$.

1.8 Groups and geometries

In this section, we will give a description of geometries with sufficiently high symmetry in terms of groups. As usual, $I$ denotes a type set. Furthermore, $G$ will denote a group.

Let $\Gamma = (X, \ast, \tau)$ be an incidence system over $I$. As in Definition 1.7.9, a homomorphism $\phi : G \rightarrow \text{Aut}(\Gamma)$ is a representation of $G$ on $\Gamma$. Similarly, Definition 1.7.10 applies, so if $\Gamma' = (X', \ast', \tau')$ is also an incidence system over $I$, two representations $\phi : G \rightarrow \text{Aut}(\Gamma)$ and $\phi' : G \rightarrow \text{Aut}(\Gamma')$ are called equivalent if there is an isomorphism $\beta : \Gamma \rightarrow \Gamma'$ establishing equivalence between the ordinary representations $\phi : G \rightarrow \text{Sym}(X)$ and $\phi : G \rightarrow \text{Sym}(X')$.

In contrast to permutation groups, it does not make sense to ask for transitivity of $G$ on the element set $X$ of $\Gamma$ if the rank of $\Gamma$ is at least two: $\text{Aut}(\Gamma)$ preserves types, so each $G$-orbit consists of elements of the same type. Also, for $(x, y)$ and $(x', y') \in X \times X$, the existence of $g \in G$ with $(\phi(g)x, \phi(g)y) = (x', y')$ implies that both $(x, y)$ and $(x', y')$ belong to $\tau^{-1}(i) \times \tau^{-1}(j)$ for certain $i, j \in I$. Thus, we are led to the following definition.

**Definition 1.8.1** Let $\phi$ be a representation of $G$ on an incidence system $\Gamma = (X, \ast, \tau)$ over $I$. We say that $\phi$ is **transitive** on $\Gamma$ if, for each $i \in I$, the group $G$ is transitive on the set $X_i = \tau^{-1}(i)$. We call $\phi$ **incidence transitive** on $\Gamma$ if, for each $i, j \in I$, the induced representation

$$
\phi_{ij} : G \rightarrow \text{Sym}(\{(x_i, x_j) \in X_i \times X_j \mid x_i \ast x_j\})
$$
given by \( \phi_{ij}(g)(x_i, x_j) = (\phi(g)x_i, \phi(g)x_j) \) is transitive. The map \( \phi \) is called **flag transitive** if for each \( J \subseteq I \), the group \( G \) is transitive on the set of all flags of type \( J \).

Taking \( i = j \) in the definition of incidence transitivity, we see that incidence transitivity implies transitivity.

Clearly, incidence transitivity is a consequence of flag transitivity. Moreover, if \(|I| = 2\), the notions of flag transitivity and incidence transitivity coincide.

**Lemma 1.8.2** Suppose that \( \phi : G \to \text{Aut}(\Gamma) \) is a representation on the incidence system \( \Gamma = (X, *, \tau) \) over \( I \). If \( \phi \) is incidence-transitive and \( \{x_i \mid i \in I\} \) is a chamber of \( \Gamma \) with \( \tau(x_i) = i \), then \( \Gamma \) is fully determined by \( G \), and the system \( (G_i)_{i \in I} \), where \( G_i \) is the stabilizer in \( G \) of \( x_i \), in the following sense.

(i) For each \( i \in I \), the map \( aG_i \mapsto \phi(a)x_i \ (a \in G) \) is an equivalence \( X_i \to G/G_i \) of \( G \)-sets.

(ii) For each \( i, j \in I \) and \( a, b \in G \), we have \( \phi(a)x_i = \phi(b)x_j \) if and only if \( aG_i \cap bG_j \neq \emptyset \).

(iii) As \( \phi(G) \) is contained in \( \text{Aut}(\Gamma) \), it preserves types. \( \square \)

These observations lead to the following construction of incidence systems from groups.

**Definition 1.8.3** Let \( (G_i)_{i \in I} \) be a system of subgroups in \( G \). The **coset incidence system** of \( G \) over \( (G_i)_{i \in I} \), denoted \( \Gamma(G, (G_i)_{i \in I}) \), is the incidence system over \( I \), whose elements of type \( i \) are the cosets of \( G_i \) in \( G \) and in which \( aG_i \) and \( bG_j \) are incident if and only if \( aG_i \cap bG_j \neq \emptyset \). The group \( G_i \) is called the **standard parabolic subgroup** of \( G \) of type \( i \) (with respect to \( \Gamma(G, (G_i)_{i \in I}) \)). Of course, if \( \Gamma(G, (G_i)_{i \in I}) \) is a geometry, it is also called a **coset geometry**.

The group \( G \) has a natural representation \( \phi \) in this incidence system, referred to as the **geometric representation** of \( G \) over \( (G_i)_{i \in I} \). It is given by \( \phi(g)aG_i = gaG_i \ (a, g \in G; i \in I) \).
Remark 1.8.4  (i). The notation $G_i$ has been chosen so as to resemble the notation for the stabilizer in $G$ of an element of type $i$. Indeed, $G_i$ is the stabilizer of the element $G_i$ of type $i$ and \{ $G_i \mid i \in I$ \} is a chamber of $\Gamma(G, (G_i)_{i \in I})$.

(ii). In Definition 1.8.3 we speak of a system $(G_i)_{i \in I}$ rather than a set to prevent confusion in case two subgroup $G_j$ and $G_k$ are the same for distinct $j, k \in I$. A coset of $G_j$ coincides with a coset of $G_k$ only if $G_j = G_k$. So, if the subgroups of the system are chosen to be mutually distinct, the union of $G/G_i$ over all $i \in I$ is disjoint. Furthermore, an instance $G_j = G_k$ for distinct $j$ and $k$ does not provide an interesting geometry, as the \{ $j, k$ \}-truncation of $\Gamma(G, (G_i)_{i \in I})$ will then be a disjoint union of unit geometries.

(iii). Exercise 1.9.27 shows that a coset incidence system need not be a geometry.

(iv). Similarly to Example 1.7.4, conjugation by an element $x$ of $G$ leads to an isomorphism of coset incidence systems $\Gamma(G, (G_i)_{i \in I}) \rightarrow \Gamma(G, (xG_ix^{-1})_{i \in I})$.

Example 1.8.5 Let $G = \text{Sym}_4$, and let $G_1, G_2, G_3$ be subgroups isomorphic to $C_3, C_2$ (having two fixed points in [4]), and $C_4$, respectively. The incidence system $\Gamma = \Gamma(G, (G_1, G_2, G_3))$ has the same number of elements of type $i$ ($i \in \{ 3 \}$) as the cube geometry. The given parabolic subgroups correspond to the transitive representations of Example 1.7.8(7), (3), and (6), respectively. However the cube is not the only such incidence system affording $\text{Sym}_4$. We use Remark 1.8.4(iv) to trim down the possibilities. The choice of $G_1$ is unique up to conjugacy; we fix it to be $G_1 = \langle (1, 2, 3) \rangle$. Once this choice has been made, the choice of $G_3$ is unique up to conjugacy as well, because $G_1$ acts transitively (by conjugation) on the set of three subgroups of $G$ isomorphic to $C_4$. We fix it to be $G_3 = \langle (1, 3, 2, 4) \rangle$. This element maps to the graph automorphism $(a, c', b', d')(a', c, b, d')$ in the notation of Figure 1.17.

In the conjugation on subgroups of $G$, the subgroup \langle (1, 2) \rangle stabilizes $G_1$ and $G_3$ and has four orbits on the set of six conjugates of $G_2$, with representatives \langle (1, 2) \rangle, \langle (1, 3) \rangle, \langle (1, 4) \rangle, and \langle (3, 4) \rangle. So there are four distinct choices of $G_2$. In the case where, $G_2 = \langle (1, 4) \rangle$, the geometry $\Gamma$ is necessarily the cube (compare with Example 1.7.15). Among the other three coset incidence systems, studied in Exercise 1.9.26, a geometry distinct from the cube appears.

Lemma 1.8.6 Let $(G_i)_{i \in I}$ be a system of subgroups of $G$. The geometric representation of $G$ over the coset incidence system $\Gamma(G, (G_i)_{i \in I})$ is incidence transitive.

Proof. Let $*$ denote incidence in $\Gamma(G, (G_i)_{i \in I})$. Suppose that $aG_i * bG_j$ holds for $a, b \in G$ and $i, j \in I$. We show that there is $g \in G$ such that $(gaG_i, gbG_j) = (G_i, G_j)$. Incidence of $aG_i$ and $bG_j$ means $a^{-1}b \in G_iG_j$, so there are $x \in G_i, y \in G_j$ such that $a^{-1}b = xy$. Now $g = x^{-1}a^{-1}$ satisfies $g(aG_i, bG_j) = (x^{-1}G_i, yG_j) = (G_i, G_j)$, as required. \(\square\)
Here is the converse.

**Proposition 1.8.7** Suppose that $\Gamma = (X, \ast, \tau)$ is an incidence system over $I$ with a chamber \( \{x_i \mid i \in I\} \) such that $\tau(x_i) = i$, and $\phi : G \to \text{Aut}(\Gamma)$ is an incidence-transitive representation of $G$. The geometric representation of $G$ over $(G_{x_i})_{i \in I}$ is equivalent to $\phi$.

**Proof.** Direct from Lemma 1.8.2. \( \square \)

We will explore incidence-transitive representations somewhat further. The main goal is to translate properties like residual connectness of the incidence system into group-theoretical terms.

**Definition 1.8.8** Given subgroups $G_i$ ($i \in I$) of $G$, and $J \subseteq I$, we write $G_J$ to denote $\bigcap_{i \in J} G_i$. Extending the Definition 1.8.3, we call this subgroup the standard parabolic subgroup of $G$ of type $J$ (so $G_{\{i\}} = G_i$ for each $j \in J$).

**Lemma 1.8.9** The coset incidence system $\Gamma = \Gamma(G, (G_i)_{i \in I})$ of $G$ over $(G_i)_{i \in I}$ satisfies the following properties.

(i) $\Gamma$ is connected if and only if $G = \langle G_i \mid i \in I \rangle$.

(ii) For $i,j,k \in I$, the group $G$ is transitive on the set of flags of type $\{i,j,k\}$ if and only if $G_i G_j \cap G_i G_k = G_i (G_j \cap G_k)$.

(iii) For each $J \subseteq I$, there is a natural injective homomorphism of incidence systems over $I \setminus J$

$$\phi_J : \Gamma(G_J, (G_{J \cup \{i\}})_{i \in I \setminus J}) \to \Gamma(G_{i \in J})$$

given by $\phi_J(aG_{J \cup \{i\}}) = aG_i$ ($a \in G_J, i \in I \setminus J$).

(iv) Given $J \subseteq I$, the homomorphism $\phi_J$ is surjective if and only if, for all $i \in I \setminus J$, we have $\bigcap_{k \in J} G_k G_i = G_J G_i$.

(v) If $\phi_J$ is surjective for all $J \subseteq I$, then $\phi_J$ is an isomorphism for all $J \subseteq I$.

**Proof.** (i). Suppose that $\Gamma$ is connected. Take $i \in I$. If $a \in G$, then there is a chain $G_i = a_0 G_i, a_1 G_i, a_2 G_i, \ldots, a_m G_i = aG_i$

connecting the elements $G_i$ and $aG_i$ of $\Gamma$, with $a_0 = 1$ and $a_m = a$. Now $a_j G_i \cap a_{j+1} G_i \neq \emptyset$, so $a_j^{-1} a_{j+1} \in G_i G_j$ for $j = 0, \ldots, m - 1$, whence

$$a = (a_0^{-1} a_1) \cdots (a_{m-2}^{-1} a_{m-1}) (a_{m-1}^{-1} a_m) \in G_i \cdots G_{i_{m-2}} G_{i_m},$$

and so $a \in \langle G_i \mid i \in I \rangle$. The converse is obtained by reversing the above argument.
(ii). Suppose that $G$ is transitive on the set of all flags of type $\{i,j,k\}$. If $x \in G_i G_j \cap G_k G_k$, then $\{x^{-1} G_i, x^{-1} G_j, x^{-1} G_k\}$ is a flag of $\Gamma$, so that by the transitivity assumption there is $g \in G$ with $g G_i = x^{-1} G_i$, $g G_j = G_j$, and $g G_k = G_k$. This means that $x^{-1} \in g G_i$ and $g \in \langle G_j \cap G_k \rangle$, so that $x \in G_i (g^{-1} \cap G_j \cap G_k)$. Since obviously $G_i G_j \cap G_i G_k \supseteq G_i (G_j \cap G_k)$, we have established the ‘only if’ part of (ii).

As for the converse, consider a flag $X$ of $\Gamma$ of type $\{i,j,k\}$. We will establish that $X$ lies in $G$-orbit of $\{G_i, G_j, G_k\}$, the standard flag of type $\{i,j,k\}$. In view of incidence transitivity, we may assume (without loss of generality) $X = \{x^{-1} G_i, x^{-1} G_j, x^{-1} G_k\}$ for some $x \in G$. Thus, using incidences of the elements of this flag, we have $x \in G_i G_j \cap G_i G_k$. So, if $G_i G_j \cap G_i G_k = G_i (G_j \cap G_k)$, we have $x \in G_i x_1$ for some $x_1 \in G_j \cap G_k$, whence

$$\{x^{-1} G_i, x^{-1} G_j, x^{-1} G_k\} = \{x_1^{-1} G_i, x_1^{-1} G_j, x_1^{-1} G_k\} = x_1^{-1} \{G_i, G_j, G_k\}.$$  

This shows that $X$ is in the same $G$-orbit as the standard flag of type $\{i,j,k\}$. Hence (ii).

(iii). As $G_{J \cup \{i\}} \subseteq G_i$ and $a \in a G_i \cap G_j$ for all $i \in I \setminus J$, $j \in J$, $a \in G_J$, the map $\phi_J$ is well defined. Suppose $a G_{J \cup \{i\}} \cap b G_{J \cup \{k\}} \neq \emptyset$. Then also $a G_j \cap b G_k \neq \emptyset$, so $\phi_J$ is indeed a homomorphism. Suppose that $a, b \in G_J$ satisfy $\phi_J(a G_{J \cup \{i\}}) = \phi_J(b G_{J \cup \{i\}})$. Now $a G_i = b G_i$, so that $b^{-1} a \in G_i$. On the other hand, $b^{-1} a \in G_J$, so $b^{-1} a \in G_{J \cup \{i\}}$ whence $a G_{J \cup \{i\}} \subseteq b G_{J \cup \{i\}}$. This shows that $\phi_J$ is injective.

(iv). Suppose that $\phi_J$ is surjective. If $x \in \bigcap_{j \in J} (G_j G_i)$ for some $i \in I \setminus J$, then $x G_i$ is an element of the residue of the flag $\{G_j \mid j \in J\}$. So we can find $x' \in G_J$ with $\phi_J(x' G_{J \cup \{i\}}) = x G_i$. Then $x' G_i = x G_i$, so $x \in x' G_i \subseteq G_j G_i$, proving $\bigcap_{j \in J} (G_j G_i) = G_j G_i$. The converse is equally straightforward.

(v). Suppose that $\phi$ is surjective for each $J \subseteq I$. Fix $K \subseteq I$. By (iii), $\phi_K$ is bijective. We need to show that $\phi_K^{-1}$ is a homomorphism. Let $x G_i, y G_j$, where $i, j \in I \setminus K$ and $x, y \in G_K$, be incident elements of the residue $\bigcap_{k \in K} G_k$ in $\Gamma$ of the flag $\{G_k \mid k \in K\}$. Then $y^{-1} x \in G_j G_i \cap G_K$. But the surjectivity of $\phi_K$ and (iv) yield $G_j G_i \cap G_K \subseteq G_j G_i \cap G_K \subseteq G_{J \cup K} G_i$ where $G_j G_i \cap G_K \subseteq (G_{J \cup K} G_i) \cap G_K = G_{J \cup K} G_{J \cup K} G_i$ so that $y^{-1} x \in G_{J \cup K} G_{J \cup K} G_i$, proving that $y G_{J \cup K}$ and $x G_{J \cup K}$ are incident elements of $\Gamma(G_K, (G_{J \cup K})_{i \in I \setminus K})$. Hence (v). \hfill \Box

In ‘good’ geometries we expect that the homomorphisms $\phi_J$ of Lemma 1.8.9(iii) are isomorphisms. The next result gives equivalent criteria for this to hold. The first and last one characterize flag transitivity of $G$ on $\Gamma$ fully in terms of subgroups and therefore represent the goal we were after.

**Theorem 1.8.10** Let $\Gamma$ be the coset incidence system of $G$ over $\{G_i\}_{i \in I}$. If $I$ is finite, then the following statements are equivalent.

(i) $G$ is flag transitive on $\Gamma$.  

(ii) Suppose that $G$ is transitive on the set of all flags of type $\{i,j,k\}$. If $x \in G_i G_j \cap G_k G_k$, then $\{x^{-1} G_i, x^{-1} G_j, x^{-1} G_k\}$ is a flag of $\Gamma$, so that by the transitivity assumption there is $g \in G$ with $g G_i = x^{-1} G_i$, $g G_j = G_j$, and $g G_k = G_k$. This means that $x^{-1} \in g G_i$ and $g \in \langle G_j \cap G_k \rangle$, so that $x \in G_i (g^{-1} \cap G_j \cap G_k)$. Since obviously $G_i G_j \cap G_i G_k \supseteq G_i (G_j \cap G_k)$, we have established the ‘only if’ part of (ii).

As for the converse, consider a flag $X$ of $\Gamma$ of type $\{i,j,k\}$. We will establish that $X$ lies in $G$-orbit of $\{G_i, G_j, G_k\}$, the standard flag of type $\{i,j,k\}$. In view of incidence transitivity, we may assume (without loss of generality) $X = \{x^{-1} G_i, x^{-1} G_j, x^{-1} G_k\}$ for some $x \in G$. Thus, using incidences of the elements of this flag, we have $x \in G_i G_j \cap G_i G_k$. So, if $G_i G_j \cap G_i G_k = G_i (G_j \cap G_k)$, we have $x \in G_i x_1$ for some $x_1 \in G_j \cap G_k$, whence

$$\{x^{-1} G_i, x^{-1} G_j, x^{-1} G_k\} = \{x_1^{-1} G_i, x_1^{-1} G_j, x_1^{-1} G_k\} = x_1^{-1} \{G_i, G_j, G_k\}.$$  

This shows that $X$ is in the same $G$-orbit as the standard flag of type $\{i,j,k\}$. Hence (ii).

(iii). As $G_{J \cup \{i\}} \subseteq G_i$ and $a \in a G_i \cap G_j$ for all $i \in I \setminus J$, $j \in J$, $a \in G_J$, the map $\phi_J$ is well defined. Suppose $a G_{J \cup \{i\}} \cap b G_{J \cup \{k\}} \neq \emptyset$. Then also $a G_j \cap b G_k \neq \emptyset$, so $\phi_J$ is indeed a homomorphism. Suppose that $a, b \in G_J$ satisfy $\phi_J(a G_{J \cup \{i\}}) = \phi_J(b G_{J \cup \{i\}})$. Now $a G_i = b G_i$, so that $b^{-1} a \in G_i$. On the other hand, $b^{-1} a \in G_J$, so $b^{-1} a \in G_{J \cup \{i\}}$ whence $a G_{J \cup \{i\}} \subseteq b G_{J \cup \{i\}}$. This shows that $\phi_J$ is injective.

(iv). Suppose that $\phi_J$ is surjective. If $x \in \bigcap_{j \in J} (G_j G_i)$ for some $i \in I \setminus J$, then $x G_i$ is an element of the residue of the flag $\{G_j \mid j \in J\}$. So we can find $x' \in G_J$ with $\phi_J(x' G_{J \cup \{i\}}) = x G_i$. Then $x' G_i = x G_i$, so $x \in x' G_i \subseteq G_j G_i$, proving $\bigcap_{j \in J} (G_j G_i) = G_j G_i$. The converse is equally straightforward.

(v). Suppose that $\phi$ is surjective for each $J \subseteq I$. Fix $K \subseteq I$. By (iii), $\phi_K$ is bijective. We need to show that $\phi_K^{-1}$ is a homomorphism. Let $x G_i, y G_j$, where $i, j \in I \setminus K$ and $x, y \in G_K$, be incident elements of the residue $\bigcap_{k \in K} G_k$ in $\Gamma$ of the flag $\{G_k \mid k \in K\}$. Then $y^{-1} x \in G_j G_i \cap G_K$. But the surjectivity of $\phi_K$ and (iv) yield $G_j G_i \cap G_K \subseteq G_j G_i \cap G_K \subseteq G_{J \cup K} G_i$ where $G_j G_i \cap G_K \subseteq (G_{J \cup K} G_i) \cap G_K = G_{J \cup K} G_{J \cup K} G_i$ so that $y^{-1} x \in G_{J \cup K} G_{J \cup K} G_i$, proving that $y G_{J \cup K}$ and $x G_{J \cup K}$ are incident elements of $\Gamma(G_K, (G_{J \cup K})_{i \in I \setminus K})$. Hence (v). \hfill \Box

In ‘good’ geometries we expect that the homomorphisms $\phi_J$ of Lemma 1.8.9(iii) are isomorphisms. The next result gives equivalent criteria for this to hold. The first and last one characterize flag transitivity of $G$ on $\Gamma$ fully in terms of subgroups and therefore represent the goal we were after.

**Theorem 1.8.10** Let $\Gamma$ be the coset incidence system of $G$ over $\{G_i\}_{i \in I}$. If $I$ is finite, then the following statements are equivalent.

(i) $G$ is flag transitive on $\Gamma$.  

\[ (ii) \text{ For each subset } J \text{ of } I, \text{ the homomorphism } \phi_J \text{ is an isomorphism.} \]

\[ (iii) \text{ For each subset } J \text{ of } I \text{ of size three, the group } G \text{ is transitive on the set of flags of type } J, \text{ and for each } i \in I \text{ the subgroup } G_i \text{ is flag transitive on } \Gamma(G_i, (G_{(i,j)})_{j \in I\setminus\{i\}}). \]

\[ (iv) \text{ For each } J \subseteq I \text{ and each } i \in I \setminus J, \text{ we have } G_J G_i = \bigcap_{j \in J} (G_J G_i). \]

If one (whence all) of these properties hold, then \( \Gamma \) is a geometry.

**Proof.** The last statement follows directly from the fact that in the flag-transitive case every flag can be transformed by an automorphism of \( \Gamma \) to a subset of the standard chamber \( \{G_i \mid i \in I\}. \)

(i) \( \Rightarrow \) (ii). Let \( J \) be a subset of \( I \) and let \( a G_i \) be an element of the residue \( I_{\{G, j \in J\}}. \) The set \( \{a G_i\} \cup \{G_j \mid j \in J\} \) is a flag of \( \Gamma \), so by (i) there is \( g \in G \) with \( g^{-1} a \in G_i \) and \( g \in G_J \), whence \( a \in G_J G_i. \) Taking \( a_1 \in G_J \) such that \( a \in a_1 G_i \), we obtain \( a G_i = \phi_J(a_1 G_J G_i). \) Therefore, \( \phi_J \) is surjective for all \( J \subseteq I. \) It follows from Lemma 1.8.9(v) that is an isomorphism.

(iii) \( \Rightarrow \) (i). Let \( J \subseteq I \) and let \( X = \{x_J G_j \mid j \in J\} \) be a flag of type \( J. \) We want to establish that \( X \) is in the \( G \)-orbit of the standard flag \( \{G_i \mid j \in J\}. \)

For \( |J| \leq 2, \) this is true thanks to Lemma 1.8.6, and for \( |J| = 3, \) there is nothing to show, so we may assume \( |J| \geq 4. \) Fix \( i \in J. \) After applying \( x_i^{-1} \) to \( X, \) we may assume \( x_i = 1. \) For each \( l \in J \setminus \{i\} \) we can replace \( x_l \) by a coset representative \( x_l' \in G_i \) with \( x_l G_i = x_l' G_i. \) Let \( j, k \in J \setminus \{i\}. \) Since \( X \) is a flag, we have \( x_j^{-1} x_j' \in G_j G_i \cap G_i. \) By transitivity of \( G \) on the set of flags of type \( \{i, j, k\}, \) this implies \( x_j^{-1} x_j' \in G_i \cap G_{(i,j)} = G_{(i,j)} \) (cf. Lemma 1.8.9(ii)). Thus \( x_j' G_{(i,j)} \) and \( x_k' G_{(i,k)} \) are incident in \( \Gamma(G_i, G_{(i,l)}) \cap G_l \cap G_{l \setminus \{i\}} \) and belong to its chamber \( \{x_j' G_{(i,j)} \mid l \in J \setminus \{i\}\}. \) By the assumption that \( G_i \) is flag transitive on the geometry \( \Gamma(G_i, G_{(i,l)}) \) \( l \in J \setminus \{i\}, \) we can find \( h \in G_i \) with \( x_l' G_{(i,l)} = h G_{(i,l)} \) for all \( l \in J \setminus \{i\}. \) Consequently,

\[ X = \{G_i\} \cup \{x_l G_i \mid l \in J \setminus \{i\}\} = h \{G_i \mid l \in J\} \]

is in the same \( G \)-orbit as the standard flag, and we are done.

(ii) \( \Rightarrow \) (iii). We proceed by induction on the rank \( |I| \) of \( \Gamma. \) Clearly, the implication is trivial if \( |I| \leq 2, \) so assume \( |I| \geq 3. \)

Let \( \{i, j, k\} \subseteq I \) be of size three. Observe that \( \phi_{(i,j)} \) is surjective as it is an isomorphism, so that, by Lemma 1.8.9(iv), we have \( (G_i G_k) \cap (G_j G_k) = G_{(i,j)} G_k. \) According to Lemma 1.8.9(iii), this implies that \( G \) is transitive on the set of flags of type \( \{i, j, k\}. \)

Fix \( i \in I. \) We will consider the action of \( G_i \) on \( \Gamma(G_i, (G_{(i,j)})_{j \in I\setminus\{i\}}). \) The homomorphisms \( \phi_J (J \subseteq I \setminus \{i\}) \) for the latter geometry are easily seen to be surjective: by Lemma 1.8.9(iv) it suffices to verify that, for each non-empty \( J \subseteq I \setminus \{i\} \) and \( k \in I \setminus (J \cup \{i\}), \) the equality

\[ \bigcap_{j \in J} (G_{(i,j)} G_{(k,j)}) = G_{J \cup \{i\}} G_{(k,i)} \]
holds. But this follows from
\[
\bigcap_{j \in J} (G_{j,i} G_{i,j}) \subseteq \left( \bigcap_{j \in J \setminus \{i\}} (G_j G_k) \right) \cap G_i = (G_{J \cup \{i\}} G_k) \cap G_i = G_{J \cup \{i\}} G_{i,k}
\]
where the first equality is due to surjectivity of \( \phi_{J \cup \{i\}} \).

By Lemma 1.8.9(v), the incidence system \( I(G_i, (G_{i,j})_{j \in I \setminus \{i\}}) \) satisfies (ii).

Therefore, the induction hypothesis may be applied to it, giving that (iii) holds for \( I(G_i, (G_{i,j})_{j \in I \setminus \{i\}}) \). But then, by the part ‘(iii)\( \Rightarrow \) (i)’ already proven, \( G_i \) is flag transitive on this geometry. This establishes (iii).

(ii)\( \Rightarrow \) (iv). This is straightforward from Lemma 1.8.9 (iv) and (v). \( \square \)

Example 1.8.11 Let \( G = \text{Sym}_4 \). Clearly, \( G \) cannot act flag transitively on the cube geometry, as the latter has 48 chambers and \(|G| = 24\). But we can also derive this fact from Theorem 1.8.10 by viewing the cube as the coset geometry \( I(G, (G_1, G_2, G_3)) \) where \( G_1 = \langle (1, 2, 3) \rangle, G_2 = \langle (1, 4) \rangle \), and \( G_3 = \langle (1, 3, 2, 4) \rangle \) (see Example 1.8.5). Now \( G_2 \cap G_1 G_3 \) contains \( (1, 4) \), while \( G_1 \cap G_2 = G_2 \cap G_3 = \{1\} \), so \( G_1 G_3 \cap G_2 \neq (G_1 \cap G_2)(G_1 \cap G_2) \), which by Exercise 1.9.24, implies \( G_1 G_2 \cap G_3 G_2 \neq (G_1 \cap G_3) G_2 \). Alternatively, \( G_1 G_3 \cap G_2 G_3 \) contains \( (1, 4) G_3 \). In both ways, it follows from Theorem 1.8.10 that \( G \) does not act flag transitively on the geometry.

Proposition 1.8.12 Let \( \Gamma = I(G, (G_i)_{i \in I}) \) be a coset incidence system over \( I \). The following two statements are equivalent.

(i) For each \( J \subseteq I \) with \(|J| \geq 2\) we have \( G_J = \langle G_{J \cup \{i\}} \mid i \in I \setminus J \rangle \).

(ii) For each \( J \subseteq I \) and distinct \( i, k \in I \setminus J \) we have \( G_J = \langle G_{J \cup \{i\}}, G_{J \cup \{k\}} \rangle \).

Proof. Since (ii) \( \Rightarrow \) (i) is obvious, we assume (i) and derive (ii). Let \( J \subseteq I \) and \( i, k \in I \setminus J \) be distinct. If \( I = J \cup \{i, k\} \), then there is nothing to show, so assume that there is a \( r \in I \setminus (J \cup \{i, k\}) \). Assertion (i) implies \( G_{J \cup \{r\}} = \langle G_{J \cup \{r\}} \mid l \in (I \setminus \{J \cup \{r\}\}) \rangle \). Induction on the rank \(|I| \) of \( \Gamma \) applied to the coset incidence system \( I(G_{J \cup \{r\}}, (G_{J \cup \{r\},i})_{i \in I \setminus (J \cup \{r\})}) \) of rank \(|I| + 1 \leq |I| - 1 \) gives \( G_{J \cup \{r\}} = \langle G_{J \cup \{r\}, i} \rangle \). But then \( G_{J \cup \{r\}} \subseteq \langle G_{J \cup \{i\}}, G_{J \cup \{k\}} \rangle \) for all \( r \in I \setminus J \), whence

\[
G_J = \langle G_{J \cup \{i\}} \mid i \in I \setminus J \rangle \subseteq \langle G_{J \cup \{i\}}, G_{J \cup \{k\}} \rangle.
\]

\( \square \)

A group-theoretic description of residual connectedness is easily derived from Proposition 1.8.12.

Corollary 1.8.13 Suppose that \( I \) is finite and that \( \Gamma = I(G, (G_i)_{i \in I}) \) is a geometry over \( I \) on which \( G \) acts flag transitively. The following three statements are equivalent.
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(i) \( \Gamma \) is a residually connected geometry.
(ii) \( G_J = \langle G_{J \cup \{i\}} \mid i \in I \setminus J \rangle \) for each \( J \subseteq I \) with \( |I \setminus J| \geq 2 \).
(iii) If \( J \subseteq I \) and \( i, k \in I \setminus J \) with \( i \neq k \), then \( G_J = \langle G_{J \cup \{i\}}, G_{J \cup \{k\}} \rangle \).

Proof. By Theorem 1.8.10, every flag-transitive coset incidence system is a geometry.

By Lemma 1.8.9(i), \( \Gamma \) is connected if and only if \( G_J = hG_{J \cup \{i\}} i \) for each \( J \subseteq I \) with \( j \in J \) and \( i \in I \setminus J \).

Application of this criterion to \( J \) for each subset \( J \) of \( I \) with \( j \in J \) and \( i \in I \setminus J \), which, by Theorem 1.8.10(ii), is isomorphic to \( \Gamma(G_J, (G_{J \cup \{i\}})_{i \in I \setminus J}) \), yields the equivalence of (i) and (ii). The equivalence of (ii) and (iii) is straightforward from Proposition 1.8.12. \( \square \)

Another consequence of Proposition 1.8.12 is the following set of sufficient conditions for an incidence system to be a flag-transitive geometry.

Corollary 1.8.14 Suppose that \( \Gamma = \Gamma(G, (G_i)_{i \in I}) \) is a coset incidence system over the finite set \( I \) satisfying the following four conditions for all \( J \subseteq I \) and all subsets \( \{i, j, k\} \) of \( I \) of size three.

(i) \( G_J = \langle G_{J \cup \{r\}} \mid r \in I \setminus J \rangle \).
(ii) \( G_i \) is flag transitive on \( \Gamma(G_i, (G_{i \cup \{r\}})_{r \in I \setminus \{i\}}) \).
(iii) \( G \neq G_iG_k \) (i.e., \( G_j \) is not transitive on \( G/G_k \)).
(iv) \( G_{\{i,j\}} \) has at most two orbits on the coset space \( G_i/G_{\{i,k\}} \).

Then \( G \) is flag transitive on \( \Gamma \).

Proof. Let \( i, j, k \in I \) be mutually distinct. Due to (iv) there is \( x \in G_i \) such that
\[
G_i = G_{\{i,j\}} G_{\{i,k\}} \cup G_{\{i,j\}} x G_{\{i,k\}},
\]
so that
\[
G_i G_k = G_{\{i,j\}} G_k \cup G_{\{i,j\}} x G_k.
\]
Therefore \( G_i G_k \cap G_{\{i,j\}} G_k \) coincides with either \( G_{\{i,j\}} G_k \) or \( G_i G_k \). In the latter case, we have \( G_i G_k = G_{\{i,j\}} G_k \subseteq G_{\{i,j\}} G_k \), so \( G_i G_k G_k = G_{\{i,j\}} G_k \). By (i) and Proposition 1.8.12, \( \langle G_i, G_j \rangle = G \), so that \( G = G_{\{i,j\}} G_{\{i,k\}} G_k = G_{\{i,j\}} G_k \), contradicting (iii). Therefore, we must have
\[
G_i G_k \cap G_j G_k = G_{\{i,j\}} G_k.
\]
This is equivalent to \( G_i G_k \cap G_i G_k = G_{\{i,j\}} G_{\{i,j\}} \), as can be seen by inversion of the elements in the sets at both sides. Hence, by Lemma 1.8.9(ii), \( G \) is transitive on the set of all flags of type \( \{i, j, k\} \) and we can finish by (ii) and Theorem 1.8.10(iii). \( \square \)

Here is yet one more translation of an incidence system property to group theory.
Corollary 1.8.15 Suppose that $\Gamma = \Gamma(G, (G_i)_{i \in I})$ is a coset incidence system over the finite set $I$ on which $G$ acts flag transitively. Then $\Gamma$ is a firm geometry if and only if $G_{I \setminus j} \neq G_j$ for each $j \in I$.

Proof. By Theorem 1.8.10, $\Gamma$ is a geometry. By flag transitivity, we only need show that, for each $j \in I$, the cardinality of the residue $\Gamma_{\{G_i \in I \setminus \{j\}\}}$ is at least two. Also by Theorem 1.8.10, such a residue is isomorphic to $\Gamma(G_{I \setminus \{j\}}, (G_j))$, and so has precisely $|G_{I \setminus \{j\}}/G_j|$ elements. $\square$

The above analysis of the coset incidence system $\Gamma(G, (G_i)_{i \in I})$ gives that it is an $I$-geometry if and only if

1. $G_{I \setminus \{j\}} \neq G_j$ for each $j \in I$;
2. $G_J G_i = \bigcap_{j \in J} (G_j G_i)$ for each $J \subseteq I$ and each $i \in I \setminus J$;
3. $G_J = \langle G_{J \setminus \{i\}} \mid i \in I \setminus J \rangle$ for each $J \subseteq I$ with $|I \setminus J| \geq 2$.

Example 1.8.16 We exhibit a group acting flag transitively on the projective geometries $PG(V)$ of Example 1.4.9 for $V = D^{n+1}$ where $D$ is a division ring and $n \in \mathbb{N}$. We view $V$ as a right vector space of column vectors over $D$. We make use of the general linear group $GL(V)$, consisting of all invertible linear transformations of $V$ (introduced in Remark 1.4.8). With respect to the standard basis $\varepsilon_1, \ldots, \varepsilon_n$ of $V$, this group can be viewed as the set of invertible $(n+1) \times (n+1)$-matrices with entries in $D$ and supplied with the usual matrix multiplication. The group $GL(V)$ acts on $V$ from the left by means of the usual multiplication of a matrix and a column vector.

It is well known from linear algebra that $GL(V)$ coincides with $Aut(V)$. As it maps subspaces of $V$ to subspaces of the same dimension and preserves incidence, it induces an action on $PG(V)$. In general, this action is not faithful, as scalar matrices $\lambda I_{n+1}$ with $\lambda \in Z(D)$, the center of $D$, induce the identity on the set of elements of $PG(V)$.

For $i \in [n]$, we define the subgroup $G_i$ of $G = GL(V)$ as the stabilizer of the subspace $V_i$ of $D^{n+1}$ generated by all $i$ first standard basis vectors $\varepsilon_1, \ldots, \varepsilon_i$ of $V$. This implies that $G_i$ consists of all matrices in $GL(V)$ of the form

$$
\begin{pmatrix}
A_{i,i} & B_{i,n+1-i} \\
0 & C_{n+1-i,n+1-i}
\end{pmatrix},
$$

where $X_{k,l}$ for $X$ one of $A$, $B$, $C$, denotes a $k \times l$-matrix with entries in $D$. We will establish that the map $\beta : \Gamma(G, (G_i)_{i \in [n]}) \to PG(V)$ given by $\beta(aG_i) = aV_i$ for $a \in G$ is an isomorphism of incidence systems over $[n]$. The set $c = \{V_1, V_2, \ldots, V_n\}$ is a flag of $PG(V)$, stabilized by $B = G_{[n]}$. Suppose $\{W_1, W_2, \ldots, W_t\}$ is a flag of $PG(V)$ with $\dim(W_i) < \dim(W_j)$ whenever $i < j$. Beginning with a basis of $W_1$ and extending it to a basis of the next $W_i$ as we go along, we can find a basis $a_1, a_2, \ldots, a_{n+1}$ of $V$ such that $a_1, a_2, \ldots, a_{\dim(W_i)}$ is a basis of $W_i$ for each $i \in [t]$. The matrix $m$ whose $j$-th column is $a_j$ belongs to $G$ and satisfies $m(V_{\dim W_i}) = W_i$.
for each $i$, so $\{W_1, W_2, \ldots, W_t\}$ is the image under $m$ of the subflag of $c$ of type $\{\dim(W_1), \dim(W_2), \ldots, \dim(W_t)\}$. This establishes that $G$ acts flag transitively on $\text{PG}(V)$. By Proposition 1.8.7, $\Gamma(G, (G_i)_{i \in [n]})$ is isomorphic to $\text{PG}(V)$, and the corresponding representations of $G$ are equivalent.

If $D = F$ is a field, the determinant $\det : \text{GL}(V) \to F \setminus \{0\}$ is a homomorphism of groups. Its kernel is the special linear group $\text{SL}(V)$. A slight adaptation to the above argument shows that $\text{SL}(V)$ also acts flag transitively on $\text{PG}(V)$.

The image of $\text{GL}(V)$ in $\text{Aut}(\text{PG}(V))$ is denoted $\text{PGL}(V)$, and the image of $\text{SL}(V)$ in $\text{Aut}(\text{PG}(V))$ is denoted $\text{PSL}(V)$.

**Example 1.8.17** Adding translations to $\text{GL}(V)$, we obtain a group acting flag transitively on the affine geometries $\text{AG}(V)$ of Example 1.4.10 for $V = D^n$ where $D$ is a division ring and $n \in \mathbb{N}$, $n \geq 1$. Let $T(V)$ be the group of all translations of $V$, that is, the set of maps $t_a : V \to V$ for $a \in V$, determined by $t_a(x) = x + a$. The group $T(V)$ is isomorphic to the additive group underlying $V$ by means of the group homomorphism $a \mapsto t_a$. It acts on $\text{AG}(V)$ and is transitive on $V$. Besides, it is normalized by $\text{GL}(V)$, so the two subgroups of $\text{Aut}(\text{AG}(V))$ generate a semi-direct product. If $(c_i)_{i \in [n]}$ and $(d_i)_{i \in [n]}$ are two chambers of $\text{AG}(V)$, then the translation $t_{d_1 - c_1}$ of $T(V)$ will map $c_1$ to $d_1$, so, for proving that these chambers are in the same it suffices to consider the case where $c_1 = d_1 = 0$. Subsequently, by Example 1.8.16, a suitable element of $\text{GL}(V)$ will map $(c_i)_{2 \leq i \leq n}$ to $(d_i)_{2 \leq i \leq n}$. Therefore, the semi-direct product of $T(V)$ and $\text{GL}(V)$ acts flag transitively on $\text{AG}(V)$.

### 1.9 Exercises

**Section 1.1**

**Exercise 1.9.1** Let $n \in \mathbb{N}$, $n \geq 2$. The generalization to higher dimensions of the polygon in the Euclidean plane and the polyhedron in Euclidean space is the **polytope** in $n$-dimensional Euclidean affine space $\mathbb{E}^n$.

(a) Give a definition of polytope extending Example 1.1.3 and leading to a rank $n$ geometry (in the intuitive sense; a formal definition is still lacking at this point).

(b) Extend the construction of Example 1.1.1 to the **hypercube** in the Euclidean vector space $\mathbb{R}^n$ whose vertex set consists of all points of the form $\pm \varepsilon_1 \pm \varepsilon_2 \pm \cdots \pm \varepsilon_n$.

**Section 1.2**

**Exercise 1.9.2** The hexagon, viewed as a graph with six vertices and six edges, is bipartite.
(a) Show that the corresponding bipartition is unique.
(b) The hexagon is also tripartite, that is, its vertices can be partitioned into three subsets of size two such that no vertices from the same subset are adjacent. Verify that such a tripartition is not unique.

Exercise 1.9.3 (This exercise is used in Remark 1.2.4.) Let $\Gamma = (X, \ast, \tau)$ be a geometry over $I$. Extend $X$ to the disjoint union $Y$ of $X$ and a singleton $\{\infty\}$. Extend $\ast$ to the symmetric relation $\circ$ on $Y \times Y$ such that $\infty \circ y$ for $y \in Y$ if and only if $y = \infty$. Finally, pick $i \in I$ and extend $\tau$ to a map $\sigma : Y \to I$ by setting $\tau(\infty) = i$. Prove that if $|I| > 1$, then $(Y, \circ, \sigma)$ is an incidence system in which the type map is surjective that is not a geometry.

Section 1.3

Exercise 1.9.4 If $A$ is a group of automorphisms of the geometry $\Gamma = (X, \ast, \tau)$ over $I$ acting transitively on each $\tau^{-1}(i)$ ($i \in I$), then $\Gamma/A$ is the unit geometry (cf. Example 1.3.11). True or false?

Exercise 1.9.5 Consider the graph $\Delta$ whose vertices are $\pm\{i, j\}$ for $i, j \in [5]$ with $i \neq j$, and in which, for $\varepsilon, \delta \in \{\pm\}$, there is an edge on $\varepsilon\{i, j\}$ and $\delta\{k, l\}$ if and only if $\{i, j\} \cap \{k, l\} = \emptyset$ and $\varepsilon\delta = -1$. Show that the map $\pm\{i, j\} \mapsto \{i, j\}$ yields a homomorphism from $\Delta$ to the Petersen graph. Verify that $\Delta$ is not isomorphic to the dodecahedral graph on 20 vertices described in Example 1.3.3.

Section 1.4

Exercise 1.9.6 (This exercise is used in Remark 1.4.2.) Let $\Gamma = (X, \ast, \tau)$ and $\Gamma' = (X', \ast', \tau')$ be incidence systems over $I$.
(a) Suppose that $\alpha : \Gamma' \to \Gamma$ is an injective homomorphism. Show that $\Gamma'$ is isomorphic to a partial subsystem of $\Gamma$ on $\alpha(X')$.
(b) Suppose that $\Gamma'$ is a partial subsystem of $\Gamma$. Show that the identity map on $X'$ is an injective homomorphism $\Gamma' \to \Gamma$.

Exercise 1.9.7 The rank two geometry $\Gamma$ depicted in Figure 1.21 is the projective plane of order 2, otherwise known as the **Fano plane**. Its point set is $[7]$, and its lines are the sets $\{i, i+1, i+3\}$ (the numbers are interpreted modulo 7 with values in $[7]$).
(a) Describe a polarity of $\Gamma$.
(b) Determine the orders of $\text{Aut}(\Gamma)$ and $\text{Cor}(\Gamma)$.

**Hint:** Verify that $(1, 2, 3, 4, 5, 6, 7)$ is an automorphism, proving that $\text{Aut}(\Gamma)$ is transitive on $[7]$. Use the picture to identify an automorphism that fixes the three points on a line.)
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(c) Show that $\Gamma$ is the projective geometry $\text{PG}(\mathbb{F}_2^2)$ over the field $\mathbb{F}_2$ of order two as in Example 1.4.9.

Exercise 1.9.8 The choice of field is important to the existence of elements of a given type in the absolute geometry of Example 1.4.13. Let $\mathbb{F}$ be a field and consider the vector space $V = \mathbb{F}^n$ over $\mathbb{F}$, with standard basis $\varepsilon_1, \ldots, \varepsilon_n$. We define the bilinear form $f$ on $V$ by $f(x, y) = \sum_{i=1}^{n} x_i y_i$ where $x = \sum_i x_i \varepsilon_i$, $y = \sum_i y_i \varepsilon_i$.

(a) Show that the absolute geometry $\Gamma$ with respect to $f$ is empty if $\mathbb{F} = \mathbb{R}$.
(b) Show that $\Gamma$ contains elements of each type in $\lfloor \lfloor n/2 \rfloor \rfloor$ if $\mathbb{F} = \mathbb{C}$. Here, for any integer $m$, we write $[m]$ to denote the largest integer less than or equal to $m$.
(c) Let $n = 2$ and $\mathbb{F} = \mathbb{F}_p$, the finite field of order $p$, for some odd prime $p$. Show that $\Gamma$ contains elements of type 1 if and only if $p \equiv 1 \pmod{4}$.

Exercise 1.9.9 Consider the geometry $\Gamma$ over $I = [n-1]$ on the collection $X$ of proper subsets of $[n]$ in which incidence is symmetrized inclusion, and the type of an element is its cardinality. Prove the following statements involving a permutation $\pi$ of $[n]$.

(a) The map $\delta : X \to X$ given by $\delta(Y) = [n] \setminus \pi(Y)$ is a duality of $\Gamma$. It is a polarity if and only if $\pi$ has order at most two.
(b) An element $Y$ of $\Gamma$ belongs to a flag fixed by $\delta$ if and only if $\pi^2(Y) = Y$ and $\pi(Y) \cap Y = \emptyset$.
(c) If $n = 2k$ and $\pi$ is an involution (i.e., a bijection of order two) without fixed points, then the absolute of $\Gamma$ with respect to $\langle \delta \rangle$ is a geometry over $[k]$.

Exercise 1.9.10 Let $V$ be a vector space of infinite dimension. Show that the construction of the projective geometry $\text{PG}(V)$ of Example 1.4.9 fails. Verify that, with symmetrized inclusion for incidence, a geometry over the
positive integers can be constructed on the set of nontrivial finite-dimensional subspaces of \( V \).

**Exercise 1.9.11** Suppose that \( D \) is a division ring. Consider its opposite \( D^{\text{op}} \), that is, the same set \( D \), but now supplied with the multiplication \( \circ \) given by \( x \circ y = yx \) for \( x, y \in D \).

(a) Prove that \( D^{\text{op}} \) is also a division ring.

(b) Let \( D = \mathbb{H} \), the division ring of rational quaternions \( \mathbb{Q} + \mathbb{Q}i + \mathbb{Q}j + \mathbb{Q}k \) with multiplication determined by \( ij = -ji = k \) and \( i^2 = j^2 = k^2 = -1 \).

(\text{Hint:} Define the norm map \( N : \mathbb{H} \to \mathbb{Q} \) by \( N(x_1 + x_2i + x_3j + x_4k) = x_1^2 + x_2^2 + x_3^2 + x_4^2 \) if \( x_i \in \mathbb{Q} \) and use the identities \( N(xy) = N(x)N(y) \) and \( (x_1 + x_2i - x_3j - x_4k)(x_1 + x_2i + x_3j + x_4k) = N(x) \).)

(c) Prove that \( \mathbb{H} \) is isomorphic to its opposite. Such an isomorphism is called an **anti-automorphism** of \( \mathbb{H} \).

(\text{Hint:} Consider the homomorphism \( \alpha : \mathbb{H} \to \mathbb{H}^{\text{op}} \) determined by \( \alpha(i) = j \), \( \alpha(j) = i \), \( \alpha(k) = k \).)

(d) Show that a left vector space \( V \) over \( D^{\text{op}} \) is a right vector space over \( D \) via \( v\lambda = \lambda v \) (\( \lambda \in D \), \( v \in V \)).

There exist non-commutative division rings without anti-automorphisms (see Example 7.2.2) and division rings with anti-automorphisms but without anti-automorphisms of order two (see Example 7.2.16).

**Exercise 1.9.12** Let \( K \) be a field admitting an automorphism \( \sigma \) of order three.

(a) Verify that the set \( F \) of elements of \( K \) fixed by \( \sigma \) is a subfield of \( K \).

(b) Show that there is natural way to interpret \( K \) as a vector space over \( F \).

(c) Prove that the dimension of \( K \) over \( F \) is three.

**Exercise 1.9.13** Consider a division ring \( D \) and its opposite \( D^{\text{op}} \) in which \( a \circ b = c \) if and only if \( ba = c \) in \( D \) (cf. Exercise 1.9.11). Here, we denote multiplication in \( D^{\text{op}} \) by \( \circ \) to prevent confusion with multiplication in \( D \). (Since \( D \) and \( D^{\text{op}} \) have the same underlying set, it is easy to mix up the two multiplications.) Let \( V \) be a finite-dimensional right vector space over \( D \). The **dual vector space** \( V^{\vee} \) consists of all \( D \)-linear forms on \( V \). It is a right vector space over \( D^{\text{op}} \) by means of the scalar multiplication

\[
\langle \phi \lambda \rangle x = \lambda (\phi x) \quad (x \in V, \phi \in V^{\vee}, \lambda \in D).
\]

(a) Show that \( \text{PG}(V^{\vee}) \) is weakly isomorphic to \( \text{PG}(V) \).

(b) Prove that if \( D \) is isomorphic to \( D^{\text{op}} \), then \( \text{PG}(V^{\vee}) \) is isomorphic to \( \text{PG}(V) \).
Section 1.5

Exercise 1.9.14 A homomorphism \( \phi : \Gamma \to \Gamma' \) of incidence systems is called a covering if, for every element \( x \) of \( \Gamma \), the restriction of \( \phi \) to the residue \( \Gamma_x \) is an isomorphism onto \( \Gamma'_x \).

(a) Verify that the homomorphism suggested by Figure 1.22 is a covering.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig122.png}
\caption{An infinite covering of graphs. It can also be viewed as a covering of geometries of rank two, whose points are the vertices and whose lines are the edges of the corresponding graphs.}
\end{figure}

(b) Find a connected geometry on 16 vertices and 24 edges covering the rank two geometry on the vertices and edges of the cube.

(c) Prove that the composition of two coverings is again a covering.

Exercise 1.9.15 Let \( \Gamma \) be a geometry over \( I \), let \( F \) be a flag, and \( J \) a subset of \( \Gamma \setminus \tau(F) \). Prove \( J \Gamma_F = J \cup \tau(F) \Gamma_F \).

Exercise 1.9.16 Let \( \Gamma \) be a geometry and \( A \) a subgroup of \( \text{Aut}(\Gamma) \) each nontrivial element of which maps every element of \( \Gamma \) to an element at distance at least four from it in the incidence graph of \( \Gamma \). Show that the quotient map \( \Gamma \to \Gamma/A \) is a covering (see Exercise 1.9.14).

Section 1.6

Exercise 1.9.17 Let \( I \) be finite and let \( \Gamma \) be a residually connected incidence system over \( I \) with type map \( \tau \). Prove that, if \( \tau \) is surjective, then \( \Gamma \) is a geometry over \( I \).

Exercise 1.9.18 Set \( I = \{0,0'\} \cup \{1/n \mid n \in \mathbb{N}\setminus\{0\}\} \). For each \( i \in I \setminus \{0'\} \), denote by \( X_i \) the set of all closed intervals of length \( i \) in \( \mathbb{R} \). Thus, \( X_0 \) is the set
of singletons \{a\} where \(a \in \mathbb{R}\). Let \(X_{a'} = \mathbb{R}\). It is a disjoint copy of \(X_0\) with \(a \in X_{a'}\) corresponding to \(\{a\}\) in \(X_0\). For every element \(x \in \bigcup_{i \in I} X_i\), write \(\phi(x)\) for the subset of \(\mathbb{R}\) corresponding to \(x\). So \(\phi\) is the identity, except on \(X_{a'}\), where, for \(x \in X_{a'}\), we have \(\phi(x) = \{x\}\). Let \(I'\) be the incidence system determined by the multipartite graph with parts \(X_i (i \in I)\), and incidence \(*\) given by

\[x * y \iff \phi(x) \cap \phi(y) \neq \emptyset\]

for every \(x \in X_i, y \in X_j (i \neq j)\). Prove that \(I'\) is a residually connected geometry over \(I\) for which the conclusion of Lemma 1.6.3 fails. (Hint: To prove that \(I'\) is a geometry, use the fact that the intersection of a collection of pairwise meeting closed intervals is a non-empty closed interval. To contradict the conclusion of the lemma, consider \(\emptyset\)-chains.)

**Exercise 1.9.19** Let \(I'\) be the incidence system defined in Exercise 1.9.18. Consider its subsystem \(I''\) obtained by removing \(0\) from \(X_{a'}\).

(a) Verify that \(I''\) is residually connected but not a geometry.

(b) Show that the flag \(F = \{[0,1/n] \mid n \in \mathbb{N}\} \cup \{\emptyset\}\) of \(I''\) is maximal but not a chamber. Conclude that Lemma 1.6.4 does not hold if the condition that every flag of corank one be nonmaximal is removed from the hypotheses.

![Fig. 1.23. A truncated octahedron (only those points and lines visible from the front are drawn)](image)

**Exercise 1.9.20 (The Principle of Maximal Intersection)** Consider a set \(P\) of points together with a family \(\mathcal{B}\) of subsets, and a map \(\tau : \mathcal{B} \to I\). We build an incidence system \(\Gamma(P, \mathcal{B}, \tau) = (\mathcal{B}, *, \tau)\) over \(I\). For blocks \(B_1\) and \(B_2\) with \(\tau(B_1) \neq \tau(B_2)\), we let \(B_1 * B_2\) if and only if \(B_1 \cap B_2\) is maximal among all sets of the form \(X \cap Y\) for \(\tau(X) = \tau(B_1)\) and \(\tau(Y) = \tau(B_2)\).
(a) Show that $\Gamma(P, B, \tau)$ need not be a geometry.

(b) Consider the truncated octahedron depicted in Figure 1.23. Let $P$ be the set of its vertices, let $B_1$ be the family of (six) sets of faces with four vertices, let $B_2$ the family of (twelve) edges not contained in an element of $B_1$, and let $B_3$ be the family of (eight) faces with six vertices. Here, the faces and edges are viewed as vertex sets. Verify that $\Gamma(P, B, \tau)$, where 

\[ B = B_1 \cup B_2 \cup B_3 \]

and $\tau : B \to I$ takes value $i$ on $B_i$, is the cube geometry of rank three.

Exercise 1.9.21 Let $\Gamma$ be the Fano plane (cf. Exercise 1.9.7). Show that there is a rank two geometry $\Gamma'$ that is a tree (i.e., is connected and has no circuits) and admits a covering $\phi : \Gamma' \to \Gamma$ (see Exercise 1.9.14).

Section 1.7

Exercise 1.9.22 (This exercise is used in Definition 4.2.5.) Let $H$ be a subgroup of a group $G$, and compare the representation $\alpha$ of $G$ over $H$ (cf. Definition 1.7.2) with the ‘right’ version $\beta : G \to \text{Sym}(H\setminus G)$ defined by $\beta(g)Hk = Hkg^{-1}$ $(g, k \in G)$. Here, we write $H\setminus G = \{Hg \mid g \in G\}$ rather than $H\setminus G$ to avoid confusion with set exclusion. Show that $\alpha$ and $\beta$ are equivalent.

Exercise 1.9.23 Prove that the icosahedron, viewed as a graph, has an edge-transitive group of automorphisms, and determine its distribution diagram.

Exercise 1.9.24 Let $G_1, G_2, G_3$ be subgroups of a group $G$. Prove that $G_2G_1 \cap G_3G_1 = (G_2 \cap G_3)G_1$ holds if and only if $(G_2 \cap G_1)(G_3 \cap G_1) = (G_2G_3) \cap G_1$.

Section 1.8

Exercise 1.9.25 Consider the dihedral group $G$ of order 12, generated by two involutions $r_1$ and $r_2$, so that $r_1^2 = r_2^2 = (r_1r_2)^2 = 1$. Show that the incidence system $\Gamma(G, \langle G_1, G_2 \rangle)$ where $G_1 = \langle r_1 \rangle$ and $G_2 = \langle r_2 \rangle$, is the hexagon geometry over $[2]$, having six elements of each type.

Exercise 1.9.26 Consider $G = \text{Sym}_4$ together with the subgroups $G_1 = \langle (1, 2, 3) \rangle$ and $G_3 = \langle (1, 3, 2, 4) \rangle$.

(a) Let $G_1 = \langle (1, 4) \rangle$. Show that the coset incidence system $\Gamma(G, \langle G_1, G_2, G_3 \rangle)$ is the cube geometry.

(b) Determine, for each of the three other subgroup choices in Example 1.7.8, viz. $G_2 = \langle (1, 2) \rangle, \langle (1, 3) \rangle, \langle (3, 4) \rangle$, whether the coset incidence system $\Gamma(G, \langle G_1, G_2, G_3 \rangle)$ is a geometry and whether it is flag transitive or not.
Exercise 1.9.27 Let $G = \text{Sym}_4$. Consider the subgroups $G_1 = \langle (1, 2, 3) \rangle$, $G_2 = \langle (1, 4) \rangle$, $G_3 = \langle (1, 3, 2, 4) \rangle$ and $G_4 = \langle (2, 3) \rangle$. Show that the incidence system $\Delta = \Gamma(G, (G_i)_{i \in [4]})$ over $[4]$ is not a geometry.

(Hint: Consider the flag $F = \{G_1, G_2, (1, 4)G_3\}$. The only coset in $G/G_4$ incident with both $G_1$ and $G_2$ in $\Delta$ is $G_4$. But $G_4$ is not incident with $(1, 4)G_3$, so the flag $F$ is not contained in a chamber of $\Delta$.)

Exercise 1.9.28 Let $D$ be a division ring and $V$ a vector space over $D$ of dimension at least three.

(a) Show that $\text{Cor}(\text{PG}(V))/\text{Aut}(\text{PG}(V))$ has order two if and only if $D$ has an anti-automorphism (cf. Exercise 1.9.11).

(Hint: Use Exercise 1.9.13.)

(b) Show that $\text{Aut}(\text{PG}(F_3^2))$ is of order 168 (use Figure 2.9) and isomorphic to $\text{SL}(F_3^2)$.

(c) Exhibit a polarity $\pi$ of $\text{PG}(F_3^2)$ and find the absolute points of $\pi$ (cf. Definition 1.4.3).

(d) Prove that the group $\text{SL}(F_3^2)$ is simple.

(Hint: Show that every normal subgroup is generated by the Sylow 7-subgroups of $\text{SL}(F_3^2)$.)

Exercise 1.9.29 Let $G$ be the Frobenius group of order 21. This means that $G$ has a normal subgroup $\langle c \rangle$ of order seven and a subgroup $\langle a \rangle$ of order three with $aca^{-1} = c^2$. Then $d := ca = c^{-1}ac$ is also an element of order three.

Consider the coset incidence system $\Gamma = \Gamma(G, (\langle a \rangle, \langle d \rangle))$ over $[2]$ (so $\langle a \rangle$ is an element of type 1).

(a) Prove that $\Gamma$ is isomorphic to $\text{PG}(F_3^2)$.

(b) Conclude that $G$ acts transitively on $\text{PG}(F_3^2)$.

Exercise 1.9.30 (Cited in Proposition 4.4.4) Let $\phi : V \to D$ be a nonzero linear form on the right vector space $V$ of finite dimension at least two over the division ring $D$ and let $a \in V \setminus \{0\}$.

(a) Prove that the map $r_{a,\phi} : V \to V$ defined by $r_{a,\phi}(v) = v - a\phi(v)$ for $v \in V$ belongs to $\text{GL}(V)$ if and only if $\phi(a) \neq 0$, and compute its inverse.

(b) Show that, in its action on $\text{PG}(V)$, the transformation $r_{a,\phi}$ with $\phi(a) \neq 1$ fixes the hyperplane $\phi^{-1}(0)$ of $\text{PG}(V)$ point-wise as well as the point $aD$ and all lines on $aD$ of $\text{PG}(V)$. An automorphism of $\text{PG}(V)$ with these properties is called a **perspectivity** with **center** $aD$ and **axis** $\phi^{-1}(0)$. If the center is on the axis, the automorphism is called a **transvection**; otherwise, it is called a **homology**.

(c) Show that $r_{a,\phi}$ induces a homology on $\text{PG}(V)$ if and only if $\phi(a) \neq 0, 1$.

(d) Verify that every element of $\text{GL}(V)$ inducing a homology on $\text{PG}(V)$ can be written in the form $r_{a,\phi}$ with $\phi(a) \neq 0, 1$ up to an element of $Z(\text{GL}(V))$ (the **center** of the group $\text{GL}(V)$). In this case, the transformation $r_{a,\phi}$ itself is called a **pseudo-reflection**.
(e) A pseudo-reflection is called a reflection if and only if it has order two. Show that $r_{a,\phi}$ is a reflection if and only if $\phi(a) = 2 \neq 0$. The axis of this perspectivity is called its mirror.

(f) Prove that, if $D = \mathbb{R}$, the group $\text{GL}(V)$ is generated by all the pseudo-reflections in it, and that the group $\text{PSL}(V)$ is generated by all the transvections in it.

Exercise 1.9.31 (Cited in Example 4.3.5 and Remark 4.5.4) Let $V$ be a vector space over a field $\mathbb{F}$, let $\sigma$ be an automorphism of $\mathbb{F}$ with $\sigma^2 = \text{id}$, and let $f : V \times V \to \mathbb{F}$ be a sesquilinear form on $V$ with respect to $\sigma$. This means that, for all $a, b, c, d \in V$ and all $\lambda, \mu \in \mathbb{F}$,

\[
\begin{align*}
  f(a + b, c + d) &= f(a, c) + f(b, c) + f(a, d) + f(b, d), \\
  f(a\lambda, b\mu) &= \sigma(\lambda)f(a, b)\mu.
\end{align*}
\]

We assume in addition that $f$ is hermitian with respect to $\sigma$, which means that $\sigma(f(x, y)) = f(y, x)$ for all $x, y \in V$. The subgroup of $\text{GL}(V)$ of all linear transformations $g$ preserving $f$ (in the sense that $f(gx, gy) = f(x, y)$ for all $x, y \in V$) is denoted $\text{U}(V, f)$ and called the unitary group on $V$ with respect to $f$. A transformation in $\text{GL}(V)$ is called unitary if it belongs to $\text{U}(V, f)$.

Prove that, for $r_{a,\phi}$ as in Exercise 1.9.30 to be a unitary reflection, it is necessary and sufficient that either $f(a, x) = 0$ for all $x \in V$ and $\phi(a) = 2 \neq 0$, or $f(a, a) \neq 0$ and $\phi(x) = 2f(a, a)^{-1}f(a, x)$ for all $x \in V$. In particular, if $f(a, a) \neq 0$, there is a unique unitary reflection with center $a\mathbb{F}$.

If $\sigma = \text{id}$, then $f$ is a symmetric bilinear form, in which case the group is denoted $\text{O}(V, f)$, and called the orthogonal group with respect to $f$. Accordingly, a unitary reflection with respect to such a form $f$ is called a orthogonal reflection.

1.10 Notes

Section 1.1

The cube, tetrahedron, octahedron, icosahedron, and dodecahedron are the five Platonic solids, which will reappear in Theorem 4.1.8. For more on tilings, see [144].

Section 1.2

For terminology on graphs, we mostly follow [35].

The word flag occurs in Borel’s Bourbaki Seminar 121 in 1955, where he discusses Ehresmann’s work. Usually, in algebraic geometry, the flag variety consists of all cosets of the Borel subgroup in a split reductive algebraic group (cf. [28, 167, 263]).

Section 1.3

The terminology for (weak) homomorphisms varies from author to author. In [232], for instance, a weak homomorphism is called a morphism and a homomorphism a type-preserving (or special) morphism, and in [286], a homomorphism is called a morphism (and so is understood to be type preserving).

The Petersen graph, introduced in Example 1.3.3, is named after Petersen because of a publication by Julius Petersen in which the graph appears, but in 1886 Kempe [192] had preceded him.

Section 1.4

Example 1.4.7 is the case of degree three of the well-known cyclic algebra construction; see for instance [197, §14]. These algebras lead to division rings isomorphic to their opposites but without anti-automorphisms of order two, which will be given in Example 7.2.16.

A good introduction to classical projective geometry is [155].

Section 1.5

Results liked as Proposition 1.5.3 have their origin in [283] or, even earlier, in a construction of geometries from Lie groups in [279].

Section 1.6

Definition 1.6.2 generalizes the definition of residual connectedness in [286] from geometries to incidence systems. Lemma 1.6.4 shows that the classical definition applied to incidence systems would directly imply that each residually connected incidence system is a geometry.

Lemma 1.6.3 goes back to [279].
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Section 1.7

The results in this section are fairly standard. The correspondence between transitive permutation groups and subgroups, described in Theorem 1.7.5, can be found in many textbooks. Among these, [234, 310] concentrate fully on permutation groups. A pleasant introductory textbook concerned with graphs and groups is [19]. A more elaborate theory, dealing also with covers of graphs, hinted at in Remark 1.7.6, is to be found in [111, 116, 251].

The earliest reference to coset geometries known to us is [283]. Lemma 1.8.9 provides the solution to an exercise in [285, p. 5].

More details on distribution diagrams, including those for the Johnson graphs, which generalize Example 1.7.16, can be found in [35].

The subgroup lattice of many more interesting finite groups than Sym$_4$, which was studied in Example 1.7.8, is known. For instance, for a sporadic group as large as ON (O’Nan’s simple group; cf. Table 5.2), the result is reported on and used by Leemans in [199].

Section 1.8

Some of the material of this section, like Proposition 1.8.12, originates from [286].

In [5] the interplay between geometries and groups is dealt with from scratch. A more general version dealing with orbit spaces in the vein of Remark 1.7.6 can be found in [140].

Usually, a parabolic subgroup of a group $G$ as in Definition 1.8.3 is understood to be a conjugate of a standard parabolic subgroup; but we do not need the notion in this book. Often, $N_G(G_i) = G_i$ holds for a standard parabolic subgroup $G_i$, so the representation of $G$ on $G/G_i$ is equivalent to the representation of $G$ on the class of subgroups of $G$ conjugate to $G_i$.

Section 1.9

The smallest thick projective plane, introduced in Exercise 1.9.7, is ascribed to Gino Fano [124], at the time when Pasch had already shown the incompleteness of Euclid’s Elements by means of projective planes.

There are many more notions of covering than the one introduced in Exercise 1.9.14. For instance, an $m$-covering is usually understood to be a surjective map all of whose restrictions to residues of rank at most $m$ are isomorphisms (cf. [49, 232]). On the level of chamber systems, to be dealt with in Chapter 3, this notion appeared in [286]; see also [183, 260]. The existence of universal coverings is very relevant when it comes to classifications of geometries; often the best result that can be expected in such cases is that all residually connected geometries satisfying certain local properties are quotients of a given geometry (a universal cover) by groups of automorphisms in the vein of Exercise 1.9.16. An example can be found in [71, Main Theorem (c)].
1. Geometries
2. Diagrams

A diagram is a structure defined on a set of types $I$. This structure generally is close to a labelled graph and provides information on the isomorphism class of residues of rank two of geometries over $I$. This way diagrams lead naturally to classification questions like all residually connected geometries pertaining to a given diagram.

In Section 2.1, we start with one of the most elementary kinds of diagrams, the digon diagram. In Section 2.2, we explore some parameters of bipartite graphs that help distinguish relevant isomorphism classes of rank two geometries. Projective and affine planes can be described in terms of these parameters, but we also discuss some other remarkable examples, such as generalized $m$-gons; for $m = 3$, these are projective planes. The full abstract definition of a diagram appears in Section 2.3. The core interest is in the case where all rank 2 geometries are generalized $m$-gons, in which case the diagrams involved are called Coxeter diagrams, the topic of Section 2.4.

The significance of the axioms for geometries introduced via these diagrams becomes visible when we return to elements of a single kind, or, more generally to flags of a single type. The structure inherited from the geometry becomes visible through so-called shadows, studied in Section 2.5. Here, the key notion is that of a line space, where the lines are particular kinds of shadows. In order to construct flag-transitive geometries from groups with a given diagram, we need a special approach to diagrams for groups. This is carried out in Section 2.6. Finally in this chapter, a series of examples of a flag-transitive geometry belonging to a non-linear Coxeter diagram is given, all of whose proper residues are projective geometries.

2.1 The digon diagram of a geometry

The digon diagram is a slightly simpler structure than a diagram and is useful in view of the main result, Theorem 2.1.6, which allows us to conclude that certain elements belonging to a given residue are incident. Let $I$ be a set of types.
Definition 2.1.1 Suppose that $i, j \in I$ are distinct. A geometry over $\{i, j\}$ is called a **generalized digon** if each element of type $i$ is incident with each element of type $j$.

Let $\Gamma$ be a geometry over $I$. The **digon diagram** $\mathcal{I}(\Gamma)$ of $\Gamma$ is the graph whose vertex set is $I$ and whose edges are the pairs $\{i, j\}$ from $I$ for which there is a residue of type $\{i, j\}$ that is not a generalized digon.

In other words, a generalized digon has a complete bipartite incidence graph. The choice of the name digon will become clear in Section 2.2, where the notion of generalized polygon is introduced.

Example 2.1.2 In the examples of Section 1.1, the cube, the icosahedron, a polyhedron, a tessellation of $\mathbb{E}^2$, and the Euclidean space $\mathbb{E}^3$ all have digon diagram

$$
\begin{array}{c}
\circ \\
\circ \\
\end{array}
$$

The digon diagram of Example 1.1.5 (tessellation of $\mathbb{E}^3$ by polyhedra) is

$$
\begin{array}{c}
\circ \\
\circ \\
\circ \\
\end{array}
$$

The digon diagram of a geometry $\Gamma$ is a concise way of capturing some of the structure of $\Gamma$. This information is called **local** as it involves rank two residues only.

The usefulness of the digon diagram can be illustrated as follows. Assume that we are looking for all auto-correlations of $\Gamma$. It is obvious that each auto-correlation $\alpha$ of $\Gamma$ permutes the types of $\Gamma$, inducing a permutation on $I$ that is an automorphism of $\mathcal{I}(\Gamma)$. If $\mathcal{I}(\Gamma)$ is **linear**, that is, has the shape of single path, we see at once that $\mathcal{I}(\Gamma)$ has exactly two automorphisms: the identity and an involution permuting the endpoints of $\mathcal{I}(\Gamma)$. This implies that $\Gamma$ has at most two families of auto-correlations: automorphisms and dualities (interchanging elements whose types are at the extreme ends of $\mathcal{I}(\Gamma)$, such as points and hyperplanes in projective geometries). The latter need not exist, as can be seen from the cube geometry of rank three; its dual geometry is the octahedron, which is not isomorphic to the original cube.

The digon diagram of a geometry is not necessarily linear. The digon diagram of Example 1.3.10, for instance, is a triangle. Actually every graph is the digon diagram of some geometry. Nevertheless, most of the geometries studied in this book have a digon diagram that is close to being linear. We now give some examples with non-linear digon diagrams.

Example 2.1.3 Consider the geometry constructed from a tessellation of $\mathbb{E}^3$ by cubes discussed in Example 1.1.5. Up to Euclidean isometry, there is a unique way to color the vertices with two colors $b$ (for black) and $w$ (for white), and the cubes (the cells) with two other colors $g$ (for green) and $r$ (for red) in such a way that two adjacent vertices (respectively, cubes) do not
bear the same color. Let \( \Gamma \) be the geometry over \( \{b, u, g, r\} \) on the bicolored vertices and cubes; incidence is symmetrized inclusion for vertices and cubes, and adjacency for two vertices, as well as for two cubes. The digon diagram of \( \Gamma \) is a quadrangle in which \( b \) and \( v \) represent opposite vertices and \( g \) and \( r \) likewise. Here, and elsewhere, a quadrangle is a circuit of length four without further adjacencies; in other words a complete bipartite graph with two parts of size two each.

For a variation, consider the geometry \( \Delta \) over \( \{v, e, g, r\} \) whose elements of type \( g \) and \( r \) are as above, and whose elements of type \( v \) and \( e \) are the vertices and edges of the tessellation, respectively. Define incidence by the Principle of Maximal Intersection (cf. Exercise 1.9.20). Then the digon diagram of \( \Delta \) is as indicated in Figure 2.1.

![Fig. 2.1. The digon diagram of \( \Delta \) from Example 2.1.3](image)

There is a relation between the digon diagram of \( \Gamma \) and those of its residues. We will use the notion partial subgraph introduced in Definition 1.2.1.

**Proposition 2.1.4** Let \( \Gamma \) be a geometry over \( I \) and let \( F \) be a flag of \( \Gamma \). The digon diagram \( I(\Gamma_F) \) is a partial subgraph of the digon diagram \( I(\Gamma) \).

**Proof.** It suffices to apply Proposition 1.5.3 and to see that every residue of type \( \{i, j\} \) in \( \Gamma_F \) is also a residue of type \( \{i, j\} \) in \( \Gamma \). \( \square \)

**Remark 2.1.5** It may happen that two vertices of \( I(\Gamma_F) \) are not joined while they are joined in \( I(\Gamma) \). Of course, the digon diagram \( I(\Gamma_F) \) is a subgraph of \( I(\Gamma) \) for all flags \( F \) if and only if, for any two distinct types \( i, j \), either all or none of the residues in \( \Gamma \) of type \( \{i, j\} \) are generalized digons. This property holds for flag-transitive geometries and for most of the geometries we study later. It gives rise to a useful heuristic trick. Given such a ‘pure’ geometry \( \Gamma \), its digon diagram \( I(\Gamma) \), and a flag \( F \), it suffices to remove the vertices of \( \tau(F) \) from \( I(\Gamma) \) as well as the edges having a vertex in \( \tau(F) \) in order to obtain the digon diagram of \( \Gamma_F \).
Theorem 2.1.6 (Direct Sum) Let $\Gamma$ be a residually connected geometry of finite rank and let $i$ and $j$ be types in distinct connected components of the digon diagram $\mathcal{I}(\Gamma)$. Then every element of type $i$ in $\Gamma$ is incident with every element of type $j$ in $\Gamma$.

Proof. Write $\Gamma = (X, *, \tau)$ and $r = \text{rk}(\Gamma)$. We proceed by induction on $r$. For $r = 2$, the graph $\mathcal{I}(\Gamma)$ consists of the non-adjacent vertices $i$ and $j$, so $\Gamma$ is a generalized digon, for which the theorem obviously holds. Let $r \geq 3$, and let $k$ be an element of $I = \tau(X)$ distinct from $i, j$. As $i$ and $j$ are in distinct connected components of $\mathcal{I}(\Gamma)$, we may assume that $k$ and $i$ are not in the same connected component of $\mathcal{I}(\Gamma)$. Let $x_i$ (respectively, $x_j$) be an element of type $i$ (respectively, $j$). By Lemma 1.6.3, there is an $(i, j)$-chain from $x_i$ to $x_j$ in $\Gamma$. We must show that $x_i$, $x_j$ is such a path.

Suppose that we have $x_i, y_j, y_i, x_j$ with $y_j \in X_j$, $y_i \in X_i$. By Corollary 1.6.6 applied to the flag $\{y_i\}$, there is a $(j, k)$-chain from $y_j$ to $x_j$ in $\Gamma_{y_j}$, say $y_j = y_j^1, z_k^1, z_k^2, \ldots, z_k^s, x_j$, with $z_k^m \in X_k$ and $y_i^m \in X_j$ for all $m \in [s]$. By Proposition 2.1.4, the types $i$ and $k$ are in distinct connected components of $\mathcal{I}(\Gamma_{y_j})$ and by the induction hypothesis we obtain $x_i * z_k^1$. Similarly, in $\Gamma_{z_k^1}$, we find $x_i * y_j^2$. Repeated use of this argument eventually leads to $x_i * x_j$.

The preceding paragraph shows that an $(i, j)$-chain of length $m \geq 3$ between an element of $X_i$ and an element of $X_j$ can be shortened to an $(i, j)$-chain between the same endpoints of length $m - 2$. Hence the minimal length of such a path, being odd, must be 1.

In view of Exercise 2.8.20, the condition that $I$ has finite cardinality is needed in Theorem 2.1.6.

Remark 2.1.7 Interesting geometries tend to have a connected digon diagram. However such a geometry may have residues whose digon diagrams are no longer connected. Take for instance a residually connected geometry $\Gamma$ over $[3]$ whose digon diagram is

\[
\begin{array}{c|c|c|c|c}
1 & 2 & 3 & 4 \\
\hline
\end{array}
\]

If $x$ is an element of type 2, then any element of type 1 and any element of type 3, both incident with $x$, are necessarily incident with each other. This is the kind of use we will make of the Direct Sum Theorem 2.1.6.

A consequence of the theorem is that any residually connected geometry of finite rank with a disconnected digon diagram can be seen as a direct sum of geometries whose digon diagrams are connected.

Definition 2.1.8 Let $J$ be a set of indices and $(I_j)_{j \in J}$ a system of pairwise disjoint sets. Let $I_j = (X_j, *, \tau_j)$ be a geometry over $I_j$ where $(X_j)_{j \in J}$ is a
system of pairwise disjoint sets. The direct sum of the geometries \( I_j \ (j \in J) \)
over a lattice of pairwise disjoint sets. The direct sum is the triple \( \Gamma = (X, *, \tau) \)
where \( X = \bigcup_{j \in J} X_j \), \(*|X_j| = *_j\), \( x * y \) for \( x \in X_j, y \in X_k, j \neq k \), and \( \tau|X_j| = \tau_j \).

**Example 2.1.9** A direct sum of two rank one geometries is a generalized digon. Any generalized digon is obtained in this way.

For the direct sum \( \Gamma \) as in Definition 2.1.8, it is clear that \( \Gamma \) is a geometry
over \( I = \bigcup_{j \in J} I_j \) whose digon diagram \( I(\Gamma) \) is the disjoint union of the digon
diagrams \( I(I_j) \) for \( j \in J \). Here is a converse of this statement.

**Corollary 2.1.10** Let \( \Gamma \) be a residually connected geometry of finite rank.
Let \( (I_j)_{j \in J} \) be the collection of all connected components of the digon diagram
\( I(\Gamma) \). Then \( \Gamma \) is isomorphic to the direct sum of the \( I_j \)-truncations \( I_j \Gamma \) \( (j \in J) \) of \( \Gamma \).

**Proof.** Set \( \Gamma = (X, *, \tau) \) and \( I_j \Gamma = (X_j, *, \tau_j) \). The sets \( X_j \ (j \in J) \)
are pairwise disjoint and \( X = \bigcup_{j \in J} X_j \). Also, \(*|X_j| = *_j\) and \( \tau|X_j| = \tau_j \). Finally,
Theorem 2.1.6 forces \( x \ast y \) for any \( x \in X_j \) and \( y \in X_k \) with \( j \neq k \). □

**Example 2.1.11** Suppose that \( (P, \leq) \) is a partially ordered set (sometimes abbreviated to poset) with a maximal element \( 1 \) and a minimal element \( 0 \).
It is said to have the Jordan-Dedekind property if, for every pair \( x, y \in P \)
with \( x \leq y \), all maximal totally ordered subsets of \( P \) with \( x \) and \( y \) as their
minimal, respectively, maximal element, have the same finite cardinality. If \( (P, \leq) \)
satisfies the Jordan-Dedekind property, we denote by \( \Gamma(P, \leq) \) the triple
\( (P \setminus \{0, 1\}, *, \tau) \), where \(*\) is symmetrized \( \leq \), and, for any \( x \in P \),
the value \( \tau(x) + 1 \) is the cardinality of any maximal totally ordered subset of \( P \) with
minimal element \( 0 \) and maximal element \( x \). If \( n = \tau(1) - 1 \), this is a geometry
over \([n]\) with a digon diagram that is a partial subgraph of the graph on \([n]\)
consisting of the single path \( 1, 2, \ldots, n \).

The geometry \( \Gamma(P, \leq) \) need neither be firm nor residually connected; see Figure 2.2,
where the poset on the vertex set drawn is obtained from the figure by letting \( a \leq b \) if and only if \( a \) appears at the end of a path downward from \( b \).

Now, \( \Gamma(P, \leq) \) is firm if and only if for all \( a, b, c \in P \) with \( a < b < c \)
there exists \( x \neq b \) in \( P \) such that \( a < x < c \). We can characterize residual connectedness similarly. Define an interval \((a, b)\) with \( a < b \) in \( P \), as the set of
all \( x \) in \( P \) such that \( a < x < b \). The elements of \((a, b)\) constitute the vertices
of a graph whose edges are the pairs \( \{x, y\} \) of distinct vertices \( x, y \) such that
either \( x < y \) or \( y < x \). Then, \( \Gamma(P, \leq) \) is residually connected if and only if
the graph of each interval in \( P \) containing at least two elements \( x, y \) with \( x < y \), is connected. This follows readily from the Direct Sum Theorem 2.1.6.
Conversely, suppose that $\Gamma = (X, *, \tau)$ is a geometry over $[n]$ with a linear digon diagram. For $x, y \in X$, put $x \leq y$ if $\tau(x) \leq \tau(y)$ and $x * y$. Then $\leq$ is a transitive relation by the Direct Sum Theorem 2.1.6. Also, by the definition of incidence system, $x \leq y$ and $y \leq x$ imply $x = y$. Hence $(X \cup \{0, 1\}, \leq)$, where $\leq$ is extended by the rule $0 \leq x \leq 1$ for all $x \in X$, is a partially ordered set with the Jordan-Dedekind property. Observe that $\Gamma(X \cup \{0, 1\}, \leq)$ coincides with $\Gamma$. These examples show that the local structure (read off from the digon diagram) may be equivalent to the global structure (the ordering on $X$).

2.2 Some parameters for rank two geometries

In Section 2.1 we began with the idea that a diagram for a geometry $\Gamma$ over a set of types $I$ would assign to any pair $\{i, j\}$ of elements of $I$ information on the residues of type $\{i, j\}$ of $\Gamma$, and went on to distinguish rank two residues that are generalized digons from arbitrary rank two geometries. We now introduce some refinements of this information, capturing more characteristics of rank two geometries. In the remainder of this section, $I$ will be a finite index set and $\Gamma$ a geometry over $I$. Often, $I$ will be the set $\{p, q\}$ of cardinality two.

**Definition 2.2.1** Let $\Delta$ be a graph. In Definition 1.6.1, we introduced the distance function $d$ (or $d_\Delta$). For a vertex $x$ of $\Delta$, the **diameter of $\Delta$ at $x$** is the largest distance from $x$ to any other vertex of $\Delta$. The **diameter** $\delta_\Delta$ of $\Delta$ is the largest distance between two vertices of $\Delta$. If $\Delta$ does not have finite diameter, then we put $\delta_\Delta = \infty$.

Often, for two vertices $x, y$ of $\Delta$, we write $x \perp y$ (or $x \perp_\Delta y$ if confusion is imminent) to denote $d(x, y) \leq 1$, that is, $x$ and $y$ are equal ($x = y$) or adjacent ($x \sim y$). For a vertex $x$ and a set $Y$ of vertices of $\Delta$, we write $x^+$ for the set of all vertices $y$ with $y \perp x$ and $Y^+$ for $\bigcap_{y \in Y} y^+$.

Let $\Gamma = (X, *, \tau)$ be an incidence system over $I$. If $\Delta$ is the incidence graph of $\Gamma$, then $x * y$ is equivalent to $x \perp y$, and $x^+ = x^*$, etc. **Distance in**
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\(\Gamma\) is usually understood to be distance in \(\Delta\), and similarly for the diameter. For \(j \in I\), the \(j\)-diameter \(d_j\) of \(\Gamma\) is the largest number occurring as a diameter of the incidence graph of \(\Gamma\) at some element of type \(j\).

Now take \(I = \{p, 1\}\). The collinearity graph of \(\Gamma\) on \(X_p = \tau^{-1}(p)\) is the graph \((X_p, \sim)\) with vertex set \(X_p\) in which \(x\) and \(y\) are adjacent (equivalently, \(x \sim y\) holds) whenever they have distance two in \(\Gamma\); equivalently, whenever they are distinct and there is a line \(L \in X_1\) such that \(x \ast L \ast y\).

The shadow of \(L \in X_1\) on \(\{p\}\) is the set \(L^* \cap X_p\). It is a clique in the collinearity graph of \(\Gamma\) on \(X_p\).

By the symmetry of the roles of \(p\) and \(1\), we also have the notion of the collinearity graph on \(X_1\). In this graph, two lines are adjacent whenever they are distinct and there is a point to which both are incident.

If \(\Gamma\) as above is connected (cf. Definition 1.6.1), then there are exactly two connected components in the graph on \(X\) in which adjacency is defined as having mutual distance two: the parts \(X_p\) and \(X_1\). The subgraphs induced on these parts are the two collinearity graphs of \(\Gamma\).

If \(I = \{p, 1\}\), the difference between \(d_p\) and \(d_1\) is at most one and the larger one is equal to the diameter \(\delta\) of \(\Gamma\). If \(\delta\) is odd, then \(d_p = d_1 = \delta\), since both a point and a line are involved in a pair of elements at maximal distance.

**Example 2.2.2** If \(\Gamma\) is a polygon with \(n\) vertices, considered as a geometry over \(\{p, 1\}\), then \(d_p = d_1 = n\). In a generalized digon, we have \(d_p = d_1 = 2\). In the real affine plane \(E^2\) (cf. Example 1.1.2), we have \(d_p = 3, d_1 = 4\), and in the real projective plane \(PG(R^3)\) (cf. Example 1.4.9), we have \(d_p = d_1 = 3\). This means that the collinearity graph of the projective plane on the point set (and on the line set) is a clique. The collinearity graph of an affine plane on the line set has diameter two, while the collinearity graph on the point set is again a clique.

We introduce yet another parameter.

**Definition 2.2.3** A circuit in the geometry \(\Gamma\) over \(I = \{p, 1\}\) is a chain \(x = x_0, x_1, x_2, \ldots, x_{2n} = x\) from \(x\) to \(x\), with \(x_i \neq x_{i+1}, x_{i+2}\) for \(i = 0, \ldots, 2n\) (all indices taken modulo \(2n\) and \(n > 0\)). Its length \(2n\) is necessarily even. The minimal number \(g > 0\) such that \(\Gamma\) has a circuit of length \(2g\) is called the girth of \(\Gamma\). If \(\Gamma\) has no circuits, we put \(g = \infty\).

**Lemma 2.2.4** The girth \(g\) of a firm geometry \(\Gamma\) over \(I = \{p, 1\}\) satisfies

\[
\text{either } \quad 2 \leq g \leq d_p \leq d_1 \leq d_p + 1 \\
\text{or } \quad 2 \leq g \leq d_1 \leq d_p \leq d_1 + 1.
\]
Proof. This is a direct consequence of the observations preceding Example 2.2.2. The assertions also hold for \( g = \infty \). \( \square \)

Definition 2.2.5 The dual geometry \( \Gamma^\vee \) of a geometry \( \Gamma \) over \( I = \{ p, 1 \} \) is the triple \((X, *, \tau^\vee)\) where \( \tau^\vee(x) = 1 \) if and only if \( \tau(x) = p \).

The girths of \( \Gamma \) and \( \Gamma^\vee \) are equal while \( d^\vee_p = d_1 \) and \( d^\vee_1 = d_p \) (with the obvious interpretations of \( d^\vee_p \) and \( d^\vee_1 \)).

Definition 2.2.6 If \( \Gamma \) is a \( \{ p, 1 \} \)-geometry with finite diameter \( d \) and with girth \( g \) having the same diameter \( d_i \) at all elements of type \( i \) (for \( i = p, 1 \)), then \( \Gamma \) is called a \( (g, d_p, d_1) \)-gon over \( \{ p, 1 \} \). If, in addition, \( g = d_p = d_1 \), then \( \Gamma \) is called a generalized \( g \)-gon.

Allowing \( g = \infty \) in the above definition of a generalized \( g \)-gon, we see that generalized \( \infty \)-gons have no circuits.

If \( \Gamma \) is a \( (g, d_p, d_1) \)-gon over \( \{ p, 1 \} \), then it is a \( (g, d_1, d_p) \)-gon over \( \{ 1, p \} \).

The definition of a generalized 2-gon coincides with that of a generalized digon in Definition 2.1.1. In view of the terminology below, the name digon fits a 2-gon.

Definition 2.2.7 Generalized 3-gons are also called projective planes, generalized 4-gons are called generalized quadrangles. Likewise, generalized 6-gons are called generalized hexagons and generalized 8-gons are called generalized octagons. Generalized polygons is the name used for all generalized \( g \)-gons \( (g \geq 2) \).

For \( g \in \mathbb{N} \cup \{ \infty \} \), the (ordinary) \( g \)-gon is defined as the thin generalized \( g \)-gon.

It is easy to see that the ordinary \( g \)-gon is indeed unique: it is isomorphic to the geometry consisting of the set \( \mathbb{Z}/2g\mathbb{Z} \) with types even and odd and incidence \( x * y \iff x - y \in \{ 0, 1, -1 \} \) for \( x, y \in \mathbb{Z}/2g\mathbb{Z} \). Here, in case \( g = \infty \), we interpret \( \mathbb{Z}/2\infty\mathbb{Z} \) as \( \mathbb{Z} \).

Generalized polygons are the building blocks of the classical geometries that we encounter in later chapters. Although there is no hope of describing all graphs that are \( (g, d_p, d_1) \)-gons for arbitrary \( g, d_p, d_1 \), a lot of structure can be pinned down if \( g = d_p = d_1 \). A classification of all finite generalized \( g \)-gons with \( g = 3 \) or \( g = 4 \) can hardly be expected in the presence of so many wild examples. The examples in the remainder of this section provide some evidence for this. The occurrence of projective planes and generalized quadrangles as residues in geometries of higher rank usually imposes conditions which enable us to classify them.
Example 2.2.8 The Petersen graph (cf. Example 1.3.3) is a \((5,5,6)\)-gon over \((\text{vertex, edge})\) and the cube is a \((4,6,6)\)-gon over \((\text{vertex, edge})\). The Fano plane (cf. Exercise 1.9.7) is a generalized 3-gon.

Theorem 2.2.9 Let \(\Gamma\) be a \((p,1)\)-geometry. Then \(\Gamma\) is a projective plane if and only if

(i) every pair of points is incident with a unique line;
(ii) every pair of lines is incident with a unique point;
(iii) there exists a non-incident point-line pair.

Proof. Set \(\Gamma = (X, \ast, \tau)\) and write \(P = X_p\) and \(L = X_L\). First, suppose that \(\Gamma\) is a projective plane. Let \(x, y \in P\) be distinct. As the point-diameter of \(\Gamma\) is 3, there is a path of length at most 3 from \(x\) to \(y\). But this length must be even and strictly greater than 0, hence equal to 2. In other words, there is \(h \in L\) incident with both \(x\) and \(y\). If \(m \in L\) is a line distinct from \(h\) also incident with \(x\) and \(y\), then \(x, h, y, m, x\) is a 4-circuit in \(\Gamma\), which contradicts that the girth is 6. Hence (i). Statement (ii) follows likewise. Finally (iii) is a consequence of the existence of a path of length three in the incidence graph of \(\Gamma\).

Next suppose that \(\Gamma\) satisfies (i), (ii), and (iii). Then (i) and (ii) force \(d_p \leq 3\) and \(d_1 \leq 3\), respectively, while (iii) implies that equality holds for both. If \(g = 2\), then there are two points incident with two distinct lines, contradicting both (i) and (ii). Hence \(g \geq 3\). But \(\Gamma\) is firm (it is a \((p,1)\)-geometry) so, by the inequalities in Lemma 2.2.4, \(g = 3\). \(\square\)

The geometries PG\((\mathbb{D}^3)\) of Example 1.4.9 for any division ring \(\mathbb{D}\) are examples. But there are more, as will be clear from Example 2.3.4.

Example 2.2.10 Let \(X_P\) be the set of all pairs from \([6]\) and let \(X_L\) be the set of all partitions of \([6]\) into three pairs. The geometry \(\Gamma = (X_P, X_L, \ast)\), where \(\ast\) is symmetrized containment, is a generalized quadrangle with 15 points and 15 lines. It is drawn in Figure 2.3, where lines are represented by arcs and line segments.

Theorem 2.2.11 Every generalized quadrangle with three points on each line and three lines through each point is isomorphic to the one of Example 2.2.10.

Proof. Let \((X_P, X_L, \ast)\) be such a generalized quadrangle. It must have 15 points: if we fix one, say \(\infty\), then there are \(3 \cdot 2 = 6\) neighbors (two on each line through \(\infty\)) in the collinearity graph on the points; as each neighbor of \(\infty\) is collinear with only one point that is also a neighbor of \(\infty\), a count of edges from points at distance one to points at distance two, using \(d_p = d_1 = 4\), shows that there are \(6 \cdot 4/3 = 8\) points at distance two from \(\infty\); finally, as \(d_p = 4\), there are no points at distance greater than two from \(\infty\).
The generalized quadrangle is determined by the collinearity graph on the point set $X_P$, as the lines correspond bijectively to the maximal cliques (of size three).

If $a$ and $b$ are distinct non-collinear points in $X_P$, then $\{a, b\}^\perp$ has exactly three points (for $b$ is collinear with one point on each line incident with $a$). We claim that $\langle a, b \rangle^\perp$ also has exactly three points. To see this, let $x, y, z$ be the three points of $\{a, b\}^\perp$, and let $c$ be the third point of $\{x, y\}^\perp$ distinct from $a$ and $b$. It suffices to show $c \sim z$. If not, there would be four distinct lines on $z$: beside the lines incident with $a$ and $b$, there would be lines incident with the third points on the line incident with $c$ and $y$ and on the line incident with $c$ and $x$. Indeed, coincidence of any two of these four lines on $z$ would lead to a contradiction with the girth being 4. But there are precisely three lines on $z$, so we must have $c \sim z$, as required for the claim.

We finish by identifying the collinearity graph on $P$ with the graph on the pairs from [6] (see Example 2.2.10) in which two vertices are adjacent whenever they are disjoint. To this end, start with the configuration on the six points of the previous paragraph and label the points as follows: $a = 12, b = 23, c = 13, x = 45, y = 56, z = 46$. The subgraph of the collinearity graph of $P$ induced on these points is as it should be. Each of the nine lines on two collinear points from the sextet has a third point as yet unaccounted for. Label these nine points by the pair that complements the two pairs from the points already assigned on that line. For instance, the third point of the line on $a$ and $x$ receives label 36. This way we have labelled all 15 points and the remaining lines are forced as indicated by Example 2.2.10.

**Remark 2.2.12** Putting together the above uniqueness result and Example 2.2.10, we see that the symmetric group $\text{Sym}_6$ acts as a group of automorphisms on the generalized quadrangle $\Gamma$ of Example 2.2.10. The uniqueness proof can also be used to show that $\text{Aut}(\Gamma)$ is isomorphic to $\text{Sym}_6$. Be-
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sides, the flag transitivity of this group on \( \Gamma \) shows that the geometry can alternatively be described as \( \Gamma(G, (C_G((1, 2)), C_G((1, 2)(3, 4)(5, 6)))) \), where \( G = \text{Sym}_6 \) and \( C_G(x) \) denotes the centralizer in \( G \) of the element \( x \) of \( G \).

Adding a formal point \( 0 \) to \( X_\mathbb{P} \), we can define addition on \( X_\mathbb{P} \) as follows: for distinct \( u, v \in X_\mathbb{P} \) we set \( 0 + u = u + 0 = u \) and \( u + v = w \), where \( w \) is the unique point other than \( u, v \) in \( \{u, v\} \cup \{u, v\} \). In view of the abundance of automorphisms, we only need check the existence and uniqueness of \( w \) for \( u = 12 \) and \( v = 34 \) or \( v = 13, 24 \); in these respective cases, \( w \) is \( 56 \) or \( 23 \). The addition leads to an \( \mathbb{F}_2 \)-vector space structure on \( V := \mathbb{F}_2[X_\mathbb{P}] \), turning it into \( \mathbb{F}_2(\text{there being } 1 + 15 = 2^4 \text{ points}) \). So the generalized quadrangle is a subgeometry of the \( 1, 2 \)-truncation of \( PG(\mathbb{F}_2^4) \). (see Examples 1.4.9 and 1.5.6). There is a bilinear form \( f : V \times V \to \mathbb{F}_2 \) given by \( f(x, y) = 1 \) if \( x, y \in X_\mathbb{P} \) are non-collinear points, and \( 0 \) otherwise. This form is nondegenerate and antisymmetric. The generalized quadrangle can now be described completely in terms of the vector space and the bilinear form: its points and its lines are the one, respectively, two dimensional singular subspaces of \( V \) (as defined in Example 1.4.13). It follows that the generalized quadrangle is an absolute geometry of the projective geometry \( PG(V) \).

Example 2.2.13 The uniqueness of the generalized quadrangle \( \Gamma \) of Example 2.2.10 implies the existence of a duality: the dual geometry \( \Gamma^\perp \) also satisfies the properties of Theorem 2.2.11 and so must be isomorphic to \( \Gamma \). This means that \( \text{Aut}(\Gamma) \) has index two in \( \text{Cor}(\Gamma) \). The bigger group contains ‘outer’ (as opposed to inner) involutions of \( \text{Sym}_6 \). Here, we will construct polarities of \( \Gamma \) in a geometric way, using ovoids and spreads.

An ovoid of \( \Gamma \) is a set \( O \) of points with the property that each line in \( X_1 \) is incident with exactly one point in \( O \). A simple count shows that an ovoid is a set of five pairwise non-collinear points (and conversely). Dually, a spread of \( \Gamma \) is an ovoid of \( \Gamma^\perp \), that is, a subset \( S \) of \( X_1 \) with the property that every point is on exactly one line in \( S \). Denote by \( O \) and \( S \) the collection of ovoids and spreads, respectively, of \( \Gamma \). It is easy to see that the ovoids are of the form \( O_i = \{\{i, j\} \mid j \in [6]\backslash\{i\}\} \) and that \( i \mapsto O_i \) is a bijection \([6] \to O \). Any two members \( O_i \) and \( O_j \) meet in exactly one point, viz. \( \{i, j\} \). Using the duality, corresponding statements for spreads can be derived.

The diagonal action of \( \text{Sym}_6 \) on \( O \times S \) is transitive. For, in view of duality, every spread is left invariant by a subgroup of \( \text{Sym}_6 \) isomorphic to \( S_5 \), and, by taking a specific spread, it is easily seen that the stabilizer acts transitively on \([6]\) whence on \( O \).

Now, let \((O, S)\) be a pair in \( O \times S \). We claim that there is a unique polarity \( \pi \) of \( \Gamma \) mapping \( x \in O \) to the unique line \( \pi(x) \in S \) to which it belongs (thus \( x \in \pi(x) \)). By transitivity of \( \text{Sym}_6 \) on \( O \times S \), it suffices to check this for a single pair \((O, S)\). To determine the image of \( y \in X_\mathbb{P} \setminus O \), consider the line \( h \in S \) containing \( y \), and the lines \( m, n \in S \) distinct from \( h \) containing a point
of $O$ collinear with $y$. Then $\pi(y)$ must be the line through the point $\pi(h) \in O$ (on $h$) and meeting both $m$ and $n$. This, and the fact that $\pi$ has order two, uniquely determines the polarity $\pi$ on $I$.

As $\text{Aut}(I)$ is isomorphic to $\text{Sym}_6$, we find that $\text{Cor}(I)$ is a group isomorphic to $\text{Sym}_6 \times C_2$. The transposition $(1, 2)$ acts naturally on $[6]$, and, as $i \mapsto O_i$ is an equivalence of $\text{Sym}_6$-representations between $[6]$ and $O$, also on $O$. But this element has no fixed points on $S$ (for, if $S \in S$ would be fixed by $(1, 2)$, then the line in $S$ on $\{1, 3\}$ will have a point $\{k, l\}$ with $k, l \neq 1, 2$, that is, a fixed point, so the line must be fixed by $(1, 2)$, contradicting that its point $\{1, 3\}$ is mapped to $\{2, 3\}$). Therefore, its image under the action on $S$ is a product of three transpositions. This shows that the map $g \mapsto \pi g \pi$ ($g \in G$) is an outer automorphism of $G$.

**Example 2.2.14** On $O \times S$ of Example 2.2.13 as a vertex set, an interesting graph $\Delta$ arises by letting $(O, S)$ and $(O', S')$ be adjacent whenever $O \neq O'$ and $S \neq S'$ but $O \cup S$ and $O' \cup S'$ have a flag in common. This graph is known as the double six. By the above, the intersection of $O \cup S$ and $O' \cup S'$ always contains a point and a line. A fixed pair $(O, S)$ has 5 neighbors (given the choice of a flag in $O \cup S$, the adjacent vertex meeting in that flag is uniquely determined). It requires a little elaboration to see that a vertex $(O', S')$ for which the intersection consists of a non-incident point-line pair, is adjacent to a unique neighbor of $(O, S)$, and that there are 20 of them. Finally, the 10 vertices $(O, S')$ and $(O', S)$ with $S' \neq S$ and $O' \neq O$ are at distance three from $(O, S)$. Schematically, this information is conveyed in the distribution diagram (cf. Example 1.7.16) depicted in Figure 2.4.

![Fig. 2.4. Distribution diagram of the double six](image)

Another generalized quadrangle arises from the double six $\Delta$. Consider the graph obtained from $\Delta$ on the same vertex set by letting two vertices be adjacent whenever they are at distance three in $\Delta$. This graph is the $6 \times 6$-grid, that is, the Cartesian product of two cliques of size six. Its vertex set and its set of maximal cliques form a generalized quadrangle with six points per line but two lines per point.

**Example 2.2.15** We construct a generalized hexagon with three points on each line and three lines on each point. Let $F$ be $F_9$, the field of 9 elements. Equip the vector space $F^3$ with the standard unitary inner product

$$f(x, y) = \sum_{i=1}^{3} x_i^3 y_i \quad (x, y \in F^3).$$
Let \( P \) be the set of nonsingular points of the underlying projective space (cf. Example 1.4.9), that is, \( P = \{x \in \mathbb{F}^3 \mid f(x, x) \neq 0\} \), and write \( x \mathbb{F} \sim y \mathbb{F} \) whenever \( f(x, y) = 0 \). Maximal cliques in the graph \((P, \sim)\) have size three, and correspond to orthonormal bases of \( \mathbb{F}^3 \) (up to scalar multiples for the basis vectors). Let \( L \) be the collection of all these maximal cliques. We claim that \((P, L, *)\), where \(*\) is symmetrized containment, is a generalized hexagon. It has 63 points and 63 lines. To verify this, observe that any pair \( a \mathbb{F}, b \mathbb{F} \) of points with \( f(a, b) = 0 \) lies on a line. Suppose that \( \{a \mathbb{F}, b \mathbb{F}, c \mathbb{F}\} \) is a line. Without loss of generality, we normalize \( f(a, a) = f(b, b) = f(c, c) = 1 \) Now \( f(b + c, b + c) = f(b - c, b - c) = 2 \neq 0 \), and \( f(b \pm c, a) = f(b + c, b - c) = 0 \), so \( \{a \mathbb{F}, (b + c) \mathbb{F}, (b - c) \mathbb{F}\} \) is a line on \( a \). It is readily seen that there is only one more line on \( a \), viz. \( \{a \mathbb{F}, (b + ic) \mathbb{F}, (b - ic) \mathbb{F}\} \), where \( i \) is a square root of \(-1\) in \( \mathbb{F} \). Thus, each point is on exactly 3 lines. Interchanging the roles of \( a, b, \) and \( c \), we obtain the lines on \( b \mathbb{F} \) and \( c \mathbb{F} \) as well, and see that no point collinear with a neighbor of \( a \mathbb{F} \) is collinear with a neighbor of \( b \mathbb{F} \) or \( c \mathbb{F} \). In particular, the girth of \((P, L, *)\) is at least six.

Suppose \( d \mathbb{F} \in P \) is not collinear with any neighbor of \( a \mathbb{F}, b \mathbb{F}, \) or \( c \mathbb{F} \). Write \( d = \alpha a + \beta b + \gamma c \), so \( \alpha \beta \gamma \neq 0 \). There is a common neighbor in \( P \) of \( c \mathbb{F} \) and \( d \mathbb{F} \) if and only if \( \alpha \in \{\pm 1, \pm i\} \beta \), that is, \( \alpha^4 = \beta^4 \). Changing the roles of \( a, b, c \) again, and using that \( \alpha^4 + \beta^4 + \gamma^4 \neq 0 \), we see that there exists a unique point in \( \{a, b, c\} \) that is at distance two to \( d \mathbb{F} \). The conclusion is that the point diameter and line diameter are 6 and that the girth is at least 6. But then the girth must be precisely 6 by Lemma 2.2.4. This establishes the claim that \((P, L, *)\) is a generalized hexagon.

Figure 2.5 gives a pictorial description of this generalized hexagon, from which it is immediate that there are precisely 63 points and just as many lines.

![Diagram of the generalized hexagon](image)

**Fig. 2.5.** The distribution diagram of the generalized hexagon of Example 2.2.15

There is a nice way to visualize automorphisms. To each \( a \mathbb{F} \in P \), we associate the following linear transformation \( r_a \) of \( \mathbb{F}^3 \).

\[
r_a(x) = x + a f(a, a)^{-1} f(a, x) \quad (x \in \mathbb{F}^3).
\]

Such a linear transformation is the special case of the unitary reflection \( r_{a, \phi} \) with \( \phi(x) = 2 f(a, a)^{-1} f(a, x) \), presented in Exercise 1.9.31. Observe that \( r_a \) does not depend on the choice of vector in \( \mathbb{F}^3 \). Being a member of the unitary group \( U(\mathbb{F}^3, f) \), it preserves the unitary inner product, so induces an automorphism of \((P, L, *)\). The reflection \( r_a \) fixes every vector in the hyperplane \( \{x \in \mathbb{F}^3 \mid f(x, a) = 0\} \), whence all points of \((P, L, *)\) collinear with \( a \mathbb{F} \). It moves each point at distance two from \( a \mathbb{F} \) in the collinearity graph to its unique neighbor at distance two from \( a \mathbb{F} \).
By use of these reflections, the transitivity of \( G = U(\mathbb{F}_9, f) \) on each of the sets \( \{(a, b) \in P \times P \mid d(a, b) = i\} \) for \( i = 2, 4, 6 \) is readily established. The map \( P \rightarrow G \) given by \( aF \mapsto r_a \) sends \( P \) to a conjugacy class of reflections in \( G \). Moreover, three straightforward checks show that \( r_ar_b \) is a transformation of order 2, 4, or 3 according to whether \( aF \) and \( bF \) have mutual distance 2, 4, or 6 in \( (P \cup L, \ast) \). This gives an alternative description of \( (P \cup L, \ast) \), entirely in terms of the group \( G \): a line can be seen as the set of three nontrivial reflections in a subgroup \( S \) isomorphic to \( C_3 \) generated by reflections. As a consequence, the generalized hexagon can be described as \( \Gamma(G, (C_G(r), N_G(S))) \), where \( C_G(r) \) is the centralizer of a reflection \( r \) in \( S \) and \( N_G(S) = \{g \in G \mid gSg^{-1} = S\} \), the normalizer of \( S \) in \( G \).

For geometries with finite rank 1 residues, some more parameters are useful.

**Definition 2.2.16** Let \( \Gamma \) be a geometry over \( I \) and fix \( i \in I \). If each residue of \( \Gamma \) of type \( \{i\} \) has the same finite size \( s_i + 1 \), then \( s_i \) is called the \( i \)-order of \( \Gamma \). If \( \Gamma \) is a geometry over \( I \) having \( i \)-order \( s_i \) for each \( i \in J \) for some subset \( J \) of \( I \), then \( (s_i)_{i \in J} \) is called the \( J \)-order of \( \Gamma \). In case \( J = I \) we just speak of the order of \( \Gamma \). In particular, for a \( \{p, l\} \)-geometry in which both line and point order exist, we speak of the order \( (s_p, s_l) \) over \((p, l)\).

Thus, Example 2.2.10 gives a generalized quadrangle of order \((2, 2)\) and Example 2.2.15 a generalized hexagon of order \((2, 2)\).

**Remark 2.2.17** The parameters \( g, dp, dl, sp, sl \) can be used to enrich digon diagrams. We summarize the information they provide by a diagram such as

\[
\begin{array}{cccc}
P & dp & g & d_1 \frac{1}{2} \\
sp & & & sp_1 \\
\end{array}
\]

The diagram stands for the class of all \((g, dp, d_1)\)-gons of order \((sp, sl)\) over \((p, l)\). A member of this class is said to be \textbf{belong to the diagram}. If the subscripts \( sp, sl \) are dropped, a geometry belongs to the diagram if and only if it is a \((g, dp, d_1)\)-gon over \((p, l)\). For example, the Petersen graph belongs to \( \begin{array}{cccc} 5 & 6 \frac{1}{2} \\
1 & & & \end{array} \) and the real affine plane to \( \begin{array}{cccc} 3 & 4 \frac{1}{2} \\
3 & & & \end{array} \).

The Petersen graph is easily seen to be the unique geometry with the given diagram (including the specified orders). Replacing the order 2 by 6, we obtain a more complicated example.
Example 2.2.18 We construct a graph with a lot of symmetry known as the Hoffman-Singleton graph. Start with the set $X_p = \binom{[7]}{3}$ of all triples from $[7]$. It has cardinality 35. There are 30 collections of 7 elements of $X_p$ that form the lines of a Fano plane with point set $[7]$. The group $\text{Sym}_7$ acts transitively on this set of 30 Fano plane structures, but the alternating group $\text{Alt}_7$ has two orbits, of cardinality 15 each. Select one and call it $X_1$. Now consider the following graph HoSi constructed from the incidence graph $(X_p \cup X_1, *)$ by additionally joining two elements of $X_p$ whenever they have empty intersections. The resulting graph HoSi has 50 vertices, is regular of valency 7, and has a group of automorphisms isomorphic to $\text{Alt}_7$. But there are additional automorphisms, fusing the orbits of $\text{Alt}_7$ on the vertex set of sizes 35 and 15, as we will see in Theorem 2.2.19 below. This graph HoSi is the Hoffman-Singleton graph.

We give an alternative description of HoSi. At first sight it is not clear at all that we are dealing with the same graph (up to isomorphism), so we will call this graph HoSi$'$.

Recall the double six $\Delta$ of Example 2.2.14 and the related collections $O$ and $S$ of ovoids and spreads. Select two types, $o$ and $s$ and build the tree $T$ on 14 vertices with a central edge $\{o, s\}$ both of whose vertices are adjacent to 6 end nodes (that is, vertices of valency 1). Label the end nodes of $T$ adjacent to $o$ by the members of $O$, and those adjacent to $s$ by the members of $S$. Now let HoSi$'$ be the graph whose vertex set is the disjoint union of the vertex sets of $T$ and $\Delta$ and in which $T$ and $\Delta$ are subgraphs; join the vertex $S \in S$ of $T$ to every $(O', S) \in \Delta$ for $O' \in O$, and, likewise, join the vertex $O \in O$ of $T$ to $(O, S')$ for every $S' \in S$. From this description, we see that $\text{Aut}(\text{Sym}_6)$ acts on HoSi$'$.

It is readily derived that the geometries of vertices and edges of both HoSi and HoSi$'$ are $(p, 1)$-geometries with parameters
\[
\begin{array}{cccc}
p & 5 & 5 & 6 \\
1 & 1 & 6 & 1
\end{array}
\]

Here is a characterization of the Hoffman-Singleton graph.

Theorem 2.2.19 There is a unique $(5,5,6)$-gon of order $(1,6)$ up to isomorphism. It has a flag-transitive group of automorphisms.

Proof. Let $\Gamma = (X_p, X_1, *)$ be a $(5,5,6)$-gon of order $(1,6)$. As the girth is greater than two and $s_p = 1$, we may view $\Gamma$ as the geometry of points and edges of the collinearity graph $X = (X_p, \perp)$. The line order is 6, so this graph has valency 7. Moreover, any point $x \in X_p$ has 7 neighbors and each neighbor is adjacent to exactly 6 points at distance two from $x$ in $X$, whereas no point at distance two has more than one neighbor in common with $x$. Hence, $X$ has $1 + 7 + 7 \times 6 = 50$ vertices.

If $x$ and $y$ are nonadjacent vertices of $X$, then there is a unique path in the collinearity graph of length two from $x$ to $y$, and each of the 6 edges on
y not on this path of length two is on a unique path of length three from \( x \) to \( y \). Thus every path of length two lies on exactly 6 pentagons. Let \( P \) be a pentagon in \( \Gamma \) and write \( X_1(P) \) for the set of points outside \( P \) collinear with a point of \( P \). The set \( X_1(P) \) has \( 5 \times 5 = 25 \) vertices (no vertex outside \( P \) can be adjacent to two members of \( P \)), and each of these lies on exactly two paths of length three between two nonadjacent members of \( P \). Consequently, \( X_1(P) \) is also regular of valency two. Set \( X_2(P) = X_P \setminus (P \cup X_1(P)) \).

Each vertex in this set has distance two to every member of \( P \), so lies on precisely 5 edges having a vertex in \( X_1(P) \). Consequently, \( X_2(P) \) is also regular of valency two. Suppose that \( a, b, c \) is a path in \( X_2(P) \). There are at least four paths from \( a \) to \( c \) of length three having both non-end points in \( X_1(P) \); let \( a, d, e, c \) be one of them. Denote by \( f, g \) the unique neighbor of \( e, d \), respectively, in \( X_1(P) \setminus \{e, d\} \). Now \( f \) and \( b \) cannot be adjacent, so there must be a common neighbor \( x \) say. As \( x \) cannot be one of \( a \) or \( c \), we must have \( x \in X_1(P) \), so \( x \) is the unique neighbor of \( f \) in \( X_1(P) \setminus \{e\} \). Tracing adjacencies with vertices of \( P \), we see that \( x \) is also adjacent to the unique point \( z \) of \( P \) at distance two to both \( e \) and \( d \), so that \( \{x\} = \{z, b\} \). But then, arguing with \( g \) instead of \( f \), we find that \( x \) is also adjacent to \( g \), leading to the 5-circuit \( d, e, f, x, g \) in \( X_1(P) \). Varying over the 4 edges in \( X_1(P) \) on paths of length 3 from \( a \) to \( c \), we see that \( X_1(P) \) has at least four 5-circuits, whence consists entirely of five disjoint pentagons. Repeating the argument with \( P' \) a pentagon in \( X_1(P) \), we find that \( X_1(P') = P \cup X_2(P) \) also consists of five disjoint pentagons. Thus, there exists a partition \( \Pi \) of \( X_P \) into 10 pentagons.

Clearly, we get much more than that partition \( \Pi \). Every pentagon \( A \) in \( \Pi \) determines the partition uniquely. Moreover, \( A \) is ‘adjacent’ to five other members of \( \Pi \) that are pairwise non-adjacent. Here, adjacency of two pentagons from \( \Pi \) means that each vertex of the first is adjacent to one and only one from the second. On each pair of adjacent pentagons, the induced subgraph of \( X \) is a Petersen graph.

This forces a unique partition of \( \Pi \) in two sets of 5 pentagons say, \( \Pi_1, \Pi_2 \), with the property that each member of \( \Pi_i \) is adjacent to each member of \( \Pi_j \) for \( j \neq i \). Recalling that the full graph has no circuits of length smaller than five and making a picture of the five pentagons in \( \Pi_1 \) next to those of \( \Pi_2 \), we find that, up to symmetry, there is indeed at most one graph with the required properties.

The statement on flag transitivity follows by comparing the two constructions given above. From HoSi, we derive the existence of a group of automorphisms isomorphic to \( \text{Alt}_\gamma \) with vertex orbits of lengths 15 and 35, and from HoSi′ a group of automorphisms isomorphic to \( \text{Aut}(\text{Sym}_6) \) with orbits of lengths 2, 12 (in \( T \)), and 36 (in \( \Delta \)). Thus, the automorphism group must be transitive on the vertex set. Let \( x \) be a vertex of \( X \). By the first description, the stabilizer of \( x \) contains an element of order 7 permuting the 7 neighbors transitively. By the second description, the stabilizer of \( x \) and a neighbor \( y \) induces \( \text{Sym}_6 \) on the six remaining neighbors of \( x \). Thus, the
Remark 2.2.20 The automorphism group $G$ of the Hoffman-Singleton graph can be determined further. If $p$ is a vertex of HoSi, the stabilizer in Aut(HoSi) of the set of 7 vertices adjacent to $p$ contains a copy of Sym$_7$ and cannot be larger. Hence, $G$ has order $50 \cdot 7! = 252000$. It can be shown that $G$ has a simple subgroup $H$ of index 2 which is isomorphic to PSU$(F_3^{25}, f)$, the quotient by the center of the subgroup SU$(F_3^{25}, f)$ of the unitary group U$(F_3^{25}, f)$ with respect to the standard unitary form $f$ on $F_3^{25}$ consisting of all transformations of determinant 1. This group is simple and $G$ is obtained from it by adjoining the field automorphism (sending each matrix entry to its fifth power).

There are exactly 100 cocliques (that is, subgraphs without edges) in HoSi of size 15. A typical example is the Alt$_7$-orbit of length 15 in the vertex set of HoSi. The group Aut(HoSi) is transitive on this set of cocliques. Its index two subgroup $H$ has two orbits, of size 50 each.

Table 2.1. Pictorial abbreviations

- $\circ \circ$ for $\circ \circ \circ$,
- $\circ \circ \circ$ for $\circ \circ \circ$,
- $\circ \circ \circ$ for $\circ \circ \circ$,
- $\circ \circ \circ$ for $\circ \circ \circ$.

Notation 2.2.21 As we have mentioned before, the extreme cases where $g = d_p = d_1$ will be studied most intensively. To economize on notation, the abbreviations indicated in Table 2.1 will be frequently used (with $g \in \mathbb{N} \cup \{\infty\}$).

2.3 Diagrams for higher rank geometries

Theorem 2.2.9 shows how to capture the classical definition of a projective plane in terms of the parameters recorded in diagrams for rank two geometries. There is an analogue of this result for affine planes. We will discuss it as well as their connection with projective planes and show that not all affine planes are of the form AG$(\mathbb{D}^2)$ for a division ring $\mathbb{D}$. The class of these rank two geometries serves as an example for describing geometries of higher rank by means of diagrams. The crux of the diagram information for a geometry $\Gamma$
is that it gives us an isomorphism class to which specified rank two residues of $\Gamma$ belong.

After the introduction of a diagram for geometries of arbitrary rank, we discuss variations on the notion of a graph that is locally isomorphic to a given graph. These variations are governed by a diagram for geometries of rank three.

Recall from Definition 1.2.3 that $x^* = \{x\}^*$ is the set of all elements of $\Gamma$ incident with $x$. Throughout the section, we let $I$ stand for a set of types.

**Definition 2.3.1** A $\{p, 1\}$-geometry $\Gamma = (X_p, X_1, *)$ is called an affine plane if it satisfies the following three axioms.

1. Any pair of distinct points is on a unique line.
2. If $x \in X_p$ and $l \in X_1$ are non-incident, then there is a unique line in $X_1 \cap x^*$ at distance strictly greater than two to $l$. It is called the line through $x$ parallel to $l$.
3. There exists a non-incident pair in $X_p \times X_1$.

**Example 2.3.2** The affine geometries $AG(V)$, for $V$ a 2-dimensional vector space, are examples. The real affine plane (of points and affine lines in $\mathbb{R}^2$) is an example, and so is the analogue over any field other than $\mathbb{R}$.

For $q$ a prime power, the affine plane $AG(\mathbb{F}_q^2)$ has $q^2$ points, $q^2 + q$ lines, and $q + 1$ classes of parallel lines. See Figure 2.6 for $q = 4$. This affine plane has order $(q - 1, q)$. We often abbreviate this statement to saying that its order is $q$.

![Fig. 2.6. The affine plane of order four with three of the five classes of parallel lines drawn](image)

Exercise 2.8.9(a) shows a more general construction of an affine plane from a projective plane $\Pi$ and a line $h$ of it: the subgeometry induced on the set of elements of $\Pi$ not incident with $h$. Conversely, Exercise 2.8.9(b) shows that the relation $\parallel$ on the line set of an affine plane $(X_p, X_1, *)$, defined by $l \parallel m$ if and only if $l = m$ or $d(l, m) = 4$, is an equivalence relation on $X_1$ and
that the addition of a line (at ‘infinity’) built up from ∥-equivalence classes leads to a projective plane.

**Remark 2.3.3** Every affine plane is a (3, 3, 4)-gon, but not every (3, 3, 4)-gon is an affine plane. An example of a non-affine plane that is a (3, 3, 4)-gon is obtained by removing a point from the Fano plane. A geometry results having six points and seven lines, three of which have only two points.

**Example 2.3.4** The most general construction of an affine plane, in the sense that each affine plane can be constructed in this way, makes use of a ternary ring. This is a set \( R \) with two distinguished elements 0 and 1 and a ternary operation \( T : R^3 \to R \) satisfying the following properties for all \( a, b, c, d \in R \).

1. \( T(a, 0, c) = T(0, b, c) = c \).
2. \( T(a, 1, 0) = T(1, a, 0) = a \).
3. If \( a \neq c \), then there is a unique solution \( x \in R \) to the equation \( T(x, a, b) = T(x, c, d) \).
4. There is a unique solution \( x \in R \) to the equation \( T(a, b, x) = c \).
5. If \( a \neq c \), then there is a unique solution \( (x, y) \in R^2 \) to the two equations \( T(a, x, y) = b \) and \( T(c, x, y) = d \).

Given a ternary ring \( (R, T) \), we construct an affine plane by taking as point set \( P = R^2 \) and letting the line set \( L \) consist of all sets of the forms \( \{(x, y) \in P \mid y = T(x, a, b)\} \) and \( \{(a, y) \in P \mid y \in R\} \) for \( a, b \in R \). The triple \( (P, L, *) \), where \( * \) denotes symmetrized inclusion, is an affine plane. Any affine plane is isomorphic to one constructed in this way, and any two affine planes are isomorphic if and only if their ternary rings are isomorphic.

We will discuss three examples, where

\[
T(a, b, c) = ab + c
\]  

(2.1)

for a multiplication \( (a, b) \mapsto ab \) and addition \( (a, b) \mapsto a + b \) on \( R \). Such examples are called **linear**.

First, if \( R = \mathbb{D} \) is a division ring, then the construction of an affine plane using (2.1) copies the usual one for \( \text{AG}(\mathbb{D}^2) \).

For the second example, we let \( C \) be the 8-dimensional vector space over \( \mathbb{R} \), with basis \( e_0, e_1, \ldots, e_7 \) and define multiplication as the bilinear operation on \( C \) determined by \( e_0 = 1 \), the identity element, \( e_i^2 = -1 \) for \( i \in [7] \), and \( e_i e_j = -e_j e_i = e_k \) whenever the 3-cycle \((i, j, k)\) (in \( \text{Sym}_3 \)) can be transformed to the 3-cycle \((1, 2, 4)\) under a power of the permutation \((1, 2, 3, 4, 5, 6, 7)\). For instance, \( e_5 e_7 = e_4 \) as \((5, 7, 4) = (4, 5, 7) = (i, 1 + i, 3 + i)\) for \( i = 4 \). The unordered triples arising in this way are the lines of the Fano plane as pictured in Figure 1.21. The multiplication on \( C \) is not associative; cf. Exercise 2.8.11. The algebra \( C \) is known as the **Cayley division ring**. The ternary operation defined on it by means of (2.1) gives a ternary ring and hence an affine plane.
The third example is a finite one: the set \( J = \{0, \pm 1, \pm i, \pm j, \pm k\} \) of size 9 with multiplication as in the quaternion group of order 8, with 0 added; so \( ij = -ji = k \), and \( i^2 = j^2 = k^2 = -1 \) whereas \( 0x = x0 = 0 \) for all \( x \in J \).

An abelian group structure on \( J \) is determined by \( 1 + 1 = 1 \), \( 1 + i = j \), \( 1 + k = i \), and \( x + x + x = 0 \) for all \( x \in J \). The ternary ring on \( J \) determined by (2.1) leads to an affine plane on 81 points. It is not isomorphic to \( AG(\mathbb{F}_2^9) \).

If we specify point and line orders, we can characterize finite affine planes by means of a diagram.

**Proposition 2.3.5** Let \( q \in \mathbb{N} \), \( q \geq 2 \). Every \( \{p, 1\} \)-geometry belonging to the diagram \( \begin{array}{c} p \end{array} \begin{array}{c} 3 \end{array} \begin{array}{c} 3 \end{array} \begin{array}{c} 4 \end{array} \begin{array}{c} 1 \end{array} \begin{array}{c} q \end{array} \begin{array}{c} q^{-1} \end{array} \begin{array}{c} p \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array}{c} \end{array} \begin{array
point collinearity graphs are complete and whose line order is one (so any
two points are on a line of size two). A subtlety to note here is that the label
depends on the directed edge \((p, l)\), whereas the class of rank two geometries
is defined over the unordered set \(\{p, 1\}\). In particular, \(\frac{1}{2} - C - P\) represents
a (different) class of geometries over \(\{p, 1\}\), namely those that are dual to
members of \(C\).

Here is the general notion of a diagram.

**Definition 2.3.7** A diagram over \(I\) is a map \(D\) defined on \(\binom{I}{2}\), the set of
unordered pairs from \(I\), that assigns to every pair \(\{i, j\}\) some class \(D(i, j) = D(j, i)\) of rank two geometries over \(\{i, j\}\).

A geometry \(\Gamma\) belongs to the diagram \(D\) over \(I\) if, for all distinct types
\(i, j \in I\) and every flag \(F\) of \(\Gamma\) such that \(\Gamma_F\) is of type \(\{i, j\}\), the residue \(\Gamma_F\)
is isomorphic to a geometry in \(D(i, j)\). In this case, \(\Gamma\) is also said to be of
type \(D\).

If \(\Gamma\) belongs to a diagram \(D\) over \(I\) and has order \((s_j)_{j \in J}\) for some subset
\(J\) of \(I\), then the parameters \(s_j\) are often given as subscripts in a pictorial
description of \(D\) as in Remark 2.2.17.

**Remark 2.3.8** We can view the diagram \(D\) over \(I\) as a complete labelled
graph on the vertex set \(I\), in which the label depends on the directed edge.
The label of the directed edge \((j, i)\) is determined by that of \((i, j)\) by the
prescription that the latter is assigned the dual geometry of the former (cf. Def-
inition 2.2.5). Thus, given \(D(j, i) = D(i, j)\), we need only draw one of them.
For instance, if, for some \(i, j \in I\), the class \(D(i, j)\) consists of all \((5, 5, 6)\)-gons
over \((i, j)\) (or, equivalently, all \((5, 6, 5)\)-gons over \((j, i)\)), we adorn the edge
with the numbers 5, 5, and 6 in such a way that the node \(j\) is closest to
6 (cf. Remark 2.2.17). The dual geometry of a member of \(D(i, j)\) is then a
\((5, 6, 5)\)-gon over \((i, j)\) and does not belong to \(D(j, i)\).

**Example 2.3.9** Let \(\Delta\) be a graph. We say that a graph \(\Sigma\) is locally \(\Delta\) if, for
every \(x \in \Sigma\), the subgraph induced on the neighbors of \(x\) is isomorphic to \(\Delta\).
For instance, the complete graph on \(n\) vertices is locally the complete graph on
\(n - 1\) vertices (and is the unique connected graph with that property). A graph
that is locally Petersen (cf. Example 1.3.3) can be obtained on the vertex set
of all transpositions (i.e., conjugates of \((1, 2)\)) of \(\text{Sym}_7\) by demanding that
two vertices are adjacent whenever they commute. The fact that \(\Sigma\) is locally
\(\Delta\) can be expressed in diagram language. Consider the following diagram.

\[
D_\Delta := \begin{array}{c}
\text{P} \\
\text{i}
\end{array} \quad \begin{array}{c}
\frac{1}{2} \quad \Delta \\
\text{l} \quad \text{i} \quad \text{c}
\end{array}
\]

Here, we abbreviated \(\{\Delta\}\) to \(\Delta\). Suppose that \(\Sigma\) is a connected graph such
that each vertex lies in at least two cliques of size three. Take \(X_p, X_1, \text{and}
X_2\).
$X_{C}$ to be the sets of all vertices, all edges, and all cliques of size 3 of $\Sigma$, respectively, and define incidence $*$ by symmetrized containment to obtain a $(p, 1, c)$-geometry $(X_{p}, X_{1}, X_{c}, *)$. This geometry belongs to the above diagram of rank three if and only if $\Sigma$ is locally $\Delta$.

**Example 2.3.10** Suppose that $\Gamma$ is a $(p, 1, c)$-geometry belonging to the diagram $D_{\Delta}$ of Example 2.3.9. Consider the graph $\Sigma$ whose vertex set is $X_{p}$ and in which two vertices are adjacent if and only if there is a member of $X_{1}$ incident with both. The map $\phi : X_{p} \cup X_{1} \rightarrow X_{p} \cup \binom{X_{p}}{2}$ which is the identity on $X_{p}$ and maps any line in $X_{1}$ to the pair of points to which it is incident, is a homomorphism from the $(p, 1)$-truncation of $\Gamma$ to $\Sigma$ (viewed as a geometry whose vertices have type $p$ and whose edge have 1). This homomorphism is surjective as a map between point sets.

However, $\Sigma$ need not be locally $\Delta$. An easy example that is not firm shows what may go wrong; take $\Gamma$ to be the rank three geometry of the octahedron from which half the faces are removed; those that are white in a black and white coloring (such that no two adjacent faces have the same color). Then $\Sigma$ is the octahedron graph, which is locally a quadrangle, but the graph $\Delta$ of the diagram $D_{\Delta}$ for $\Gamma$ is the disjoint union of two cliques of size two rather than a quadrangle.

**Example 2.3.11** We give a flag-transitive geometry $\Gamma$ with diagram $D_{\text{Pet}}$, whose associated graph $\Sigma$ is locally the complete graph on 10 points (instead of Pet). We construct it by use of a transitive extension of the alternating group $\text{Alt}_5$ in its action on Pet.

Suppose that $G_{o}$ is a group of automorphisms on a graph $\Omega$ with vertex set $\Omega_{o}$. A transitive extension of $(G_{o}, \Omega_{o})$ is a transitive permutation group $G$ on the set $\Omega = \Omega_{o} \cup \{o\}$ (the extension of $\Omega_{o}$ by the single point $o$ outside $\Omega_{o}$) such that the stabilizer of $o$ in $G$ coincides with $G_{o}$ (in accordance with what the notation suggests). In general, such an extension need not exist. Suppose that $(G, \Omega)$ is a transitive extension of $(G_{o}, \Omega_{o})$. Denote by $B$ the $G$-orbit of the triple $\{o, a, b\}$, where $\{a, b\}$ is an edge of $\Delta$. Suppose that $\Delta$ is connected. If $G_{o}$ is edge transitive on $\Delta$, the geometry $\Gamma = (\Omega, \binom{\Omega}{2}, B, *)$, where $*$ is symmetrized inclusion, is residually connected and belongs to $D_{\Delta}$. Furthermore, the collinearity graph $\Sigma$ of $\Omega$ is the complete graph on $\Omega$, and so it is impossible to reconstruct $B$ or $\Gamma$ from $\Sigma$.

Now take $G_{o} = \text{Alt}_5$ acting on the Petersen graph $\Delta = \text{Pet}$ (cf. Example 1.3.3) with the vertex set $\Omega_{o} = \binom{[5]}{2}$. We know that $G_{o}$ is edge transitive on Pet. In order to construct a transitive extension, we pin down some necessary conditions. Consider the triple $B = \{o, 12, 34\} \in B$. Its point-wise stabilizer in $G$ lies in $G_{o}$, where it is readily seen to be $\{\text{id}, (1, 2)(3, 4)\}$, of order two.

The set stabilizer in $G_{o}$ of the triple $B$ contains the involution $(1, 3)(2, 4)$ inducing a transposition on $B$. As $G_{o}$ is transitive on the edge set of Pet, it is transitive on the set of triples in $B$ containing $o$, so $G$ is transitive on
the collection of incident pairs from $\Omega \times \mathcal{B}$. The (set-wise) stabilizer $G_B$ of $B$ in $G$ induces $\text{Sym}(B)$ on $B$. Thus $G_B \cong C_2 \cdot \text{Sym}_3$ (that means, there is a normal subgroup of order 2 in $G_B$ with quotient group $\text{Sym}_3$). By Lagrange’s Theorem, $|B| = |G|/|G_B| = 11|G_o|/|2\cdot \text{Sym}_3| = 660/12 = 55$. The triples in $B$ containing $o$ correspond to the edges of Pet; there are precisely 15 of them. So there are 40 triples in $B$ lying entirely in $\Omega_o$; they form a union of $G_o$-orbits.

On the other hand, the $\binom{10}{3} = 120$ triples in $\Omega_o$ fall into $G_o$-orbits of lengths 10 (the neighbors of a vertex in Pet), 20 (cocliques of size 3), 30, 30 (for two orbits on triples carrying a single edge), and 30 (paths of length 3). The only way to make 40 is via $10+30$; this indicates that the triple $\{34, 45, 35\}$ (consisting of the neighbors of 12 in Pet) must belong to $B$.

Now switch the viewpoint to the residue of 12. The triples in $B$ containing 12 determine the edges of a Petersen graph on $\Omega \setminus \{12\}$, say Pet$_{12}$. The neighbors of $o$ are known from the triples in $B$ containing $o$ and 12; these are $\{o, 12, a\}$ for $a \in \{34, 45, 35\}$. The neighbors of 45 in Pet form the triple $\{12, 13, 23\}$, so 13 and 23 are adjacent in Pet$_{12}$. If the paths of length 3 in Pet$_{12}$ were to be triples in $B$, then both $\{45, 13\}$ and $\{45, 23\}$ are edges of Pet$_{12}$, leading to a clique on $\{45, 13, 23\}$, a contradiction as there are no cliques of size 3 in a Petersen graph. Hence the missing triples of $B$ must come from one of the $G_o$-orbits of triples in Pet inducing a subgraph with a single edge. Since they are interchanged by $\text{Sym}_5$, it does not matter which one we take. Pick the one containing $\{12, 15, 35\}$. Inspection shows that the new edges coming from the triples containing 12 in this $G_o$-orbit indeed make Pet$_{12}$ into a Petersen graph. Identification of the two Petersen graphs Pet and Pet$_{12}$ can now be achieved via the permutation

$$g = (o, 12)(13, 25)(14, 23)(15, 24) \in \text{Sym}(\Omega).$$

As $g$ preserves $\mathcal{B}$, it is readily checked that the group $G = \langle g, G_o \rangle$ generated by $g$ and $G_o$ is a transitive extension of $G_o$ on $\Omega_o$.

In fact, $G \cong \text{PSL}(\mathbb{F}_{11}^+) \langle \text{Alt}_5 \rangle$ (as introduced at the end of Example 1.8.16). As $G$ acts flag transitively on the geometry, a direct existence proof of $\Gamma$ is the following description

$$\Gamma(G, \langle d, f, g \rangle, \langle d, e, g \rangle)$$

in terms of subgroups of $\text{Sym}_{11}$, where $G = \langle d, e, f, g \rangle$, the permutation $g$ is as above, and the permutations $d, e, f$ correspond to the following elements of $\text{Alt}_5$ and $\text{Sym}(\Omega)$.

<table>
<thead>
<tr>
<th>element</th>
<th>in Alt$_5$</th>
<th>action on $\Omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d$</td>
<td>(1, 2)(3, 4)</td>
<td>(13, 24)(14, 23)(15, 25)(35, 45)</td>
</tr>
<tr>
<td>$e$</td>
<td>(1, 3)(2, 4)</td>
<td>(12, 34)(14, 23)(15, 35)(25, 45)</td>
</tr>
<tr>
<td>$f$</td>
<td>(3, 4, 5)</td>
<td>(12, 13, 14)(25, 26, 27)(34, 45, 35)</td>
</tr>
</tbody>
</table>

Flag transitivity also implies the existence of a $c$-order of $\Gamma$; it is 2.
2.4 Coxeter diagrams

Geometries belonging to a so-called Coxeter diagram are a central theme in this book. Fix a set $I$.

**Definition 2.4.1** A diagram $D$ over $I$ will be called a **Coxeter diagram** (over $I$) if, for each pair $i$, $j$ of types, there is a number $m_{ij}$ such that $D(i, j)$ is the class of all generalized $m_{ij}$-gons.

In view of Table 2.1 it is no surprise that the Coxeter diagram is fully determined by a matrix satisfying the following definition.

**Definition 2.4.2** A **Coxeter matrix** over $I$ is a matrix $M = (m_{ij})_{i,j \in I}$ where $m_{i,i} \in \mathbb{N} \cup \{\infty\}$ with $m_{i,i} = 1$ for $i \in I$, and $m_{i,j} = m_{j,i} > 1$ for distinct $i,j \in I$.

The Coxeter matrix $M = (m_{ij})_{i,j \in I}$ and the Coxeter diagram $D$ for which $D(i, j)$ is the class of $m_{ij}$-gons, determine each other. If $\Gamma$ is a geometry of type $D$, we also say that $\Gamma$ is of **Coxeter type** $M$.

<table>
<thead>
<tr>
<th>geometry name</th>
<th>Coxeter diagram</th>
<th>diagram name</th>
</tr>
</thead>
<tbody>
<tr>
<td>cube</td>
<td>1 2 3</td>
<td></td>
</tr>
<tr>
<td>octahedron</td>
<td>1 2 3</td>
<td>$B_3$</td>
</tr>
<tr>
<td>icosahedron</td>
<td>1 2 5 3</td>
<td>$H_3$</td>
</tr>
<tr>
<td>dodecahedron</td>
<td>1 5 2 3</td>
<td></td>
</tr>
<tr>
<td>$\mathbb{E}^2$ tiling by quadrangles</td>
<td>1 2 3</td>
<td>$\bar{B}_2$</td>
</tr>
<tr>
<td>$\mathbb{E}^2$ tiling by hexagons</td>
<td>1 6 2 3</td>
<td>$\bar{G}_2$</td>
</tr>
<tr>
<td>$\mathbb{E}^2$ tiling by triangles</td>
<td>1 2 6 3</td>
<td></td>
</tr>
</tbody>
</table>

**Example 2.4.3** Table 2.2 contains a list of some geometries of Coxeter type that we have met before and a Coxeter diagram to which they belong. All orders are equal to 1. The labels near the nodes indicate types of the elements. The Coxeter matrix of the dodecahedron, for instance, is
Notice that dual (weakly isomorphic) geometries, like the icosahedron and the dodecahedron, have ‘dual’ diagrams. The hemi-dodecahedron of Example 1.3.4 also belongs to the dodecahedron diagram.

**Example 2.4.4** The Coxeter diagram on the tricolored vertices of the \( E_2 \) tiling by triangles of Example 1.3.10 is a triangle. The Coxeter diagram of the \( E_3 \) tiling by bicolored cubes and bicolored vertices is a quadrangle, in accordance with its digon diagram discussed in Example 2.1.3. The Coxeter diagrams of the \( E_3 \) tilings by cubes and bicolored cubes, respectively, are given in Figure 2.7.

![Fig. 2.7. \( E_3 \) tilings and their Coxeter diagrams](image)

The 12 vertices, 30 edges, and 12 pentagons of an icosahedron, with incidence being symmetrized containment, lead to the thin geometry of the **great dodecahedron** with diagram

\[
\begin{pmatrix}
1 & 5 & 2 \\
5 & 1 & 3 \\
2 & 3 & 1
\end{pmatrix}.
\]

It has a flag-transitive group of automorphisms, and a quotient geometry by a group of order two having the same diagram (see Exercise 2.8.13).

**Example 2.4.5** Let \( D \) be the dodecahedron and \( D' \) the associated great stellated dodecahedron (see Example 1.3.4 and Figure 1.11). Let \( X_P \) be the vertex set of \( D \), and \( X_d, X_d' \) the set of all pentagons of \( D \) and \( D' \), respectively. Then the incidence system \( \Gamma(X_P, X_d \cup X_d') \) built by use of the Principle of Maximal Intersection (cf. Exercise 1.9.20) is a geometry. It belongs to the diagram at the left hand side of Figure 2.8.

The icosahedron can also be stellated. Taking \( X_P, X_d, \) and \( X_d' \) as for the dodecahedron, we find a geometry \( \Gamma(X_P, X_d \cup X_d') \) over \( \{p, d, d'\} \) of type the diagram at the right hand side of Figure 2.8.

**Example 2.4.6** Consider the tiling of \( E^2 \) in Figure 1.3. We derive another tiling \( T' \) from it. The elements of \( T' \) are the hexagons of \( T \) (type \( \text{h} \)), the rectangles obtained as the union of two adjacent squares of \( T \) (type \( \text{r} \)) and the triangles obtained as the union of four triangles of \( T \) (type \( \text{t} \)). Define
incidence on the elements of $T'$ by the Principle of Maximal Intersection (Exercise 1.9.20). We find a geometry of the following Coxeter type.

$$
\begin{array}{cccc}
\varepsilon & \delta & \rho & \varphi \\
2 & 3 & 5 & 12 \\
\end{array}
$$

Another geometry of the same Coxeter type and same orders can be constructed as follows. Let $\Delta$ be the graph on six vertices obtained from the complete graph by deletion of all edges of a single hexagon. There are nine edges and three hexagons in $\Delta$. The vertices, edges, and hexagons give a rank three geometry whose automorphism group has order 12. This geometry is not flag transitive.

Recall from Example 1.4.9 the definition of the projective geometry $\text{PG}(V)$.

**Proposition 2.4.7** Let $n > 0$. If $V$ is a vector space over a division ring of finite dimension $n + 1$, then $\text{PG}(V)$ is a thick $[n]$-geometry with Coxeter diagram

$$
\Lambda_n = \begin{array}{cccccccc}
1 & 2 & 3 & \cdots & n-1 & n \\
5 & 6 & 7 & \cdots & 2n-1 & 2n \\
\end{array}
$$

If the division ring has size $q$, then all $i$-orders are equal to $q$.

**Proof.** Let $V$ be defined over the division ring $\mathbb{D}$, so $V \cong \mathbb{D}^{n+1}$. Residual connectedness of $\text{PG}(V)$ follows from the fact that every residue is a direct sum of geometries of the form $\text{PG}(W)$ for $W$ a vector space over $\mathbb{D}$. A projective plane $\text{PG}(\mathbb{D}^3)$ is a generalized 3-gon as defined in Definition 2.2.6 and so belongs to the Coxeter diagram $A_2$. In $\text{PG}(V)$, each rank two residue of type $\{i, i+1\}$, for some $i \in [n]$, is also a projective plane isomorphic to $\text{PG}(\mathbb{D}^3)$. The points on a line are in bijective correspondence with the disjoint union of $\mathbb{D}$ and a point ‘at infinity’. Therefore, the 1-order, and, by dualization and induction, all other $i$-orders of $\text{PG}(V)$ are one less than $|\mathbb{D}|$. This implies that the geometry is thick. \qed

---

Fig. 2.8. Diagrams of the stellated dodecahedron and icosahedron
Example 2.4.8 The smallest thick projective geometry is PG($\mathbb{F}_2^3$). Figure 1.21 provides a picture of it as a classical plane with points and lines, but Figure 2.9 depicts its incidence graph.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure2.9.png}
\caption{The incidence graph of the Fano plane. Vertices that are not labelled represent lines. Labelled vertices represent points. Vertices with the same label need to be identified.}
\end{figure}

Remark 2.4.9 The diagram $A_n$ of $PG(V)$ has only one nontrivial symmetry and so the order of the quotient of the correlation group of $PG(V)$ by its automorphism group $Aut(PG(V))$ is at most two. If such a duality exists, then $D$ must be isomorphic to $D^{op}$; cf. Exercise 1.9.13.

Affine geometries $AG(V)$ as defined in Example 1.4.10 do not belong to a Coxeter diagram because affine subplanes are not generalized polygons. The rank two diagram $Af$ for affine planes appearing in the diagram of Proposition 2.4.10 below was introduced in Notation 2.3.6.

Proposition 2.4.10 The geometry $AG(\mathbb{D}^n)$ is firm and residually connected and belongs to the diagram

$$Af_n : \begin{array}{cccccc}
1 & \circ & 2 & \circ & 3 & \ldots & n-1 & \circ & n
\end{array}.$$

Proof. The point residues of $AG(\mathbb{D}^n)$ are projective geometries isomorphic to $PG(\mathbb{D}^n)$. The $i$-orders for $i > 1$ are $|\mathbb{D}|$ as for $PG(\mathbb{D}^n)$, discussed in Proposition 2.4.7. The number of points on a line equals $\mathbb{D}$, and so $AG(\mathbb{D}^n)$ is firm with 1-order $|\mathbb{D}| - 1$. \qed

The converses of Propositions 2.4.7 and 2.4.10, which recognize $PG(V)$ and $AG(V)$ as geometries of the indicated types, will appear in Chapter 6.
Example 2.4.11 We construct a remarkable geometry of Coxeter type $B_3$ (see Table 2.2). Let $X_1$ be the set $[7]$, and let $X_2$ be the collection of all triples from $X_1$. Each Fano plane with $X_1$ as point set can be viewed as a collection of 7 triples from $X_1$, and hence as a set of 7 elements of $X_2$. As discussed in Example 2.2.18, the alternating group on $X_1$ has two orbits on the collection of all Fano planes, interchanged by an odd permutation of $X_1$; each orbit has 15 members. Let $X_3$ be one of these orbits. Then $\Gamma := (X_1, X_2, X_3, \ast)$, where $\ast$ is symmetrized containment, is a geometry belonging to the diagram

![Diagram](image)

on which $G := \text{Alt}_7$ acts flag transitively. This accounts for the full group $\text{Aut}(\Gamma)$ as restriction to $X_1$ is a faithful homomorphism, and $\text{Sym}(X_1)$ is the only permutation group on $X_1$ properly containing $G$ and does not preserve the selected class of 15 Fano planes. This rank three geometry is known as the Neumaier geometry. Observe that each 1-element is incident with each 3-element. By Theorem 2.2.11 or, by identification of the description in terms of pairs and partitions of $[6]$, the residue of a 1-element is the generalized quadrangle of Example 2.2.10. In terms of subgroups, $\Gamma$ is the geometry $\Gamma(G, (\text{Alt}([2, \ldots, 6]), G, L))$, where $l = \{1, 2, 4\}$, a line of the Fano plane described in Exercise 1.9.7, and $L$ is the automorphism group of that plane. Corollary 1.8.13 applied to this description of $\Gamma$ readily gives that the Neumaier geometry is residually connected.

There is an extraordinary relation with the projective space of $\mathbb{F}_4^2$ (cf. Examples 1.4.9 and 1.5.6). Consider the truncated geometry $\{2,3\} \Gamma$. Any two distinct members of $X_3$ meet in a unique element of $X_2$ (to see this, use the fact that $\text{Alt}_7$ acts transitively on the collection of ordered pairs of distinct elements from $X_3$). Put $V = \{0\} \cup X_3$, and define addition of $u, v \in V$ on $V$ by $v + v = 0$, $u + v = v + u = v$ if $u = 0$, and $u + v = w$ if $u, v \in X_3$ are incident with $l \in X_2$ and $\{u, v, w\} = X_3 \cap \Gamma$. This turns $V$ into an additive group isomorphic to $\mathbb{F}_4^2$, so it can be viewed as a vector space. Moreover, $X_3$ and $X_2$ can be identified with the point and line set of this space. Since $\text{Aut}(\Gamma)$ acts faithfully on $V$, we have obtained an embedding of $\text{Alt}_7$ in the general linear group $\text{GL}(V) = \text{GL}(\mathbb{F}_4^2)$. From this it is easy to derive the sporadic isomorphism $\text{GL}(\mathbb{F}_4^2) \cong \text{Alt}_8$. For, $\text{GL}(V)$ has order $|\text{Alt}_8|$, so $G$ maps to a subgroup, $H$ say, of $\text{GL}(V)$ isomorphic to $\text{Alt}_7$ and of index eight in $\text{GL}(V)$. By Theorem 1.7.5, $\text{GL}(V)$ has a transitive representation on $\text{GL}(V)/H$ of degree eight. Since $\text{GL}(V)$ is a simple group (a fact that is not hard to prove, but assumed for now), the representation is faithful, and it is an embedding in $\text{Alt}_8$. By comparison of orders, the embedding must be an isomorphism. The stabilizer in $G$ of a triple $l$ of $[7]$ (that is, an element of $X_2$, or a projective line of $V$) has orbits of lengths 1, 12, 18, 4 on $X_2$. There are precisely $3 \times 6 = 18$ projective lines meeting $l$ in a point. Apparently, in terms of projective lines, the $G_l$-orbits of lengths 12 and 4 fuse to the single $\text{GL}(V)_l$-orbit of all lines disjoint from $l$. 
Example 2.4.12 Consider once more the Hoffman-Singleton graph HoSi of Example 2.2.18. There are two geometries related to this graph with diagrams as depicted in Figure 2.10.

Fig. 2.10. Coxeter diagrams of geometries related to HoSi

Their constructions are based on a partition of the maximal cocliques (i.e., complements of cliques) of HoSi that are of size 15. Consider the graph on these cocliques in which two cocliques are adjacent if their intersection has size eight. This graph has the following distribution diagram. For each \( i \in \{0, \ldots, 4\} \), the size of the intersection of two 15-cocliques at mutual distance \( i \) is given underneath the circle at distance \( i \) from the left hand node (which represents a fixed 15-coclique of HoSi).

Fig. 2.11. Distribution diagram of the hundred 15-cocliques of HoSi

In order to construct the two rank four geometries, take \( X_1 \) and \( X_{1'} \) to be two copies of the vertex set of HoSi, take \( X_2 \) and \( X_3 \) to be the \( H \)-orbits of cocliques of size 15 in HoSi, where \( H \) is the index two subgroup of \( \text{Aut}(\text{HoSi}) \) described in Remark 2.2.20. It can be read off from the distribution diagram of Figure 2.11 that the graph has no odd cycles, so it is bipartite. The sets \( X_2 \) and \( X_3 \) are the two classes of the unique partition. Finally, take \( X_{2'} \) to be a copy of \( X_2 \). Define incidence \( * \) for \( a \in X_1, a' \in X_{1'}, b \in X_2, b' \in X_{2'}, \) and \( c \in X_3 \), by

\[
\begin{align*}
a * a' & \iff a \sim a' \text{ in HoSi}, \\
a * b' & \iff a \not\sim b', \\
a * c & \iff a \not\sim c, \\
a' * b & \iff a' \not\sim b, \\
a' * b' & \iff a' \not\sim b', \\
a' * c & \iff a' \in c, \\
b * b' & \iff b \cap b' = \emptyset, \\
b * c & \iff |b \cap c| = 8.
\end{align*}
\]

The Wester HoSi geometry is \((X_1, X_{1'}, X_2, X_3, *)\), and the Neumaier HoSi geometry is \((X_1, X_{1'}, X_2, X_{2'}, *)\). The residues of type B_3 are isomorphic to the Neumaier geometry of Example 2.4.11.
Remark 2.4.13 The graph obtained from the graph, say Δ, on the 15-cocliques of HoSi discussed in Example 2.4.12 can be used to construct another graph on the same vertex set with an interesting automorphism group. In the graph Δ’ meant here, two vertices are adjacent whenever they are at distance one or four in Δ. This graph Δ’ has 100 vertices and is regular of valency 22. Moreover, two adjacent vertices have no common neighbors and two non-adjacent vertices have six common neighbors. The automorphism group of Δ’ has a unique index two subgroup; it is isomorphic to the sporadic simple group HS, named after Higman and Sims.

2.5 Shadows

We started Chapter 1 by saying that we want to abandon the usual physical viewpoint according to which each element of a geometry is a point or a set of points, and we have described a more abstract viewpoint. However, now that the latter has been developed, we want to point out how to recover the physical viewpoint, because the latter has an important role for instance in the construction of examples and in characterizations. We fix a finite set of types I, let Γ = (X, *, τ) be an I-geometry, and let J be a non-empty subset of I. Often, but not always, J will just be a singleton.

Definition 2.5.1 For every flag F of Γ, the J-shadow (of F) or shadow of F on J is the set Sh_J(F) of all flags of type J that are incident with F. If we need to emphasize the dependence on Γ of the shadow on J, we write Sh_J(F, Γ) instead of Sh_J(F). If J = {j}, we will often write Sh_j(F) instead of Sh_J(F).

For j ∈ J, the shadow of a flag of type Γ \ {j} on J is said to be a j-line or a line of type j. Let T be a subset of J. The shadow space ShSp(Γ, J, T) of type (J, T) is the pair (Sh_J(∅), L) where L is the collection of all j-lines for j ∈ T. The members of Sh_J(∅) are called the points and the members of L are called the lines of ShSp(Γ, J, T). We write ShSp(Γ, J) = ShSp(Γ, J, J) and call it the shadow space of Γ on J. If J = {j}, we also write ShSp(Γ, j) instead of ShSp(Γ, J), and speak of the shadow space on j instead of {j}.

In order to distinguish between shadow spaces viewed as line spaces and shadow spaces equipped with all shadows, we will refer to the latter as full shadow spaces.

If Γ is a firm geometry, then every shadow on J containing more than one point and not containing any other shadow satisfying this requirement, is a line of ShSp(Γ, J).

If Γ belongs to a diagram D over I, then we depict ShSp(Γ, J) in D by drawing a circuit around the set of vertices of Γ belonging to J.
Example 2.5.2 The geometry $\Gamma$ of a cube belongs to the Coxeter diagram 1 2 3 with eight elements of type 1, twelve of type 2, and six of type 3. There are seven non-empty subsets $J$ in $I = [3]$. Each of these gives rise to a $J$-space which can be represented by one of the seven semi-regular convex polyhedra having the same group of isometries as the cube in $\mathbb{E}^3$. The edges of the polyhedron representing $\text{ShSp}(\Gamma, J)$ are precisely the lines while its faces are the other non-trivial shadows.

Figure 2.12 contains a list of these spaces with diagrams and names. Two of these truncations are drawn in Figure 2.13, and another in Figure 2.14.

The truncated cuboctahedron appeared in Figure 1.1 and is redrawn in Figure 3.1. The lines of various shadow spaces in the geometry of the cube are the edges drawn in Figures 2.13 and 2.14. In the real affine geometry $AG(\mathbb{R}^3)$, with $J = \{1\}$, the physical viewpoint emerges from $\text{ShSp}(\mathbb{E}^3, J)$, where points and lines are the ‘usual’ objects in $\mathbb{E}^3$.

Example 2.5.3 Shadow spaces $\text{ShSp}(\Gamma, j)$ for a single type $j$ are studied most intensively. Nevertheless, in projective geometry we need a case where $|J| = 2$, which appears in the projective geometry $\text{PG}(V)$ of the vector space $V$ of dimension $n + 1$ over a division ring (cf. Example 1.4.9). We take $J =$
Fig. 2.14. The rhombicuboctahedron

In Definition 2.5.1, we did not allow $J = \emptyset$ because the resulting space is trivial and useless. In the examples where $J$ is a singleton, i.e., consists of a single element of $I$, we see that the lines of $\text{ShSp}(\Gamma, J)$ are shadows of flags of type $J$ where $J$ is the neighborhood of $J$ in the digon diagram of $\Gamma$, i.e., the set of all $i \in I \setminus J$ such that $i$ is on some edge of $\mathcal{I}(\Gamma)$ having a vertex in $J$. These considerations lead to the following development.

**Definition 2.5.4** Let $I = (I, \sim)$ be a graph. If $J, A, B$ are subsets of $I$, then $A$ separates $J$ from $B$ if no connected component of the subgraph of $\mathcal{I}$ induced on $I \setminus A$ meets both $J$ and $B$. The $J$-reduction of $B$ is the smallest subset of $B$ separating $J$ from $B$; it is readily seen to exist for all $J$ and $B$.

An example is given in Figure 2.15.

In the result below, the notion of separation will be applied to the digon diagram of a geometry.

**Lemma 2.5.5** If $F_1 \cup F_2$ is a flag of $\Gamma$ such that $\tau(F_1)$ separates $J$ from $\tau(F_2)$ in $\mathcal{I}(\Gamma)$, then $\text{Sh}_J(F_1) \subseteq \text{Sh}_J(F_2)$, so $\text{Sh}_J(F_1 \cup F_2) = \text{Sh}_J(F_1)$.

**Proof.** By the Direct Sum Theorem 2.1.6, each flag of type $J$ contained in $F_1^\Gamma$ is also contained in $F_2^\Gamma$. \qed
Theorem 2.5.6 Let \( \Gamma \) be an \( I \)-geometry of finite rank and let \( J \) be a non-empty subset of \( I \). For \( j \in J \), every \( j \)-line is the shadow on \( J \) of some flag of \( \Gamma \) of type \( J_j \), where \( J_j \) is the \( J \)-reduction of \( I \backslash \{ j \} \). Conversely, the \( J \)-shadow of every flag of \( \Gamma \) of type \( J \) is a \( j \)-line.

Proof. Let \( j \in J \) and suppose that \( l = \text{Sh}_J(F) \) for some flag \( F \) of cotype \( \{ j \} \). If \( H \subseteq F \) is the subflag of \( F \) of cotype \( J_j \), then \( J_j \) separates \( J \) from the subset \( I \backslash \{ j \} \cup J_i \) of \( J \backslash \{ j \} \), so \( \text{Sh}_J(H) \subseteq \text{Sh}_J(F \backslash H) \) by Lemma 2.5.5. This implies \( \text{Sh}_J(H) = \text{Sh}_J(F) = l \), so \( H \) is a flag of type \( J_j \) such that \( l = \text{Sh}_J(H) \), as required.

In order to prove the converse, suppose that \( Y \) is a flag of type \( J_j \). We show that its \( J \)-shadow is a \( j \)-line. Extend \( Y \) to a flag \( F \) of \( \Gamma \) of cotype \( \{ j \} \).

By definition of \( J_j \), the type \( \tau(Y) \) separates \( J \) from \( I \backslash \{ j \} \) and hence also from \( \tau(F \backslash Y) \), so Lemma 2.5.5 gives \( \text{Sh}_J(Y) = \text{Sh}_J(F) \), which is a \( j \)-line. \( \square \)

Remark 2.5.7 Consideration of the (ordinary) digon shows that in an \( I \)-geometry with \( j \in J \subseteq I \), the map \( F \mapsto \text{Sh}_J(F) \) from the set of flags of type \( J_j \) onto the set of \( j \)-lines need not be bijective.

In conclusion, from an abstract geometry, we have indicated a method to obtain various ‘physical interpretations’ in terms of points and lines. We refer to these interpretations as spaces. We would like to stress that our spaces are quite combinatorial in that they refer to collinearity, but not to a metric, topological, or differential structure. Starting from a space of points and lines, we can now construct diagram geometries, and go back to other spaces. We will do so in later chapters. The rest of this section is devoted to the basics of line spaces.

Definition 2.5.8 A line space is a pair \( (P, L) \) consisting of a set \( P \), whose members are called points, and a collection \( L \) of subsets of \( P \) of size at least two, whose members are called lines. A line in \( L \) is called thin if it has exactly two points, and thick otherwise.

Let \( X \) be a subset of \( P \). Then \( L(X) \) denotes the collection of subsets \( l \cap X \) of \( X \) of size at least 2 where \( l \in L \). The resulting line space \( (X, L(X)) \) will
be called the **restriction** of the line space \((P, L)\) to \(X\), or the line space **induced** on \(X\).

A **subspace** \(X\) of \((P, L)\) is a subset of \(P\) such that every line of \(L\) containing two distinct points of \(X\) is entirely contained in \(X\) (in other words, \(L(X) \subseteq L\)). Thus, \(X = \emptyset\) and \(X = P\) are trivial specimens of subspaces.

A **homomorphism** \(\alpha : (P, L) \rightarrow (P', L')\) of line spaces is a map \(\alpha : P \rightarrow P'\) such that the image under \(\alpha\) of every line in \(L\) is contained in a line of \(L'\). If it is injective and the image of every line in \(L\) is a line in \(L'\), then the homomorphism is also called an **embedding**. The notions **isomorphism** and **automorphism** are defined in the obvious way.

Often we will denote the lines space \((P, L)\) by a single symbol, such as \(Z\). We will then also abuse \(Z\) to indicate its point set as well, for instance, when writing \(p \in Z\) and \(Z \setminus \{p\}\) to indicate that \(p\) is a point of \(Z\) and the set of points of \(Z\) distinct from \(p\), respectively.

Finally, the **dual line space** of a line space \((P, L)\) is the point shadow space of the dual geometry \(\Gamma^\ast\) (cf. Definition 2.2.5) of the geometry \(\Gamma = (P, L, \ast)\), where \(\ast\) is symmetrized containment. It is a line space only if each point in \(P\) is on at least two members of \(L\).

**Example 2.5.9** Shadow spaces (cf. Definition 2.5.1) are examples of line spaces. In Chapter 5 we will study the line spaces that are shadow spaces on 1 of the geometries \(\text{AG}(V)\) and \(\text{PG}(V)\) for a vector space \(V\).

Graphs are examples of line spaces all of whose lines have size two. Each subset of the vertex set is a subspace. The collinearity graph of the dual line space of a graph \(\Delta\) is known as the line graph of \(\Delta\).

**Lemma 2.5.10** In a line space, the intersection of any set of subspaces is again a subspace.

**Proof.** Straightforward. \(\square\)

**Definition 2.5.11** If \(X\) is a set of points in a line space \(Z\), the subspace \(\langle X \rangle\) of \(Z\) **generated** by \(X\) is the intersection of all subspaces of \(Z\) containing \(X\).

It is possible to construct \(\langle X \rangle\) from \(X\) by ‘linear combination’, see Exercise 2.8.21.

**Definition 2.5.12** A line space \((P, L)\) can be viewed as a rank two geometry \((P, L, \ast)\) by letting \(\ast\) be symmetrized containment. This means that \(\ast\) is determined by the rule that for \(x \in P, y \in L\) we have \(x \ast y\) (and \(y \ast x\)) if and only if \(x \in y\). We will refer to this geometry as the **geometry of the space** \((P, L)\). The line space \((P, L)\) is called **connected** (firm, thin, thick) whenever the corresponding geometry \((P, L, \ast)\) is connected (firm, thin, thick, respectively).
The **collinearity graph** of a line space is the collinearity graph on the point set of the geometry of the space (introduced in Definition 2.2.1).

The geometry of the line space induced on a subset $X$ of points of a line space $(P;L)$ is a subgeometry of $(P,L,*)$ in the sense of Definition 1.4.1.

**Definition 2.5.13** A subspace of a line space is said to be **singular** if any two of its points are on a line and **linear** if any two of its points are on a unique line. It is called **partial linear** if any two of its points are on at most one line. The unique line containing two collinear points $p$ and $q$ of a partial linear space is usually denoted by $pq$.

The definition of singularity is in accordance with Example 1.4.13, where the subspaces on which the form $f$ defined there vanishes completely are indeed singular in the current sense.

**Remark 2.5.14** The shadow spaces of affine and projective geometries are linear, but there are many other examples.

All the subspaces of a linear space are linear. All the subspaces of a partial linear space are partial linear. All singular subspaces of a partial linear space are linear. If $X$ is a subset of a linear space $Z$ and $L$ is the set of lines of $Z$ entirely contained in $X$, then $(X,L)$ is a partial linear space.

The notions of point diameter and girth from Definitions 2.2.1 and 2.2.3 will be used to introduce a diagram for firm linear spaces on the basis of Definition 2.5.12.

**Theorem 2.5.15** Linear spaces relate to rank two geometries as follows.

(i) If $(P,L)$ is a firm linear space, then the geometry $(P,L,*)$ of this space is a $[2]$-geometry with girth 3 and 1-diameter 3.

(ii) If $\Gamma$ is a $\{p,1\}$-geometry with girth 3 and $p$-diameter 3, then the shadow space of $\Gamma$ on $p$ is a firm linear space.

**Proof.** (i). Suppose that $(P,L)$ is a firm linear space. By definition of firmness for linear spaces, $\Gamma = (P,L,*)$ is firm. Since two distinct points cannot be incident with two distinct lines in $(P,L)$, there are no circuits of length four in the incidence graph of $\Gamma$. There are circuits of length six as any two points are collinear and three non-collinear points can be found. Thus, the girth of $\Gamma$ is three.

The point diameter of $\Gamma$ is also three: given a point $a$, an argument similar to the above gives a line $l$ not containing $a$, so $d(a,l) \geq 3$. As any point $x$ distinct from $a$ is on the line $ax$, it follows that $d(a,x) \leq 2$, so $d(a,l) = 3$. Therefore, the point diameter $d_p$ is equal to three.
(ii). Suppose that \( \Gamma = (X_p, X_1, \ast) \) is a firm geometry over \( \{p, 1\} \) with girth and point diameter both equal to three. Here, as usual, \( p \) stands for points and \( 1 \) for lines. An element (a line) in \( X_1 \) may be identified with its shadow on \( X_p \): lines have at least two points and if two distinct lines \( l, m \) would both be incident with two distinct points \( a, b \in X_p \), then \( a \ast l \ast b \ast m \ast a \) would be a 4-circuit, a contradiction with the girth being three. This argument also shows that two distinct points are on at most one line. Again, let \( a, b \) be distinct points. Then \( d(a, b) \) (distance in \( \Gamma \)) is an even number; it is at most three as \( \delta_p = 3 \). Hence \( d(a, b) = 2 \). Therefore there is a line containing \( a \) and \( b \), which proves that the shadow space of \( \Gamma \) on \( p \) is linear. As it is clearly firm, this ends the proof of the theorem. 

**Notation 2.5.16** We denote by \( \mathcal{P}L \) the collection of firm rank two geometries of the theorem. The subclass of all geometries \( (P, L, \ast) \) where \( (P, L) \) is the complete graph will be denoted by \( \mathcal{C}L \) (for clique or complete graph).

In Chapter 5, we will apply Theorem 2.5.15 to affine and projective geometries. In order to separate these nice examples from the other linear spaces, we look for conditions enabling us to build higher rank geometries by use of subspaces.

### 2.6 Group diagrams

When a geometry is being constructed from a system of subgroups of a given group, the isomorphism types of the residues are not easy to describe beforehand. To remedy this, we adhere a diagram to a system of groups in such a way that the resulting coset geometry (if any) has the corresponding diagram in the sense of Definition 2.3.7.

**Definition 2.6.1** Let \( G \) be a group with a system of subgroups \( (G_i)_{i \in I} \), and let \( D \) be a diagram over \( I \). We say that \( G \) has diagram \( D \) over \( (G_i)_{i \in I} \) if, for each pair \( \{i, j\} \subseteq I \), the coset geometry \( \Gamma(G_{I \setminus \{i, j\}}; (G_{I \setminus \{i\}}; G_{I \setminus \{j\}})) \), with \( G_{I \setminus \{j\}} \) of type \( i \) and \( G_{I \setminus \{i\}} \) of type \( j \), belongs to \( D(i, j) \).

Theorem 1.8.10 gives that \( \Gamma(G_{I \setminus \{i, j\}}; (G_{I \setminus \{i\}}; G_{I \setminus \{j\}})) \) is indeed a geometry, for \( G_{I \setminus \{i, j\}} \) acts flag transitively on it by Lemma 1.8.6.

If \( G \) has diagram \( D \) over \( (G_i)_{i \in I} \), then \( G_J \) has diagram \( D \mid_{I \setminus J} \) over \( (G_{J \cup \{i\}})_{i \in I \setminus J} \). Here, \( D \mid_{I \setminus J} \) stands for the restriction of \( D \) to the collection of pairs from \( I \setminus J \). In the flag-transitive case, the above definition coincides with the ordinary diagram.
Proposition 2.6.2 Suppose that $I$ is finite and that $G$ is a group having diagram $D$ over a system of subgroups $(G_i)_{i \in I}$. If $G$ is flag transitive on the coset incidence system $I' = I'(G, (G_i)_{i \in I})$, then $I'$ is a geometry belonging to $D$.

Proof. This is a direct consequence of Theorem 1.8.10(ii). □

We analyze a case similar to the Direct Sum Theorem 2.1.6, in which generalized digons (cf. Definition 2.1.1) play a role.

Lemma 2.6.3 Let $I$ be finite and let $G$ be a group with diagram $D$ over a system of subgroups $(G_i)_{i \in I}$. Suppose that the following two conditions hold.

(i) $G_J = \langle G_{J \cup \{i\}} \mid i \in I \setminus J \rangle$ for each $J \subseteq I$ with $|I \setminus J| \geq 2$.
(ii) $I$ is partitioned into $R$ and $L$ in such a way that $D(r,l)$ consists of generalized digons for every $r \in R$ and $l \in L$.

Then $G = G_LG_R$. In particular $G = G_lG_r$ for all $l \in L$, $r \in R$.

Proof. If $|I| = 2$, then $R = \{r\}$ and $L = \{l\}$, so $I'(G, (G_r, G_l))$ is a generalized digon. This means $gG_r \cap hG_l \neq \emptyset$ for each $g, h \in G$. In particular, if $x \in G$, then $xG_r \cap G_l \neq \emptyset$, so $x \in G_lG_r$. This settles $G = G_lG_r$ and establishes the rank two case. As $G$ is a group, we can derive $G = G_rG_l$ by taking inverses.

In the case of arbitrary rank, we have

$$G = \langle G_i \mid i \in I \rangle = \langle G_J \mid |J| = 2, J \subseteq I \rangle = \cdots = \langle G_{I \setminus \{i\}} \mid i \in I \rangle.$$ But, for $r \in R$ and $l \in L$, by Definition 2.6.1 and what we have seen in the rank two case, $G_{I \setminus \{i\}} = G_{I \setminus \{i\}}G_{I \setminus \{r\}} = G_{I \setminus \{l\}}G_{I \setminus \{i\}}$, so

$$G = \langle G_{I \setminus \{i\}} \mid i \in I \rangle = \langle G_{I \setminus \{r\}} \mid r \in R \rangle \langle G_{I \setminus \{l\}} \mid l \in L \rangle \subseteq G_LG_R.$$ The last statement of the lemma follows as $G_L \subseteq G_l$ and $G_R \subseteq G_r$. □

The case of a linear diagram $D$, which means that, as a graph, $D$ is a path, lends itself to an easy criterion for flag transitivity.

Theorem 2.6.4 Let $I$ be finite and let $G$ be a group with a system of subgroups $(G_i)_{i \in I}$ such that

(i) $G_J = \langle G_{J \cup \{i\}} \mid i \in I \setminus J \rangle$ for each $J \subseteq I$ with $|I \setminus J| \geq 2$;
(ii) $G$ has a linear diagram over $(G_i)_{i \in I}$.

Then $I'(G, (G_i)_{i \in I})$ is a residually connected geometry on which $G$ acts flag transitively.
Proof. In view of Corollary 1.8.13, the incidence system $\Gamma(G, (G_i)_{i \in I})$ is a residually connected geometry if $G$ acts flag transitively on it. The latter is immediate if $|I| \leq 2$. Suppose, therefore, $|I| \geq 3$.

In view of Theorem 1.8.10(iii) and induction on $|I|$, it suffices to show that, for every subset $J$ of $I$ of size three, $G$ is transitive on the set of all flags of type $J$. Denote the linear diagram by $D$ and write $J = \{i, j, k\}$ where $i, j, k$ are chosen so that $D(j, k)$ consists of generalized digons (note that this is always possible as $D$ is linear). Now, by Lemma 2.6.3 applied to $G_i$, we have $G_i = G_{\{i, j\}} G_{\{i, k\}}$, so $G_i G_k \cap G_j G_k = G_{\{i, j\}} G_k \cap G_i G_k$. But this is equal to $G_{\{i, j\}}$ as $G_{\{i, j\}} \subseteq G_j$, so $G_i G_k \cap G_i G_k = (G_i \cap G_j) G_k$. By Lemma 1.8.9(ii), this implies the required transitivity. \[\Box\]

Example 2.6.5 Let $G$ be the group given by the following presentation.

$$G = \langle a, d, e, z, t \mid a^2 = d^3 = e^3 = z^2 = t^2 = 1, \quad [e, z] = [a, z] = [z, t] = [d, e] = [a, t] z = 1, \quad (d z)^2 = (e t)^2 = (d a)^5 = (d z a)^5 = (a e t)^3 = 1 \rangle.$$ 

A coset enumeration with respect to the subgroup $N = \langle a, d, z, e a e^{-1} \rangle$ of $G$ shows that we can also view $G$ as the subgroup of $\text{Sym}_{12}$ with generators

$$a = (3, 4)(5, 6)(7, 10)(8, 11),$$
$$d = (4, 5, 7)(6, 8, 9)(10, 12, 11),$$
$$e = (1, 3, 2)(6, 9, 8)(10, 12, 11),$$
$$z = (5, 7)(6, 10)(8, 11)(9, 12),$$
$$t = (1, 2)(6, 10)(8, 12)(9, 11).$$

In fact, further computations show that $G$ is 3-transitive on $[12]$ (cf. Exercise 2.8.12) and has order 7920. From this it is not hard to derive that $G$ is isomorphic to the Mathieu group $M_{12}$ (see Definition 5.6.4). But we will not need this. We distinguish the following subgroups.

$$G_1 = \langle a, d, z, t \rangle, \quad G_2 = \langle d, e, z, t \rangle, \quad G_3 = \langle a, e, z, t \rangle.$$

Observe that $G_1$ stabilizes the set $[2]$, that $G_2$ stabilizes $[3]$, and that $G_3$ stabilizes the set $[4]$. In fact, they are the full stabilizers; $G_1$ has index 66 in $G$, while $G_2$ has index 220, and $G_3$ has index 165.

Now $G_{12} = \langle d, z, t \rangle$ is a group of order 12, and $G_{13} = \langle a, z, t \rangle$ is a group of order 8, and $G_{23} = \langle e, z, t \rangle$ is a group of order 12. Consequently, $G_1 = \langle a, d, z \rangle = \langle G_{12}, G_{13} \rangle$, $G_2 = \langle d, e, z \rangle = G_{12} G_{23}$, $G_3 = \langle a, e, z \rangle = \langle G_{13}, G_{23} \rangle$. Since $G_2$ is factorized into $G_{12}$ and $G_{23}$, the group $G$ has a linear diagram over $\langle G_1, G_2, G_3 \rangle$. By Theorem 2.6.4, $G$ is flag transitive on $\Gamma := \Gamma(G, (G_1, G_2, G_3))$ and $\Gamma$ is a residually connected geometry. It is firm, as $G_{123}$ has order four, whence index 3, 2, 3, in $G_{12}$, $G_{13}$, $G_{23}$, respectively.
2.7 A geometry of type $\tilde{A}_{n-1}$

So far, we have dealt with various constructions of geometries with linear diagrams from groups. In this section we provide an example having the non-linear Coxeter diagram $\tilde{A}_{n-1}$ depicted in Figure 2.17, where $n \in \mathbb{N}$, $n > 2$. For $n = 2$, the construction is also valid; the resulting diagram appears in Remark 2.7.15. Example 2.4.4 showed thin geometries of this type, the triangle ($n = 3$) and the quadrangle ($n = 4$). The geometries constructed in this section are thick and all of their rank $n-1$ residues are isomorphic to $\text{PG}(V)$ for some vector space $V$ of dimension $n$.

2.7 A geometry of type $\tilde{A}_{n-1}$

We first review some local ring theory from commutative algebra.

**Definition 2.7.1** A ring $R$ is called a **discrete valuation ring** if it is a **principal ideal domain** (i.e., an associative ring with 1 and without zero divisors in which each ideal is generated by a single element), with a unique
nonzero maximal ideal. A generator of the maximal ideal is called a **local parameter**. The field obtained from \( R \) by modding out its maximal ideal is called its **residue field**.

**Example 2.7.2** Let \( p \) be a prime.

(i). The ring of **\( p \)-local integers** consists of all rational numbers \( a/b \) with \( \gcd(b,p) = 1 \). The subset \( \{pa/b \mid a, b \in \mathbb{Z}, \gcd(b,p) = 1\} \) is its unique maximal ideal and \( p \) is a local parameter (and so are \(-p\) and \( p(1+p) \)). The residue field of this ring is isomorphic to \( \mathbb{F}_p \).

(ii). Let \( F \) be a field and set \( R = \{f/g \mid f, g \in F[X], \gcd(g, X) = 1\} \). Then \( \{Xf/g \mid f, g \in F[X], \gcd(g, X) = 1\} \) is the unique maximal ideal in \( R \) and \( X \) is a local parameter. The residue field of \( R \) is isomorphic to \( F \).

**Lemma 2.7.3** Let \( R \) be a discrete valuation ring with local parameter \( \pi \). Then, for each nonzero element \( x \) of \( R \) there is a unique integer \( i \in \mathbb{N} \) such that \( x = \pi^i y \) with \( y \) an invertible element of \( R \).

**Proof.** If \( x \not\in \pi R \), then the ideal generated by \( x \) coincides with \( R \), so there is \( z \in R \) with \( xz = 1 \); in other words, \( x \) is invertible in \( R \). Since, obviously, invertible elements do not belong to \( \pi R \), we find that \( R \setminus \pi R \) is the set of invertible elements of \( R \). In particular, for \( x \not\in \pi R \), the lemma holds with \( i = 0 \).

Observe that \( (\pi^i R)_{i \in \mathbb{N}} \) is a strictly descending chain of ideals. For if \( \pi^i R = \pi^{i+1} R \) for some \( i \in \mathbb{N} \), then \( \pi^i = \pi^{i+1} r \) for some \( r \in R \) and so, as \( R \) is a domain, \( 1 = \pi r \), contradicting that \( \pi \) is not invertible.

We derive \( \bigcap_{i \in \mathbb{N}} \pi^i R = \{0\} \). The left hand side is an ideal of \( R \). As \( R \) is a principal ideal domain, there is \( a \in R \) such that \( \bigcap_{i \in \mathbb{N}} \pi^i R = aR \). We claim that \( \pi a R = a R \). Let \( x \in a R \). As \( aR \subseteq \pi R \), there is an element \( y \in R \) with \( x = \pi y \). Let \( j \in \mathbb{N} \) be arbitrary. As \( x \in aR \), there is \( z_j \in R \) such that \( x = \pi^{i+1} z_j \). Now \( \pi y = \pi^{i+1} z_j \), so \( y = \pi^i z_j \). We find \( y \in \bigcap_{i \in \mathbb{N}} \pi^i R = aR \) and \( x \in \pi a R \). In particular, \( \pi a R = a R \). This means that there is \( b \in R \) with \( \pi b a = a \). But \( (\pi b - 1) \) is invertible as it is not in \( \pi R \), so \( a = 0 \). Therefore, \( \bigcap_{i \in \mathbb{N}} \pi^i R = aR = \{0\} \).

So, if \( x \in R \), then \( x \in \pi^i R \setminus \pi^{i+1} R \) for some \( i \in \mathbb{N} \). Then \( x = \pi^i y \) for some \( y \in R \setminus \pi R \), and, by the above, \( y \) is invertible. \( \Box \)

As a consequence, an element of a discrete valuation ring is invertible if and only if it does not belong to the maximal ideal. Being an integral domain, a discrete valuation ring has a field of fractions into which it embeds.

**Corollary 2.7.4** The elements of the field of fractions of a discrete valuation ring \( R \) are all of the form \( \pi^i y \) with \( y \in R \setminus \pi R \) and \( i \in \mathbb{Z} \).
2.7 A geometry of type $\widetilde{\mathbb{A}}_{n-1}$

Proof. Suppose $v, w \in R$ with $w \neq 0$. By Lemma 2.7.3, there are $i, j \in \mathbb{N}$ and invertible elements $x, y \in R$ with $v = \pi^i x$ and $w = \pi^j y$, so $vw^{-1} = \pi^{i-j} xy^{-1}$, with $i - j \in \mathbb{Z}$ and $xy^{-1}$ an invertible element of $R$, as required. □

Definition 2.7.5 Let $R$ be a discrete valuation ring with local parameter $\pi$ and field of fractions $F$. Consider $G = \text{SL}(\mathbb{F}^n)$, with $n \geq 3$. For $i \in [n]$, take $G_i$ to be the set of matrices in $G$, of the form

\[
\begin{pmatrix}
A_{i,i} & \pi^{-1}B_{i,n-i} \\
\pi C_{n-i,i} & D_{n-i,n-i}
\end{pmatrix},
\]

where $X_{k,l}$, for $X$ one of $A, B, C, D$, denotes a $k \times l$-matrix with entries in $R$. In particular, $G_n = \text{SL}(\mathbb{F}^n)$. It is easily checked that each $G_i$ is a subgroup of $G$. The corresponding coset incidence system $\Gamma = \Gamma(G, (G_i)_{i \in [n]})$ over $[n]$ is called the $\pi$-adic geometry of $\mathbb{F}^n$.

The word geometry in the name will be justified by Theorem 2.7.14 below. This group-theoretic definition of the incidence system is quite succinct. But, in order to derive properties of it, a geometric description will be used as well. The necessary objects stem from a generalization of lattices over the ring of integers $\mathbb{Z}$ to discrete valuation rings. For the introduction of lattices, we use the notion of a module over a ring, which is the well-known generalization of a vector space over a field.

Definition 2.7.6 Let $V$ be a vector space over the field $\mathbb{F}$. For a subring $R$ of $\mathbb{F}$, an $R$-lattice in $V$ is an $R$-submodule of $V$ generated by a vector space basis of $V$.

The notion of a lattice in the context of a poset, as used in Exercise 3.7.7, is an entirely different one.

Remark 2.7.7 A basis $b_1, \ldots, b_n$ of $\mathbb{F}^n$ determines the $R$-lattice

$L = Rb_1 \oplus Rb_2 \oplus \cdots \oplus Rb_n$

in $V$. We collect the vectors $b_i$ as columns in a matrix $B$. These can be used to describe $L$ as the image $B(R^n)$ of the map $R^n \to \mathbb{F}^n$, $x \mapsto Bx$. The matrix $B$ belongs to $\text{GL}(\mathbb{F}^n)$ as its columns constitute a basis of $\mathbb{F}^n$.

Lemma 2.7.8 Suppose that the $R$-lattice $L$ is generated by the columns of the matrix $B \in \text{GL}(\mathbb{F}^n)$ and that $L' = B'(\mathbb{F}^n)$ is the sublattice of $L$ generated by the columns of the matrix $B' \in \text{GL}(\mathbb{F}^n)$. The determinant $\det(B')$ is a divisor of $\det(B')$ in $R$. Moreover, $L = L'$ if and only if the quotient $\det(B')/\det(B)$ is invertible in $R$. In particular, $\det(B')$ is determined by $L$ up to multiplication by an invertible element of $R$.
Consequently, we may assume \( \det(BD) \).

**Proof.** Denote the \( i \)-th column of \( B \) by \( b_i \), and the \( i \)-th column of \( B' \) by \( b'_i \). Since \( \{B'x \mid x \in \mathbb{R}^n\} \subseteq \{Bx \mid x \in \mathbb{R}^n\} \), there are elements \( x_{ij} \in \mathbb{R} \) (\( 1 \leq i, j \leq n \)) such that \( b_i' = \sum_{j=1}^n x_{ij} b_j \). This means that \( X = (x_{ij})_{i,j\in[n]} \) is a matrix such that \( B' = BX \), and so \( \det(B') = \det(B) \det(X) \). This proves that \( \det(B) \) divides \( \det(B') \).

If \( L = L' \), then there is also a matrix \( Y \) with entries in \( \mathbb{R} \) such that \( B = BY \). But then \( YX \) is the identity matrix and so \( X \) and \( Y \) are invertible, whence the last two statements of the lemma. \( \square \)

**Definition 2.7.9** Two \( R \)-lattices \( L, M \) of the same vector space are called **homothetic** if there is a scalar \( \lambda \in F \) such that \( L = \lambda M \).

Being homothetic is an equivalence relation on the set of all \( R \)-lattices in \( \mathbb{F}^n \).

**Notation 2.7.10** For an \( R \)-lattice in \( \mathbb{F}^n \), we denote by \([L]\) its **homothety class**, that is, its equivalence class with respect to the relation of being homothetic. Furthermore, we write \([L] * [M]\) to denote that, for some \( L' \in [L] \) and \( M' \in [M] \), we have \( \pi L' \subseteq M' \subseteq L' \).

We use \( * \) for a geometric definition of the \( \pi \)-adic incidence system. Let \( L \) be the collection of homothety classes of \( R \)-lattices in \( \mathbb{F}^n \) and, for \([L] \in L \), denote by \( \tau([L]) \) the integer \( i \in [n] \) for which there is a matrix \( B \) with entries in \( F \) such that \( B(R^n) \in [L] \) and \( \det(B) = \pi^i \).

**Lemma 2.7.11** For each \( n \in \mathbb{N}, n \geq 2 \), and discrete valuation ring \( R \), the triple \((L, *, \tau)\) is an incidence system over \([n]\).

**Proof.** We first verify that \( \tau \) is well defined. Suppose, to this end, that \( B(R^n) = \lambda B'(R^n) \) for two matrices \( B, B' \) in \( GL(\mathbb{F}^n) \) and \( \lambda \in F \). It follows that \( \det(B) = \lambda^p \det(B') \) and \( \lambda \neq 0 \). Write \( j = \tau([B(R^n)]) \) and \( k = \tau([B'(R^n)]) \). If \( D \) is a diagonal matrix with all diagonal entries but one equal to 1 and the remaining entry equal to an invertible element \( z \) of \( R \), then \( B(R^n) = BD(R^n) \) and \( \det(BD) = \pi^j z \). So, replacing \( B \) and \( B' \) by suitable matrices, we may assume \( \det(B) = \pi^{i+p} \) and \( \det(B') = \pi^{k+q} \) for certain \( p, q \in \mathbb{Z} \).

As \( \lambda \neq 0 \), by Lemma 2.7.3, there are \( i \in \mathbb{Z} \) and \( y \in R / \pi R \) such that \( \lambda = \pi^i y \). Consequently, \( \pi^{i+p} = \det(B) = \lambda^n \det(B') = \pi^{n+k+q} y^n \). By uniqueness of the exponent of \( \pi \) (see Lemma 2.7.3), we find \( j - k = n(i + q - p) \). As both \( j, k \in [n] \), it follows that \( j = k \), which proves that \( \tau \) does not depend on the choice of \( B \).

Next, we show that \( * \) is a symmetric relation. If \([L] * [M]\), then, by definition, there are \( L' \in [L] \) and \( M' \in [M] \) with \( \pi L' \subseteq M' \subseteq L' \). Now \( \pi(\pi^{-1} M') \subseteq L' \subseteq \pi^{-1} M' \), so \( \pi^{-1} M' \) \([L]\). Since \( \pi^{-1} M' = [M'] = [M] \), this proves symmetry of \( * \).
2.7.8 gives identity, so all conditions of Definition 1.2.2 are satisfied for $(\proves \varphi)$. Furthermore, $\det(A) = \pi^i$. By Lemma 2.7.8, there are $a, b \in R$ such that $\det(\pi A) = a \det(B)$ and $\det(B) = b \det(A)$. This gives $\pi^n \det(A) = \det(\pi A) = a \det(B) = ab \det(A)$, so $\pi^n = ab$. Now $\det([L]) = i$ means that $\det(A) = \pi^{i+kn} z$ for some $k \in \mathbb{Z}$ and $z$ is an invertible element of $R$. Furthermore, $\det(B) = b \det(A)$ leads to $\pi^i = b \pi^{i+kn} z$, and so $b = \pi^{k-n} z^{-1}$.

Now $b \in R$ implies $k < 0$ and the fact that $b$ divides $\pi^n$ means that only $k = 0$ and $k = -1$ are possible. If $k = 0$, then $b \in R \setminus \pi R$ and Lemma 2.7.8 gives $M = L'$; if $k = -1$, then $a = z \in R \setminus \pi R$, so $\pi L' = M$. This proves $[L] = [M]$. We conclude that the restriction of $\proves \varphi$ to $\tau^{-1}(i)$ is the identity, so all conditions of Definition 1.2.2 are satisfied for $(\proves \varphi, \tau)$. □

A special chamber of $(\mathcal{L}, \proves, \tau)$ is the set $\{[L_i] \mid i \in [n]\}$, where

$$L_i = R\varepsilon_1 + \cdots + R\varepsilon_{n-i} + \pi R\varepsilon_{n-i+1} + \cdots + \pi R\varepsilon_n. \quad (2.2)$$

Here, $\varepsilon_1, \ldots, \varepsilon_n$ denotes the standard basis of $F^n$. So $L_i = D_{i,n-i}(R^n)$, where $D_i$ is the diagonal matrix with ones in the first $i$ diagonal entries and $\pi$ in the remaining $n-i$ diagonal entries. As $\det(D_{n-i}) = \pi^i$, we have $\tau([L_i]) = i$.

The group $\text{GL}(F^n)$ acts on the set of $R$-lattices via left multiplication: $A(R^n) \mapsto BA(R^n)$ for $A, B \in \text{GL}(F^n)$.

**Lemma 2.7.12** Let $\Gamma = (\mathcal{L}, \proves, \tau)$. The group $\text{Cor}(\Gamma)$ of auto-correlations of $\Gamma$ is transitive on $\mathcal{L}$. More specifically, the following statements hold.

(i) The group $\text{SL}(F^n)$ acts on $\Gamma$ via $B([L]) = [BL]$ ($B \in \text{SL}(F^n)$).

(ii) The matrix

$$\alpha = \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
0 & 0 & 0 & \ddots & \vdots \\
0 & 0 & 0 & \ddots & 0 \\
\pi & 0 & 0 & \cdots & 0
\end{pmatrix}$$

belongs to $\text{GL}(F^n)$ and induces a correlation of $\Gamma$ permuting the type set $[n]$ cyclically, according to $(1, 2, \ldots, n)$.

**Proof.** The group $\text{GL}(F^n)$ preserves homothety classes, so its action on $\mathcal{L}$ is well defined. Also, the action is easily seen to preserve incidence.

If $B \in \text{GL}(F^n)$ and $\det(B) = \pi^i x$ for some $i \in \mathbb{Z}$ and some invertible $x \in R$, then $\det(BA) = \det(B) \det(A)$, so $\tau(B[A(R^n)]) = i + \tau([A(R^n)]) \pmod n$ for each $A \in \text{GL}(F^n)$. This shows that $B$ maps elements of $\mathcal{L}$ of type $j$ to elements of type $i+j$ modulo $n$. 

(i) Suppose now \( B \in \text{SL}(F^n) \). Then \( \det(B) = 1 \), so \( B \) preserves types.

An arbitrary representative of a homothety class in \( \mathcal{L} \) is given by a matrix \( A \) whose columns are a basis of \( F^n \). Write \( \det(A) = \pi^k x \) with \( k \in \mathbb{Z} \) and invertible \( x \in R \). After applying a suitable homothety, we may assume \( k \in [n] \) without changing \( [A(R^n)] \). But then \( B = AD_{n-k}^{-1} \in \text{SL}(F^n) \) and \( A(R^n) = BD_{n-k}(R^n) = B(L_k) \) in view of (2.2), so \( \text{SL}(F^n) \) is transitive on \( \tau^{-1}(k) \).

(ii) As \( \det(\alpha) = \pm \pi \), we have \( \alpha \in \text{GL}(F^n) \). Moreover, \( \alpha L_i = L_{i+1} \) (indices taken mod \( n \) and in \( [n] \)), so the induced permutation of \( \alpha \) on the type set \( [n] \) is as stated.

Together with (i), it follows that the subgroup of \( \text{GL}(F^n) \) generated by \( \alpha \) and \( \text{SL}(F^n) \) is transitive on \( \mathcal{L} \). \( \square \)

The natural quotient map \( R \to R/\pi R \) is a ring homomorphism onto the residue field \( \mathbb{K} = R/\pi R \) of \( R \). It leads to a group homomorphism \( \phi : \text{SL}(R^n) \to \text{SL}(\mathbb{K}^n) \) given by reduction modulo \( \pi R \) in each entry. In turn, this homomorphism provides an action of \( \text{SL}(R^n) \) on \( \mathbb{K}^n \).

**Lemma 2.7.13** The residue of each element of \( \Gamma = (\mathcal{L}, \ast, \tau) \) is isomorphic to \( \text{PG}(\mathbb{K}^n) \). Let \( \Gamma_n \) denote the residue of \( [R^n] \) in \( \Gamma \). The map \( \beta : \Gamma_n \to \text{PG}(\mathbb{K}^n) \) given by \( \beta([M]) = M/\pi R^n \), where \( M \) is chosen in such a way that \( \pi R^n \subseteq M \subseteq R^n \), is an isomorphism establishing an equivalence of the natural action of the group \( \text{SL}(R^n) \) on \( \Gamma_n \) to the action via \( \phi \) on \( \text{PG}(\mathbb{K}^n) \).

**Proof.** By Lemma 2.7.12 it suffices to prove the first statement for the element \( [R^n] \). Suppose that \( [M] \in \mathcal{L} \), of type \( i \in [n - 1] \), is in the residue \( \Gamma_n \). We can choose the \( R \)-lattice \( M \) in such a way that \( \pi R^n \subseteq M \subseteq R^n \). Now \( M/\pi R^n \) is a subspace of \( R^n/\pi R^n = \mathbb{K}^n \) of dimension \( n - i \) (see Exercise 2.8.31).

We claim that the map \( \beta \) given by \( \beta([M]) = M/\pi R^n \) is an isomorphism \( \Gamma_n \to \text{PG}(\mathbb{K}^n) \). First of all, \( \beta \) is injective because each homothety class has at most one representative \( M \) such that \( \pi R^n \subseteq M \subseteq R^n \). Moreover, \( \beta \) is surjective because each subspace of \( \mathbb{K}^n \) of dimension \( i \) is the image of \( R^n \) under an \( n \times n \)-matrix \( U \) over \( \mathbb{K} \) of rank \( i \) and so each \( n \times n \)-matrix \( B \) over \( R \) whose entries map onto those of \( U \) defines a class \( [M] \), where \( M = B(R^n) \), that is, an element of \( \Gamma_n \) with \( \beta([M]) = U(\mathbb{K}^n) \).

If \( [M] \ast [M'] \) for some element \( [M'] \) of \( \Gamma_n \), with \( \pi R^n \subseteq M' \subseteq R^n \), then there is an integer \( j \) such that \( M \subseteq \pi^j M' \subseteq \pi^{-1} M \). Now \( \pi R^n \subseteq M, M' \subseteq R^n \) forces \( j = 0, -1 \). Interchanging the roles of \( M \) and \( M' \) if needed, we may take \( j = 0 \), which means \( M \subseteq M' \) and implies \( \beta(M) \subseteq \beta(M') \), proving \( \beta([M]) \ast \beta([M']) \) in \( \text{PG}(\mathbb{K}^n) \). The reverse implication is proved similarly.

As for the group actions, let \( B \in \text{SL}(R^n) \) and let \( M \) be an \( R \)-lattice in \( F^n \) with \( \pi R^n \subseteq M \subseteq R^n \). Then \( \beta(B([M])) = \beta([BM]) = BM/\pi R^n = \phi(B) \beta(M) \). This establishes that \( \beta \) is an equivalence between the actions of \( \text{SL}(R^n) \) on \( \Gamma_n \) and \( \text{PG}(\mathbb{K}^n) \). \( \square \)
We now relate the incidence system $(\mathcal{L}, *, \tau)$ of Lemma 2.7.11 to the coset incidence system $\Gamma'(G, (G_i)_{i \in [n]})$ of Definition 2.7.5. The type $\tilde{A}_{n-1}$ appearing in the theorem below is depicted in Figure 2.17.

**Theorem 2.7.14** Let $n \in \mathbb{N}$, $n \geq 2$, and let $R$ be a discrete valuation ring with local parameter $\pi$ and field of fractions $\mathbb{F}$. The incidence system $(\mathcal{L}, *, \tau)$ is an $[n]$-geometry of type $\tilde{A}_{n-1}$. Moreover, the action of $G = \text{SL}(\mathbb{F}^n)$ on $(\mathcal{L}, *, \tau)$ is flag transitive with stabilizers $G_i$, so it is equivalent to the geometric representation on the $\pi$-adic geometry $\Gamma'(G, (G_i)_{i \in [n]})$ over $\mathbb{F}^n$.

**Proof.** We show that $G$ acts flag transitively on $\Gamma = (\mathcal{L}, *, \tau)$. Let $J$ be a non-empty subset of $[n]$ and let $(M_i)_{i \in J}$ be $R$-lattices such that $([M_i])_{i \in J}$ is a flag of type $J$ in $\Gamma$. We need to show that this flag is in the same $G$-orbit as $([L_i])_{i \in J}$ of (2.2). In view of Lemma 2.7.12, we may assume $n \in J$. But then $([M_i])_{i \in J \setminus \{n\}}$ is a flag of type $J' \setminus \{n\}$ in $\Gamma_n$ and so $(\beta([M_i]))_{i \in J \setminus \{n\}}$, where $\beta$ is as in Lemma 2.7.13, is a flag of $\text{PG}(\mathbb{F}^n)$. By flag transitivity of $\text{SL}(\mathbb{F}^n)$ on this geometry (cf. Example 1.8.16), there is $A \in \text{SL}(\mathbb{F}^n)$ such that $A([M_i])_{i \in J \setminus \{n\}} = (\beta([L_i]))_{i \in J \setminus \{n\}}$. The equivalence of the two $\text{SL}(R^n)$-actions of Lemma 2.7.13 gives that $([M_i])_{i \in J \setminus \{n\}}$ and $([L_i])_{i \in J \setminus \{n\}}$ are in the same $\text{SL}(R^n)$-orbit. It follows that $G$ acts flag transitively on $\Gamma$.

Fix $i \in [n]$. We verify that $G_i$ is the stabilizer in $G$ of the element $[L_i] \in \mathcal{L}$. Clearly, $G_i$ stabilizes $L_i$ and hence $[L_i]$. Let $H_i$ be the stabilizer of $[L_i]$ in $\text{SL}(\mathbb{F}^n)$ and take $A \in H_i$. Then $H_i$ must stabilize $L_i$ itself. If $j \leq n - i$, then $Ae_j \in L_i$ means that the $j$-th column of $A$ has the first $n - i$ entries in $R$ and the last $i$ entries in $\pi R$. If $j > n - i$, then $Ae_j \in L_i$ means that the $j$-th column of $A$ has the first $n - i$ entries in $\pi^{-1} R$ and the last $i$ entries in $R$. Therefore, $H_i \subseteq G_i$ and so $H_i = G_i$.

Proposition 1.8.7 gives that the geometric representation of $G$ over $(G_i)_{i \in [n]}$ is equivalent to the action on $\Gamma$. It follows from Theorem 1.8.10 that $\Gamma$ is a geometry. By now it is easy to see that $\Gamma$ has Coxeter diagram $\tilde{A}_{n-1}$. For, the residue of each element is isomorphic to $\text{PG}(\mathbb{F}^n)$ and so belongs to the diagram $\tilde{A}_{n-1}$.

It remains to show that $\Gamma$ is residually connected. As all residues of non-empty flags are residues inside a geometry isomorphic to $\text{PG}(\mathbb{F}^n)$, Lemma 1.8.9 shows that we only need to verify that $G$ is generated by all $G_i$ ($i \in [n]$). But this readily follows from the relation

$$
\begin{pmatrix}
\pi & 0 & 0 \\
0 & \pi^{-1} & 0 \\
0 & 0 & I_{n-2}
\end{pmatrix}
= 
\begin{pmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & I_{n-2}
\end{pmatrix}
\begin{pmatrix}
0 & \pi^{-1} & 0 \\
-\pi & 0 & 0 \\
0 & 0 & I_{n-2}
\end{pmatrix}
\in G_nG_1.
$$

□

**Remark 2.7.15** (i). For $n = 2$, the above construction of $(\mathcal{L}, *, \tau)$ is still valid and leads to a flag-transitive $[2]$-geometry of type $\frac{1}{-\infty-\frac{2}{-2}}$. This ge-
Geometry is also known as a generalized \( \infty \)-gon (cf. Definition 2.2.6). The incidence graph of this geometry is a connected graph without circuits, also known as a tree.

(ii). If \( R \) is as in Example 2.7.2(i), then, due to Proposition 2.4.7, all \( i \)-orders of \((L, *, \tau)\) are equal to \( p \). Similarly, if \( R = \mathbb{F}_q[[X]] \) (see Exercise 2.8.27), the all \( i \)-orders are equal to \( q \).

## 2.8 Exercises

### Section 2.1

**Exercise 2.8.1** For the geometry \( \Gamma \) of Example 2.1.3 construct an autocorrelation that induces a permutation of order 4 on the set of types. Does the geometry \( \Delta \) of Example 2.1.3 possess trialities?

**Exercise 2.8.2** Let \( J \) be a finite index set. Prove that a direct sum of geometries \( \Gamma_j \ (j \in J) \) is residually connected if and only if each \( \Gamma_j \) is residually connected.

### Section 2.2

**Exercise 2.8.3** Show that the (ordinary) \( m \)-gon, that is, with vertices as points and edges as lines, is the only generalized \( m \)-gon of order \((1, 1)\). Verify that there are no \((m, d_p, d_1)\)-gons of order \((1, 1)\) unless \( m = d_p = d_1 \).

**Exercise 2.8.4** Let \( \Gamma \) be a generalized \( m \)-gon. Take \( \Delta \) to be the rank two geometry over \( \{c, o\} \) whose \( o \)-elements are the elements (points and lines) of \( \Gamma \) and whose \( c \)-elements are the chambers of \( \Gamma \); incidence is symmetrized containment. Show that \( \Delta \) is a generalized \( 2m \)-gon. Is it thick?

**Exercise 2.8.5** Let \( \Gamma \) be a geometry of rank two satisfying the following conditions for some \( m \in \mathbb{N} \) with \( m \geq 2 \).

(a) Every pair of elements is joined by a chain of length at most \( m \) and by at most one chain of length smaller than \( m \).

(b) There exists an \( m \)-gon in \( \Gamma \) (that is, a subgeometry isomorphic to the ordinary \( m \)-gon).

Prove that \( \Gamma \) is a generalized \( m \)-gon.

(*Hint: Let \( M \) be an \( m \)-gon in \( \Gamma \) and \( x \) an element of \( \Gamma \). Then there is an element \( y \in M \) such that \( x \) is at distance \( m \) from \( y \) in the incidence graph. Construct a bijection from \( \Gamma_x \) to \( \Gamma_y \).*)
**Exercise 2.8.6** Show that the generalized hexagon of Example 2.2.15 admits no dualities.

*(Hint: The part of the collinearity graph of the dual line space induced on the set of points at distance three from a given point differs from the original.)*

**Exercise 2.8.7** Consider the vector space \( V = \mathbb{F}_9^3 \) with nondegenerate bilinear form \( f \) given by \( f(x, y) = x_1 y_1 + x_2 y_2 + x_3 y_3 \) for \( x = \varepsilon_1 x_1 + \varepsilon_2 x_2 + \varepsilon_3 x_3 \) and \( y = \varepsilon_1 y_1 + \varepsilon_2 y_2 + \varepsilon_3 y_3 \) in \( \mathbb{F}_9^3 \). Put \( G = O(V, f) \), the orthogonal group introduced in Exercise 1.9.31. Write \( \mathbb{F} = \mathbb{F}_9 \) and prove the following statements.

(a) The set \( P \) of projective points \( a \in \mathbb{P}(V) \) for which \( f(a, a) \) is a nonzero square in \( \mathbb{F} \), is a single \( G \)-orbit of size 45.

(b) The set \( Q \) of orthogonal frames in \( P \), that is, subsets \( \{a, b, c\} \) of \( P \) with \( a, b, c \) mutually orthogonal, is a single \( G \)-orbit of size 30. The kernel of the action of \( G \) on \( Q \) is \( Z(G) \), the center of \( G \), which is a group of size two.

(c) Turn \( Q \) into a graph by letting \( x \sim y \) for \( x, y \in Q \) if and only \( x \neq y \) and \( x \cap y \neq \emptyset \). This graph has diameter four with 3, 6, 12, and 8 vertices at distance 1, 2, 3, and 4 from a given vertex, respectively. The group \( G \) acts **distance transitively** on \( Q \) (this means that \( G \) acts transitively on the sets of pairs of points at mutual distance \( i \) for each \( i \in \mathbb{N} \)). The distance distribution diagram coincides with the incidence graph of the rank two geometry of a generalized quadrangle of order \((2, 2)\). So the graph on \( Q \) is bipartite with two parts of size 15.

(d) The group \( G \) is isomorphic to \( C_2 \times (\mathrm{Alt}_6 \rtimes \langle \sigma \rangle) \), where \( \sigma \) acts on \( \mathrm{Alt}_6 \) as one of the outer automorphisms of \( \mathrm{Sym}_6 \) given in Example 2.2.13.

(e) For \( a \in P \), the orthogonal reflection \( r_{a, \phi} : V \to V \) from Exercise 1.9.31, with \( \phi \) given by \( \phi(x) = 2f(a, a)^{-1}f(a, x) \), has the form \( r_{a, \phi}(x) = x + af(a, a)^{-1}f(a, x) \) \( (x \in V) \) and belongs to \( G \). The subgroup \( H \) of \( G \) generated by all such orthogonal reflections has order 720 and preserves the partition of \( Q \) into two cocliques. In particular, \( Z(H) = Z(G) \) and \( H/Z(H) \cong \mathrm{Alt}_6 \).

**Exercise 2.8.8** Let \( G = \mathrm{Alt}_6 \). This group has two conjugacy classes, say \( C_1 \) and \( C_2 \), of subgroups isomorphic to \( \mathrm{Alt}_5 \). Show that the following graph is isomorphic to HoSi.

1. Its vertex set consists of \( C_1 \), \( C_2 \), the twelve subgroups of \( G \) isomorphic to \( \mathrm{Alt}_5 \) and the 36 Sylow 5-subgroups of \( G \).
2. The unordered pair \( \{C_1, C_2\} \) is an edge. For \( i \in [2] \), a subgroup of \( G \) isomorphic to \( \mathrm{Alt}_5 \) is adjacent to \( C_i \) if it is a member of \( C_i \). A subgroup of \( G \) isomorphic to \( \mathrm{Alt}_5 \) and a Sylow 5-subgroup of \( G \) are adjacent if the latter is contained in the former. Two Sylow 5-subgroups of \( G \) are adjacent if together they generate \( G \) and there is an involution of \( G \) normalizing each. There are no further adjacencies.
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Exercise 2.8.9 (Cited in Example 2.3.2) Projective planes and affine planes are closely related.

(a) Let \( \Pi = (P, L, \ast) \) be a thick projective plane. Fix \( h \in L \). Show that the subgeometry of \( \Pi \) induced on \((P \setminus h^*) \cup (L \setminus \{h\})\) is an affine plane.

(b) Suppose that \( A = (Q, M, \ast) \) is an affine plane. Prove that being parallel is an equivalence relation on \( M \). For \( m \in M \) we denote by \( \overline{m} \) the parallel class (i.e., equivalence class of \( m \)). Let \( P \) be the disjoint union of \( Q \) and the set \( h \) of equivalence classes of the parallelism relation on \( M \). Let \( L \) be the disjoint union of \( M \) and the singleton \( \{h\} \). Extend the relation \( \ast \) to a symmetric and reflexive relation on all of \( P \cup L \) by demanding that,

1. \( \overline{m} \ast h \) if and only if \( \overline{m} \in h \);
2. \( l \ast \overline{m} \) if and only if \( l \in \overline{m} \);
3. \( x \ast h \) for no \( x \in Q \).

Prove that \( (P, L, \ast) \) is a projective plane, whose subgeometry induced on \( Q \cup M \) coincides with \( A \).

Exercise 2.8.10 Show that every projective plane of order four is isomorphic to \( P(F_2^2) \).

(Hint: Use Exercise 2.8.9 and prove that there is a unique affine plane of order four.)

Exercise 2.8.11 Let \( C \) be the Cayley division ring of Example 2.3.4.

(a) Prove that \( C \) is not associative, but satisfies the laws \( x^2 y = x(x y) \) and \( x y^2 = (x y)y \) for all \( x, y \in C \) (here, of course, \( x^2 \) stands for \( xx \)). Algebras satisfying this law are called alternative.

(b) Define \( \overline{x} = 2x + e_0 - x \) for \( x = \sum x_i e_i \in C \) and prove that \( N(x) = x \overline{x} \) is multiplicative (i.e., \( N(xy) = N(x)N(y) \)) and positive definite (i.e., \( N(x) > 0 \) whenever \( x \neq 0 \)). (Algebras with such a map \( N \) are called composition algebras.)

(c) Derive from (b) that each nonzero element \( x \) of \( C \) has an inverse \( x^{-1} \).

(d) Show that, if \( x, y \in C \) with \( x \) nonzero, then \( (yx)x^{-1} = y \). (This property helps to verify (3) and (5) of the definition of a ternary ring by means of (2.1).)

Exercise 2.8.12 (This exercise is used in Examples 2.6.5 and 6.2.7.) Let \( G \to \text{Sym}(X) \) be a permutation representation of a group \( G \) on a set \( X \). Let \( t \in \mathbb{N} \) with \( 0 < t \leq |X| \). The action of \( G \) on \( X \) is said to be \( t \)-transitive on \( X \) if \( G \) acts transitively on \( X \) and, whenever \( t > 1 \), the stabilizer \( G_x \) of a point \( x \in X \) acts \((t - 1)\)-transitively on \( X \setminus \{x\} \). Prove the following assertions.
2.8 Exercises

(a) The group $G$ acts 2-transitively on $X$ if and only if there is $g \in G$ with $G = H \cup HgH$, where $H = G_x$.
(b) The group $G$ (isomorphic to $\text{PSL}(\mathbb{P}_1^2)$) of Example 2.3.11 acts 2-transitively on the collection of cosets of its subgroup $G_o$ isomorphic to $\text{Alt}_5$.
(c) For every division ring $\mathbb{D}$, the group $\text{PGL}(\mathbb{D}^2)$ is 3-transitive on the set of points of $\mathbb{P}(\mathbb{D}^2)$.
(d) Let $B$ be a $G$-orbit of subsets of $X$. Assume that $G$ acts $t$-transitively on $X$. There is a positive integer $\lambda$ such that each set of $t$ elements of $X$ lies in exactly $\lambda$ members of $B$.

Section 2.4

Exercise 2.8.13 Consider the Petersen graph Pet and its two $\text{Alt}_5$-orbits, $B$ and $R$, say, of pentagons discussed in Example 1.3.4. Define a rank three geometry $\Gamma = (E; B; R; *)$ where $E$ is the edge set of Pet, in such a way that it is isomorphic to the quotient of the great dodecahedron of Example 2.4.4 by a group of order two.

Exercise 2.8.14 (Cited in Remark 4.1.7) Let $\Omega = [7]$ and let $G$ be the permutation group of order 42 consisting of all maps $x \mapsto ax + b \ (x \in \Omega)$ for $a \not\equiv 0 \mod 7$, where addition and multiplication are taken modulo 7. Consider the incidence system $\Gamma$ over $[3]$ whose 1-elements are all points of $\Omega$, whose 2-elements are all unordered pairs of points, and whose 3-elements are all orbits of size three of subgroups of $G$ of order three. Incidence is symmetric inclusion. Prove the following three statements.

(a) The set of 3-elements of $\Gamma$ consists of the 14 subsets of $\Omega$ of size three depicted as lines in the two disjoint Fano planes of Figure 2.18.

(b) $\Gamma$ is a thin [3]-geometry with diagram $1 \longrightarrow 1 \longrightarrow 1$.
(c) The group of automorphisms of $\Gamma$ coincides with $G$. It is incidence transitive on $\Gamma$ and has exactly two orbits on the set of chambers.

Exercise 2.8.15 Prove that the incidence graph of a projective plane of order 3 is necessarily as given in Figure 2.19. Conclude that $\mathbb{P}(\mathbb{F}_3^2)$ is the unique projective plane of order three.
Fig. 2.19. The incidence graph of the projective plane $\mathbb{P}(\mathbb{F}_3^3)$. Rotations give a cyclic group of collineations of order 13.

**Exercise 2.8.16** Prove that $\mathbb{P}(\mathbb{F}_4^3)$ is the unique projective plane of order four.

**Exercise 2.8.17** Consider a tiling $T$ of the Euclidean plane by squares of unit side length. Let $u, v \in \mathbb{N}$, $u, v \geq 2$.

(a) Cut out a $u \times v$ rectangle from $T$ that is covered by precisely $uv$ tiles, and identify the border patches in the usual way to obtain a torus, as visualized in the left-hand side of Figure 2.20 for $u = v = 5$. The result is $\mathbb{R}^2/(u\mathbb{Z} \times v\mathbb{Z})$, the quotient of $\mathbb{R}^2$ by the equivalence relation $\sim$ given by $(x, y) \sim (x', y')$ if and only if $x - x' \in u\mathbb{Z}$ and $y - y' \in v\mathbb{Z}$. Show that this quotient with vertices, edges, and tiles, leads to a geometry with diagram $I_1 I_1 I_1$ and that $I$ is flag transitive if and only if $u = v$.

(b) Next, assume $v > 2$, start again with the $u \times v$ rectangle cut out from $T$ and proceed to identify border patches as suggested by the right-hand side of Figure 2.20 for $u = 6$ and $v = 5$. The result is the quotient of $\mathbb{R}^2$ by the equivalence relation $\sim$ given by $(x, y) \sim (x', y')$ if and only if either $x - x' \in u\mathbb{Z} \setminus 2u\mathbb{Z}$ and $y' + y \in v\mathbb{Z}$ or $x - x' \in 2u\mathbb{Z}$ and $y' - y \in v\mathbb{Z}$. It is the so-called **Klein bottle**. Show that the Klein bottle with vertices, edges, and tiles, leads to a geometry over $\mathbb{Z}_1 I_1 I_1$ whose automorphism group of order $\gcd(2, v)u$ is not transitive on the set of points.
Exercise 2.8.18 Consider the Petersen graph Pet. Its complement occurs in Example 1.7.16 for $\varepsilon = 1$ and $n = 5$. It is also the collinearity graph of the classical **Desargues configuration**: cf. Figure 2.21. The depicted geometry Des has 10 lines of three points each. Observe that not all cliques of size three of the complement of Pet are represented by lines.

![Fig. 2.20. A toroidal geometry A Klein bottle geometry](image1)

**Fig. 2.20.** A toroidal geometry A Klein bottle geometry

(a) Show that the geometry Des belongs to $\frac{5}{2}$. $\frac{3}{2}$. $\frac{1}{2}$.

(b) Let $\Delta$ be the geometry over $[3]$ whose 1-elements are the 10 points, whose 2-elements are the 30 pairs of collinear points, and whose 3-elements are the 15 induced quadrangles in the collinearity graph of Des (here, a quadrangle is a set of four points such that the collinearity induced on them is a 4-circuit). Incidence is symmetrized containment. Show that $\Delta$ belongs to $\frac{1}{1}$. $\frac{2}{2}$. $\frac{6}{3}$. $\frac{3}{1}$.

(c) Prove that $\text{Aut}(\Delta)$ is isomorphic to $\text{Sym}_5$ and that this group acts flag transitively on $\Delta$.

Section 2.5

Exercise 2.8.19 For $n, j \in \mathbb{N}$ with $1 \leq j < n$, the **Johnson graph** with parameters $(n, j)$ has vertex set $\binom{[n]}{j}$ and adjacency $x \sim y$ given by $|x \cap y| =
$j - 1$. Show that the Johnson graph is the shadow space on $j$ of the geometry of rank $n - 1$ of Example 1.2.6.

**Exercise 2.8.20** Consider the geometry $\Gamma$ of Exercise 1.9.18, which has infinite rank.

(a) Show that $\Gamma$ does not satisfy the conclusion of Theorem 2.1.6.

(b) Verify that, for each $n \in \mathbb{N}$ with $n > 1$, the space $\text{ShSp}(\Gamma; \{1/n\})$ is the space whose point set is $X_{1/n}$ (the set of elements of type $1/n$), and whose lines are of the form $L_b$ for $b \in \mathbb{R}$, where $L_b$ is the set of all members of $X_{1/n}$ containing $b$.

**Exercise 2.8.21** Let $Z$ be a linear space and $X \subseteq P$. Define the derived set $X^{(1)}$ of $X$ as the union of $X$ and of all lines of $Z$ having at least two points in $X$. Put $X^{(0)} = X$, and for $n \in \mathbb{N}$ with $n > 0$, define the $n$-th derived set $X^{(n)}$ as $(X^{(n-1)})^{(1)}$. Show that $(X) = \bigcup_{n \in \mathbb{N}} X^{(n)}$.

**Exercise 2.8.22** Give an example to demonstrate that a homomorphism $\alpha : (P, L) \rightarrow (P', L')$ of line spaces does not necessarily correspond to a homomorphism $\alpha : (P, L, *) \rightarrow (P', L', *)$ of geometries. Show that if $(P', L')$ is linear and $\alpha(l)$ has at least two points for every $l \in L$, there is a homomorphism $\alpha : (P, L, *) \rightarrow (P', L', *)$ inducing $\alpha$ on the point shadow space.

**Exercise 2.8.23** Let $(P, L)$ and $(P', L')$ be linear spaces having at least three points each. Suppose that $\alpha : P \rightarrow P'$ is a bijection. Show that $\alpha$ is an isomorphism if and only if both $\alpha$ and $\alpha^{-1}$ map each set of three collinear points to a set of three collinear points.

**Exercise 2.8.24** Let $Z = (P, L)$ be a line space and $\equiv$ an equivalence relation on $P$. By $d(x, y)$ we denote the distance between $x$ and $y$ in the collinearity graph of $Z$ and by $[x]$ the equivalence class of $x$ in $P$. The quotient space $Z/\equiv$ of $Z$ by $\equiv$ is the pair $(P', L')$ where $P'$ consists of the equivalence classes in $P$ and $L'$ consists of the sets $\{[x] : x \in l\}$ for some $l \in L$. We say that $\equiv$ is a standard equivalence if, whenever $x \equiv x'$ and $x \perp y$ for $x, x', y \in P$, there is $y' \in P$ such that $x' \perp y'$ and $y' \equiv y$. Prove the following two assertions for a standard equivalence $\equiv$.

(a) If $d(x, x') \geq 2$ for any two points $x$ and $x'$ in $P$ with $x \equiv x'$, then $Z/\equiv$ is a line space.

(b) Let $A$ be a group of automorphisms of $Z$. Show that the equivalence relation of being in the same $A$-orbit is standard.

(c) The quotient space $Z/A$ of $Z$ by $A$ is defined as the quotient space $Z/\equiv$, where $\equiv$ is as in (b). As in Definition 1.6.1, we denote by $d(x, y)$ the distance between $x$ and $y$ in the collinearity graph of $Z$. Prove that, if $Z$ is a partial linear space and $d(x, \sigma(x)) \geq 3$ for each $x \in P$ and $\sigma \in A \setminus \{1\}$, then $Z/A$ is a partial linear space.
(d) Give a connected line space with a standard equivalence satisfying $d(x, y) \geq 3$ for all distinct $x, y \in P$ with $x \equiv y$, for which (e) is not valid.

(Hint: Take $P = \{a_i, b_i, c_i, d_i \mid i \in [3]\}$; the line set $L$ having $\{a_1, b_1, c_1\}$ and $\{b_2, c_2, d_2\}$ of size two and the following eight lines of size two: $\{b_1, d_3\}, \{c_1, d_1\}, \{b_3, d_1\}, \{a_2, c_2\}, \{a_2, b_3\}, \{a_3, b_2\}, \{a_3, c_3\}, \{c_3, d_3\}$; and take the equivalence of having the same letter in the name of the point.)

**Exercise 2.8.25 (The tilde geometry)** Put $\tau := \cos(\pi/5) = \frac{1}{4}(1 + \sqrt{5})$, $\rho := \cos(3\pi/5) = \frac{1}{4}(1 - \sqrt{5})$, and $\omega = e^{\pi i/3}$, so $\omega^2 = -\omega - 1$. In unitary space $\mathbb{C}^3$ with standard hermitian inner product $f$ and standard orthonormal basis $\varepsilon_1, \varepsilon_2, \varepsilon_3$, consider the vectors $\alpha_1 = \varepsilon_1, \alpha_2 = \omega^2 \varepsilon_1 - \rho \varepsilon_2 + \omega / 2 \varepsilon_3$, and $\alpha_3 = 1 / 2 \varepsilon_1 + \rho \varepsilon_2 + \tau \varepsilon_3$. For $\alpha \in \{\alpha_1, \alpha_2, \alpha_3\}$, the unitary reflection $r_{\alpha, \phi} : \mathbb{C}^3 \to \mathbb{C}^3$ from Exercise 1.9.31, with $\phi$ given by $\phi(x) = 2f(\alpha, x)$, belongs to $U(\mathbb{C}^3, f)$. Denote by $G$ the group generated by these three unitary reflections of order two.

(a) Prove that $G$ leaves invariant the set

$$
\begin{align*}
\Phi &= \mu_6 \{\varepsilon_i, \frac{1}{2} \varepsilon_i \pm \rho \varepsilon_j \pm \tau \varepsilon_k, \omega^2 \varepsilon_i \pm \rho \varepsilon_j \pm \frac{1}{2} \omega \varepsilon_k, \\
&\quad \frac{1}{2} \varepsilon_i \pm \frac{1}{2} \omega^2 \varepsilon_j \pm \frac{1}{2} \omega \tau \varepsilon_k, (\frac{1}{2} + \omega^2 \tau)(\varepsilon_i \pm \omega^2 \varepsilon_j) \mid (i, j, k) \in \{(1, 2, 3), (3, 1, 2), (2, 3, 1)\}\}
\end{align*}
$$

containing $\alpha_1, \alpha_2, \alpha_3$. Here, $\mu_6 = \{\pm 1, \pm \omega, \pm \omega^2\}$.

(b) Establish that $\Phi$ is a single $G$-orbit of size $6 \times 45$.

(c) Observe that $p = \{\pm \varepsilon_1, \pm \omega^2 \varepsilon_2, \pm \omega \varepsilon_3\}$ is the only orthonormal basis up to signs of $\mathbb{C}^3$ inside $M = \mu_6 \varepsilon_1 \cup \mu_6 \varepsilon_2 \cup \mu_6 \varepsilon_3$ containing $\varepsilon_1$ and invariant under the normalizer in $G$ of $M$. Let $P$ be the $G$-orbit of $p$ and show it has size 45.

(d) Set

$$
\begin{align*}
d &= \varepsilon_2 (-\omega^2 \tau - 1 / 2) + \varepsilon_3 (\omega \tau + 1 / 2 \omega^2), \\
e &= \varepsilon_2 (\omega^2 \tau + 1 / 2) + \varepsilon_3 (\omega \tau + 1 / 2 \omega^2).
\end{align*}
$$

Prove that every orthonormal basis of $\mathbb{C}^3$ containing $\varepsilon_1$, contained in $\Phi$, and not contained in $Mo$ lies in $N = \{\mu_6 \varepsilon_1, \mu_6 d, \mu_6 e\}$ and that $l = \{\pm \varepsilon_1, \pm d, \pm e\}$ is the only orthonormal triple up to signs from $N$ invariant under the normalizer in $G$ of $N$. Let $L$ be the $G$-orbit of $l$ and show it has size 45.

(e) Show that the graph $(P \cup L, \sim)$, where $x \sim y$ if and only if $|x \cap y| = 1$, is a bipartite graph with parts $P$ and $L$ and with $3, 6, 12, 24, 24, 12, 6, 2$ vertices at distance 1, 2, 3, 4, 5, 6, 7, 8, respectively, from a given vertex.
(f) Let $\text{Til}$ be the incidence system $(P, L, \ast)$ over $\{p, 1\}$, where $x \ast y$ if and only if $x \sim y$ or $x = y$. It is called the tilde geometry. Prove that $\text{Til}$ is a connected and flag transitive geometry with parameters $d_p = d_1 = 8$ and $g = 5$.

(g) Let $A$ be the subgroup of $G$ consisting of homotheties by a scalar from $\{1, \omega, \omega^2\}$. Verify that the elements of $\text{Til}$ at distance eight from an element $x$ are of the form $ax$ for $a \in A \setminus \{1\}$. Conclude that being at distance eight is an equivalence relation on $P \cup L$.

(h) Consider the subring $\mathbb{Z}[\omega, \sqrt{5}, \frac{1}{2}]$ of algebraic numbers in $\mathbb{C}$ and the finite field $F_9$ of order 9 with square root $i$ of $-1$. Verify that there is a unique homomorphism $\sigma : \mathbb{Z}[\omega, \sqrt{5}, \frac{1}{2}] \rightarrow F_9$ of rings determined by $\sigma(\frac{1}{2}) = -1$, $\sigma(\sqrt{5}) = i$, and $\sigma(\omega) = 1$.

(i) Observe that all components of vectors in $\Phi$ are actually in the ring $\mathbb{Z}[\omega, \sqrt{5}, \frac{1}{2}]$. By applying $\sigma$ coordinatewise we obtain a map $\mathbb{Z}[\omega, \sqrt{5}, \frac{1}{2}] \rightarrow F_9^3$. The image of $\Phi$ under this map is a set $\mathcal{F}$ of 45 vertices up to sign changes. Use this map to derive that the quotient incidence system $\text{Til}/A$ (cf. Definition 1.3.5) of $\text{Til}$ by the group $A$ is the generalized quadrangle of order $(2, 2)$ identified in Exercise 2.8.7.

Section 2.6

Exercise 2.8.26 Fix a finite-dimensional vector space $V$ over the field $F$, a natural number $k \leq \dim(V)/2$, and consider the graph $\Gamma$ whose vertices are the $k$-dimensional vector spaces of $V$ and in which two vertices $X$ and $Y$ are adjacent whenever $\dim(X \cap Y) = k - 1$.

(a) Prove that two vertices $X, Y$ of $\Gamma$ are at distance $h$ in $\Gamma$ (i.e., $d_{\Gamma}(X, Y) = h$) if and only if $\dim(X \cap Y) = k - h$.

(b) Let $h \in [k]$. Show that $\text{GL}(V)$ is transitive on the set of ordered pairs of vertices $\{(X, Y) \mid d_{\Gamma}(X, Y) = h\}$.

(c) Describe the distribution diagram of $\Gamma$ for $F = \mathbb{F}_q$, the finite field of order $q$.

A graph with a group of automorphisms satisfying (b) is called distance transitive.

Section 2.7

Exercise 2.8.27 Let $F$ be a field and $F[[X]]$ be the ring of formal power series in $X$ with coefficients in $F$. Prove that $F[[X]]$ is a discrete valuation ring with local parameter $X$ and residue field isomorphic to $F$. Compare the result with Example 2.7.2(ii) and conclude that the residue field does not uniquely determine the discrete valuation ring.
Exercise 2.8.28 Let $V$ and $W$ be right vector spaces over a division ring $\mathbb{D}$. A map $g : V \to W$ is called semi-linear if, for each $x \in V$, there is an automorphism $\sigma_x$ of $\mathbb{D}$ such that

$$g(u \lambda + v \mu) = (gu)\sigma_u(\lambda) + (gv)\sigma_v(\mu) \quad (\lambda, \mu \in \mathbb{D}; \ v, w \in V).$$

(a) Prove that $\sigma_v$ is the same for all $v \in V$ with $gv \neq 0$; it is called the automorphism of $\mathbb{D}$ induced by $g$. Such a map $g$ is called $\sigma$-linear, where $\sigma = \sigma_v$ whenever $gv \neq 0$.

(b) Show that the set of all invertible semi-linear maps $V \to V$, denoted $\Gamma L(V)$, is a subgroup of $\text{Sym}(V)$ containing $\text{GL}(V)$ as a normal subgroup.

(c) For $\lambda \in \mathbb{D} \setminus \{0\}$, the homothety with respect to $\lambda$ on $V$ is the map $h_\lambda : V \to V$ given by $h_\lambda(v) = v\lambda$. Prove that the set of homotheties is a subgroup $H$ of $\Gamma L(V)$, and that $H \subseteq \text{GL}(V)$ if and only if $\mathbb{D}$ is a field.

(d) Verify that the homothety class of an $R$-lattice as in Definition 2.7.9 is the same as its $H$-orbit.

Exercise 2.8.29 Suppose that $R$ is a discrete valuation ring with local parameter $\pi$. Let $\text{ord} : R \to \mathbb{N}$ be the map such that $x \in \pi^{\text{ord}(x)}R \setminus \pi^{\text{ord}(x) + 1}R$ for all $x \in R$. Prove that $\text{ord}$ satisfies the following rules for $x, y \in R$.

1. $\text{ord}(xy) = \text{ord}(x)\text{ord}(y)$,
2. $\text{ord}(x + y) \geq \min(\text{ord}(x), \text{ord}(y))$,
3. $\text{ord}(x) = 0$ if and only if $x$ is invertible.

Exercise 2.8.30 (Cited in proof of Theorem 2.7.14) Prove that $[L] = \{\pi^jL \mid j \in \mathbb{Z}\}$. Derive from this that the stabilizers in $\text{SL}(\mathbb{F}^n)$ of $[L]$ and of $L$ coincide.

Exercise 2.8.31 (This exercise is used in Lemma 2.7.13.) Let $R$ be a discrete valuation ring, $n \in \mathbb{N}$, $n > 1$, and take $i \in [n - 1]$. Show that the map $M \mapsto M/\pi R^n$ is a bijective correspondence between the $R$-lattices $M$ such that $\pi R^n \subseteq M \subseteq R^n$ and the $(n - i)$-dimensional subspaces of the vector space $(R/\pi R)^n$.

2.9 Notes

The concept of a diagram can be traced back to Schläfli in 1853 who exploited it in order to classify the regular convex polytopes. The discovery of the generalized polygons and of important classes of flag-transitive geometries over Coxeter diagrams is due to Tits; see [279, 280].

Section 2.1

The partially ordered set with the Jordan-Dedekind property, described in Example 2.1.11, are known as ranked posets in [266].
Section 2.2

The general concept of a diagram was coined by Buekenhout [43, 44] in order to encompass examples related to sporadic groups. For \((g, d_p, d_1)\)-gons, see [46].

A wealth of information on generalized polygons can be found in [235, 293] (the terminology differs slightly in that lines in their generalized polygons are not allowed to have exactly two points (and dually); such generalized polygons are called weak).

In Definition 2.2.7, generalized \(g\)-gons were given a special name only for \(g \in \{2, 3, 4, 6, 8\}\). The reason is that these are the only values for which thick finite generalized \(g\)-gons exist; see [35] for an overview. Besides, these are also the only values for which thick generalized \(g\)-gons exist that are Moufang. In [290] all generalized Moufang polygons are classified.

Good introductory texts to projective planes are [166, 239]. The usual definition of a projective plane in these books does not allow for lines to be thin.

Free constructions show that thick infinite generalized \(g\)-gons for all values of \(g\) occur; see for instance [274].

The construction of the generalized hexagon of order \((2, 2)\) in Example 2.2.15 is from [280]; see also [70]. In [85] it is proved that it is not isomorphic to its dual and that, up to isomorphism and duality, it is the unique one of its order (a fact already announced in [280]). A characterization of the known generalized octagons is given in [294].

The Hoffman-Singleton graph HoSi first appeared with uniqueness proof in [162]. More papers with details on HoSi are [17] and [91]. In the proof of Theorem 2.2.19, we follow [174]. The graph is a Moore graph (referring to a different person from his namesake mentioned in Section 1.10), whose definition and theory is summarized in [35].

Section 2.3

Proofs of most of the statements regarding affine planes can be found in [166]. The idea of a ternary ring goes back to M. Hall [149]. As a consequence of the strict correspondence, various geometric properties are reflected by properties of the ternary ring. The ternary ring is a division ring if and only if the corresponding projective plane is Desarguesian. The ternary ring is an alternative division ring if and only if the projective plane is Moufang, etc. Good introductions to alternative rings are [245, 264].

All locally Petersen graphs, of which only one has been mentioned in Example 2.3.10, have been determined in [146]. The notion of graphs being locally \(\Delta\) was brought forward in 1980 [24] but appeared as early as 1963 in a question by Zykov. Several studies have been conducted since for special classes of graphs; see [25, 78, 83, 139, 148, 51, 120] for results related to geometry.
If the girth of the local graph is larger than five, free examples exist, whereas full characterizations seem often feasible in cases of smaller girth. See [299, 300], which show that the case of a local hexagon, the tiling of the plane by honeycombs, and the locally Petersen graphs, characterized in [146], are at the division line. Group-theoretical results in the same vein can be found in [175, Theorem D]. Some characterizations using extra hypotheses approach the verge of what is possible; examples are found in [139, 77].

Section 2.4

The Neumaier geometry of Example 2.4.11 can be found in [229]; for characterizations as a flag-transitive geometry with diagram $B_3$, see [6, 314]. The geometries in Example 2.4.12 are from [308] and [229], respectively; see also [213]. Heiss [157] established their uniqueness assuming that all residues with diagram $\cdots \cdots \cdots$ are Neumaier geometries.

The graph $\Delta'$ of Remark 2.4.13 was constructed in [159] on the basis of a known Steiner system, which is described in Exercise 5.7.34. The sporadic simple group HS appears in Table 5.2.

More details on most of the sporadic geometries constructed in this chapter, as well as additional references, can be found in [35].

Section 2.5

The concepts of linear space and linear subspace have been used in many places. Around 1960 they received explicit recognition, thanks to the efforts of Libois [205]. Theorem 2.5.15 is a slight generalization of Tits' characterization of projective planes as generalized 3-gons [280].

In [285], the original definition of a shadow space can be found.

Section 2.6

The special case of linear diagrams for group geometries, as appearing in Theorem 2.6.4 is treated in [216].

The coset enumeration mentioned in Example 2.6.5 is a systematic method of producing the representation of a group $G$ on a subgroup $H$ when $G$ is given by finite sets of generators and relations, $H$ by a finite set of generators expressed as words in the generators of $G$, provided $G/H$ is finite. See [79] for details. Example 2.6.5 is taken from [214]. It is only one example of a vast number of flag-transitive geometries in which the Petersen graph occurs as a rank two residue; see for example [170, 172], where the geometries are not only constructed but also classified as those with a given diagram and a flag-transitive automorphism group. For instance, there are exactly eight flag-transitive $\text{Pet}_n$-geometries; these are geometries of type $\cdots \cdots \cdots$.
where $n$ is the rank. As in Example 2.3.9, the label Pet indicates a rank two geometry isomorphic to the geometry of vertices and edges of the Petersen graph treated in Example 2.2.8. The automorphism group of the unique example up to isomorphism for $n = 2$ is isomorphic to $\text{Sym}_5$. For $n = 3$, they correspond to the Mathieu group $\text{M}_{22}$, and its central 3-cover $3 \cdot \text{M}_{22}$, for $n = 4$ to the Mathieu group $\text{M}_{23}$, the second Conway group $\text{Co}_2$, an extension of this group $3^3\text{Co}_2$, and the fourth Janko group $\text{J}_4$ and for $n = 5$ to the Baby Monster group $\text{B}$ and an extension of type $3^{13} \text{B}$. Also, the McLaughlin group $\text{McL}$ acts flag transitively on a geometry of type

\[
\begin{array}{c}
\text{Pet} \\
\end{array}
\]

This accounts for six sporadic groups.

**Section 2.7**

The geometries of type $\tilde{\text{A}}_{n-1}$ are the easiest nontrivial examples of buildings of affine type. Their analysis and classification (for rank at least four) is a major piece of work by Bruhat and Tits [39]. An excellent treatment of this material, together with new details on the classification, is given by Weiss [305]. Some examples of finite geometries of type $\tilde{\text{A}}_2$ are given in [195, 242]. For other affine Coxeter diagrams, some finite examples of this kind are known as well; see for instance [182] for type $\text{D}_4$. A survey of such constructions is given in [183], and a classification of finite flag-transitive quotient geometries of affine buildings, obtained by means of a discrete flag-transitive subgroup of the full automorphism group, is discussed in [184].

These geometries have 2-coverings of the above type, that is, which are buildings. Some examples of finite geometries of rank three having affine type $\text{C}_2$ that are not covered by buildings are given in [181, 185].

**Section 2.8**

Part (a) of the definition of a generalized polygon in Exercise 2.8.5 refers to Tits’ first definition of the notion in [280]. Part (b) was added later to avoid anomalies.

Exercise 2.8.8 was suggested to us by Ernest Shult.

The notion of standard equivalence in Exercise 2.8.24 is a slight variation of the one introduced in [107]. We owe the counterexample at the end of this exercise to Pasini.

The rank two geometry $\text{Til}$ of Exercise 2.8.25 is discussed under the name Foster graph in [35, Section 13.2A]. See also [170, Section 6.2] and [233]. The automorphism group of $\text{Til}$ is isomorphic to $3 \cdot \text{Sym}_6.2$. The group $G$ of
Exercise 2.8.25 is isomorphic to $C_2 \times (3 \cdot Alt_6)$ and is identified in [68]. There are several interesting flag-transitive $\text{Til}_n$-geometries (see [170, 172]); these are geometries of type

$$\text{Til}_n = \frac{1}{2}, \frac{2}{2}, \ldots, \frac{n-1}{2}, \frac{n}{2}$$

where $n$ is the rank. Among the groups admitting flag-transitive $\text{Til}_n$-geometries there are an infinite series with group $3^{s(n)}\text{Sp}(2n, 2)$, where $s(n) = (2^n - 1)(2^n - 2)/6$; furthermore, for rank $n = 3$, the Mathieu group $M_{24}$ and the Held group $\text{He}$, for rank 4, the first Conway group $\text{Co}_1$, and for rank 5, the biggest sporadic simple group, called the Monster. Together with those from the diagram related to the Petersen graphs, this accounts for ten sporadic groups.
3. Chamber Systems

The study of geometries can be developed starting from a different viewpoint than the diagram geometric one of the previous chapter. It corresponds to the structure induced on the set of maximal flags, also called chambers (cf. Definition 1.2.5), of a geometry. This slightly more abstract viewpoint has advantages for the study of thin geometries as well as group-related geometries.

We begin by exploring the above mentioned structure: the chamber system of a geometry. Then we study chamber systems in their own right, coming across several notions that have already been introduced for geometries, like residues, residual connectedness, and diagrams. These observations lead to the idea that geometries could be derived from chamber systems. Indeed, the main result of the present chapter is Theorem 3.4.6, which gives a correspondence between residually connected chamber systems and residually connected geometries.

Throughout this chapter, \( I \) is a set of types.

3.1 From a geometry to a chamber system

We introduce the notion of chamber system over \( I \) and show that the set of chambers of a geometry over \( I \) has such a structure. The correspondence is not bijective: Example 3.1.4 shows that not all chamber systems come from geometries and Example 3.1.8 gives two non-isomorphic geometries with isomorphic chamber systems. For \( |I| = 2 \), a criterion for a chamber system over \( I \) to be the chamber system of a geometry is given in Theorem 3.1.14. Furthermore, we introduce notions resembling those for geometries and graphs, such as chamber subsystems, (weak) homomorphisms, and quotients.

Let \( I' \) be an incidence system over \( I \).

**Definition 3.1.1** A **chamber system over** \( I \) is a pair \( C = (C, \{\sim_i | i \in I\}) \) consisting of a set \( C \), whose members are called **chambers**, and a collection of equivalence relations \( \sim_i \) on \( C \) indexed by \( i \in I \). These relations are interpreted as graph structures on \( C \). For each \( i \in I \), the graph \( (C, \sim_i) \) is a disjoint union of cliques since \( \sim_i \) is an equivalence relation. Two chambers
c, d are called \textit{i-adjacent} if \( c \sim_i d \). For \( i \in I \), each \( \sim_i \)-equivalence class is called an \textit{i-panel}.

The \textit{rank} of \( C \) is \( |I| \). The chamber system \( C \) over \( I \) is called \textbf{firm}, \textbf{thick}, or \textbf{thin}, if, for each \( i \in I \), every \( \sim_i \)-panel is of size at least two, at least three, or exactly two in the respective cases.

Inclusion systems give rise to chamber systems in the following fashion.

\textbf{Lemma 3.1.2} Let \( C \) be the set of chambers of the incidence system \( \Gamma \) over \( I \) and, for \( i \in I \), define the relation \( \sim_i \) on \( C \) by \( c \sim_i d \) if and only if, for each \( j \in I \setminus \{i\} \), they have exactly the same \( j \)-element. The resulting pair \( C(\Gamma) = (C; \{\sim_i \mid i \in I\}) \) is a chamber system over \( I \). If \( \Gamma \) is a firm, thick, or thin geometry, then \( C(\Gamma) \) is firm, thick, or thin, respectively.

Proof. For each \( i \in I \), the relation \( \sim_i \) is an equivalence relation, so \( C \) is furnished with a collection of partitions indexed by \( I \). This proves the first assertion. The second assertion follows from the fact that each \( \sim_i \)-equivalence class is in bijective correspondence with a residue of \( \Gamma \) of type \( i \). \( \square \)

\textbf{Example 3.1.3} Figure 1.1 shows the 48 chambers of the cube geometry as triangular faces. In Figure 3.1, a chamber is visualized as a point on the face and close to the edge and vertex that it contains. It is joined by a dashed line to the unique chamber in the same face with the same nearest edge. It is joined by a dotted line to the unique chamber in the same face with the same nearest vertex, and with a full line to the unique chamber belonging to the same vertex and edge. Not all chambers are drawn: only those on the three visible faces of the cube.

![Fig. 3.1. The chamber system of the cube drawn on the cube](image)

Detaching the chamber system from the cube, we represent each chamber by a point close to the vertex, edge, and face belonging to it as in Figure
3.1 From a geometry to a chamber system

3.2, and draw the edges representing the three distinct kinds of adjacency in distinct ways. We observe that each element \( x \) of the cube is represented by a ‘face’ of the chamber system and this face is the chamber system of the residue of \( x \). Thus, vertices, edges, and faces of the cube are represented in the picture by hexagons, squares, and octagons.

Fig. 3.2. The abstract chamber system of the cube

Fig. 3.3. A chamber system of rank three which is not the chamber system of a geometry

**Example 3.1.4** Consider the rank three chamber system \( \mathcal{C} \) with four chambers depicted in Figure 3.3. There is no geometry \( \Gamma \) such that \( \mathcal{C} \) is of shape \( \mathcal{C}(\Gamma) \), not even an incidence system. Assume the contrary. Start constructing an incidence system \( \Gamma \) which is necessarily of rank three and draw an element of each type incident with one of the four given chambers. Then each of the three resulting rank two flags extends to one more chamber giving one further element of each type in \( \Gamma \). This provides six elements of \( \Gamma \), two of each type.
There is no room for more chambers hence no further incidences among the six elements of \( \Gamma \) and we reach a contradiction as some adjacencies of the chamber system are still missing in \( \Gamma \).

The preceding example shows that chamber systems do not correspond bijectively to either geometries or incidence systems.

**Example 3.1.5** Consider the chamber system \( \mathcal{C} \) of rank three described by Figure 3.4. It has 8 chambers. Let us denote by 1, 2, 3, the types associated with full lines, speckled lines, and dotted lines, respectively, in Figure 3.4. Is \( \mathcal{C} \) of the form \( \mathcal{C}(\Gamma) \) for some geometry \( \Gamma \)?

Again let us try to construct \( \Gamma \). The chambers are labelled from 1 to 8 in such a way that 1, 2, 3, 4 are respectively ‘opposite’ to 5, 8, 7, 6. For a given 1-element \( a \) of \( \Gamma \) belonging to the chamber 1, the chambers that are connected to 1 by 2-adjacencies and 3-adjacencies, also contain \( a \). This means that the chambers 1, 2, 3, 4 all contain \( a \). Since there is no indication why the other chambers should contain \( a \), we try and build up \( a \) from the set of chambers \( \{1, 2, 3, 4\} \). The only other element of type 1 that can be built up in this way is the set of remaining chambers: \( b = \{5, 6, 7, 8\} \). Continuing this way for the other two types, we find four more elements \( c = \{1, 4, 7, 8\}, d = \{2, 3, 5, 6\}, e = \{1, 2, 6, 7\}, f = \{3, 4, 5, 8\} \) of \( \Gamma \) with \( c, d \) of type 2, and \( e, f \) of type 3. Indeed, now we can ‘explain’ the chambers of \( \mathcal{C} \) as the maximal flags \( 1 = \{a, c, e\}, 2 = \{a, d, e\}, 3 = \{a, d, f\}, 4 = \{a, c, f\}, 5 = \{b, d, f\}, 6 = \{b, d, e\}, 7 = \{b, c, e\}, \) and \( 8 = \{b, c, f\} \). This determines \( \Gamma \) completely: it is the geometry with two elements of each type in which each element is incident with all four elements of a different type.

**Example 3.1.6** A chamber system of rank two is drawn in Figure 3.5. It has 8 chambers. The elements whose types are indicated by speckled line segments are connected components with respect to the adjacency relation given by full
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We will establish a general result about rank two chamber systems in Theorem 3.1.14. To express it, we need to define homomorphisms. As for geometries, we distinguish between (type preserving) homomorphisms and weak homomorphisms.

**Definition 3.1.7** A weak homomorphism \( \alpha : (C, \{ \sim_i \mid i \in I \}) \to (C', \{ \sim_{i'} \mid i' \in I' \}) \) of chamber systems over \( I \) is a map \( \alpha : C \to C' \) for which a permutation \( \pi \) of \( I \) can be found such that, for all \( c, d \in C \), the relation \( c \sim_i d \) implies \( \alpha(c) \sim_{\pi(i)} \alpha(d) \). If \( \pi = \text{id} \), the weak homomorphism is said to be a homomorphism. As usual, a bijective homomorphism whose inverse is also a homomorphism is called an isomorphism and an isomorphism from \( C \) to \( C \) is called an automorphism of \( C \). We denote by \( \text{Aut}(C) \) the group of all automorphisms of \( C \) and write \( C \cong C' \) for two chamber systems \( C \) and \( C' \) to indicate that they are isomorphic.

Moreover, a bijective weak homomorphism whose inverse is also a weak homomorphism is called a correlation and a correlation from \( C \) to \( C \) is called an auto-correlation of \( C \). We denote by \( \text{Cor}(C) \) the group of all auto-correlations of \( C \).

**Example 3.1.8** Let \( I_1 \) be the disjoint union of two tetrahedra. So \( I_1 \) has 8 vertices, 12 edges, and 8 faces. Let \( I_2 \) be the geometry obtained from \( I_1 \) by identifying a vertex from each tetrahedron. Thus, \( I_2 \) has 7 vertices, 12 edges, and 8 faces. Then \( C(I_1) \cong C(I_2) \). We conclude that non-isomorphic geometries over \( I \) can have isomorphic chamber systems over \( I \).

Fig. 3.5. A chamber system of rank two
Lemma 3.1.9  Let $\Gamma$ be a geometry over $I$. If $F$ is a flag of $\Gamma$ of type $J \subseteq I$, and if $C(\Gamma)_F$ denotes the set of all chambers of $\Gamma$ containing $F$, endowed with the $i$-adjacencies induced by all $\sim_i$ with $i \in I \setminus J$, then $C(\Gamma)_F \cong C(\Gamma')_F$.

Proof. A chamber of $\Gamma_F$ is a flag of type $I \setminus J$, so $G \mapsto F \cup G$ establishes a map $C(\Gamma)_F \to C(\Gamma')_F$. It is bijective, with inverse $c \mapsto c \setminus F$, and preserves $i$-adjacency for each $i \in I \setminus J$, as $G \sim_i H$ holds if and only if $(F \cup G) \sim_i (F \cup H)$. \qed

A homomorphism $\mu : \Gamma \to \Gamma'$ of geometries over $I$ leads to a homomorphism $C(\mu) : C(\Gamma') \to C(\Gamma')$ determined by $C(\mu)(c) = (\mu(c_i))_{i \in I}$ for each chamber $c$ of $C$.

Proposition 3.1.10  Suppose that $A$ is a group of automorphisms of the chamber system $C = (C, \{\sim_i | i \in I\})$ over $I$. Then the quotient $C/A$, that is, the set $C/A$ of $A$-orbits in $C$, with the relations $\sim_i$ defined by

$$Ax \sim_i Ay \iff \exists a \in A : ax \sim_i y \text{ for } x, y \in C$$

is again a chamber system over $I$.

Proof. Let $i \in I$. Clearly, $\sim_i$ is a symmetric and reflexive relation on $C/A$. Suppose that $Ax \sim_i Ay \sim_i Az$. Then there are $a, c \in A$ with $ax \sim_i y \sim_i cz$. As $\sim_i$ is transitive on $C$, it follows that $ax \sim_i cz$, so $Ax \sim_i Az$. Therefore, $\sim_i$ is transitive on $C/A$, and an equivalence relation for each $i \in I$. \qed

Clearly, there is a homomorphism $C \to C/A$. This justifies the following name.

Definition 3.1.11  The chamber system $C/A$ of Proposition 3.1.10 is called the **quotient** of $C$ by $A$.

Example 3.1.12  The chamber system $C$ drawn in Figure 3.4 has an automorphism $a$ of order two interchanging opposite chambers (so, as a permutation, it is $(1,5)(2,8)(3,7)(4,6)$). The quotient $C/a$ is the chamber system drawn in Figure 3.3.

Given a group of automorphisms, one might also consider the structure induced on fixed chambers. This is one reason for defining the notion of (partial) chamber subsystem.

Definition 3.1.13  If $C' = (C', \{\sim'_i | i' \in I'\})$ is a chamber system over $I'$ such that $I' \subseteq I$, $C' \subseteq C$, and $\sim'_i \subseteq \sim_i$ for each $i \in I'$, then $C'$ is called a **partial chamber subsystem** of $C$. If, moreover, for each $i \in I$, the restriction of $\sim_i$ to $C' \times C'$ coincides with $\sim'_i$ if $i \in I'$ and with the identity relation if $i \in I \setminus I'$, then $C'$ is called a **chamber subsystem** of $C$ (induced on $C'$).
The relations ‘is a chamber subsystem of’ and ‘is a partial chamber subsystem of’ are transitive.

Let $\Gamma$ be a geometry and $F$ a flag of $\Gamma$. The set $\mathcal{C}(\Gamma)_F$ of all chambers of $\Gamma$ containing $F$ is a chamber subsystem of $\mathcal{C}(F)$ and, by Lemma 3.1.9, can be identified with the chamber system of $\Gamma_F$. For $i \in \tau(F)$, the restriction of $\sim_i$ to $\mathcal{C}(\Gamma)_F$ is the identity relation, so $\mathcal{C}(\Gamma)_F$ can indeed be seen as a chamber system over $\Gamma \setminus \tau(F)$.

**Theorem 3.1.14** Suppose that $\mathcal{C}$ is a rank two chamber system over $\{i,j\}$ such that the intersection of $\sim_i$ and $\sim_j$ is the identity relation. Then, up to isomorphism, there exists a unique geometry $\Gamma$ over $\{i,j\}$ such that $\mathcal{C}(\Gamma)$ is isomorphic to $\mathcal{C}(\Gamma)$.

**Proof.** Let $\mathcal{C} = (C, \sim_i, \sim_j)$. We take $X_i = (C/\sim_j) \times \{i\}$, the set of equivalence classes of $\sim_j$ ‘marked’ by $i$, and similarly $X_j = (C/\sim_i) \times \{j\}$. The type map $\tau$ takes value $i$ on $X_i$ and $j$ on $X_j$. For $(x, a), (y, b) \in X_i \cup X_j$, define $(x, k)*(y, l)$ by $x \cap y \neq \emptyset$. If $k = l$, then $x \cap y \neq \emptyset$ implies $x = y$, so $\Gamma := (X_i \cup X_j, *, \tau)$ is an incidence system. Given an $i$-element $(x, i)$ of $\Gamma$, the $\sim_i$-class $y$ of a chamber in $x$ gives a $j$-element $(y, j)$ incident with $(x, i)$, and similarly for $i$ and $j$ interchanged, so $\Gamma$ is a geometry over $\{i,j\}$.

Suppose that $\{(x, k), (y, l)\}$ is a chamber of $\Gamma$. It follows that $\{k, l\} = \{i, j\}$. By the assumptions on $\mathcal{C}$, the intersection $x \cap y$ is a singleton, and so contains a unique element $\phi(\{(x, k), (y, l)\})$. This defines a map $\phi$ from the chamber set of $\mathcal{C}(\Gamma)$ to $C$. It is straightforward to check that $\phi$ is an isomorphism of chamber systems over $\{i, j\}$, and that the above construction of a geometry $\Gamma$ from $\mathcal{C}$ such that $\mathcal{C}(\Gamma) \cong \mathcal{C}$ is the only one possible up to isomorphism. \(\square\)

**Remark 3.1.15** The use of markers in the guise of second coordinates in the construction of the sets $X_i$ and $X_j$ in the proof of Theorem 3.1.14 is to prevent $X_i$ and $X_j$, when defined as mere sets of chambers, from coinciding. For instance, for the chamber system $\mathcal{C} = \{(1, 2, 3), \sim_1, \sim_2\}$ with $\sim_1 = \text{id}$ and $\sim_2 = \{(2,3),(3,2)\} \cup \text{id}$, the singleton $\{1\}$ would be an equivalence class of both $\sim_1$ and $\sim_2$, so that $X_1$ and $X_2$ would not be disjoint in the unmarked version.

**Example 3.1.16** Let $m \in \mathbb{N}$, $m \geq 2$. If $\Delta$ is an $m$-gon, then its chamber system $\mathcal{C}(\Delta)$ satisfies the property of Theorem 3.1.14. As a consequence, $\Delta$ is isomorphic to the geometry $\Gamma$ of the conclusion of the theorem.
3.2 Residues

In view of the fundamental role played by residues in incidence systems, we will also look for this concept in chamber systems. We start with the analysis of the chamber system of a geometry.

**Remark 3.2.1** Let $\Gamma$ be a geometry over $I$ and $F$ a flag of $\Gamma$. In order to capture $F$ in the chamber system $\mathcal{C}(\Gamma)$ it seems appropriate to consider the chamber subsystem $\mathcal{C}(\Gamma)_F$ induced on the set of all chambers of $\Gamma$ containing $F$, with the obvious $i$-adjacencies for $i \in I \setminus \tau(F)$. By Lemma 3.1.9, $\mathcal{C}(\Gamma)_F$ can be identified with $\mathcal{C}(\Gamma_F)$. This deserves two comments. First of all, the distinction between $F$ and its residue $F$ seems to vanish in $\mathcal{C}(\Gamma_F)$; second, $\mathcal{C}(\Gamma_F)$ is non-empty (note that this requires $\Gamma$ to be a geometry rather than an incidence system) and closed under $i$-adjacency for any $i \in I \setminus (\tau(F))$ (i.e., if $c$ is a chamber of $\mathcal{C}(\Gamma_F)$ and $d \in C$ satisfies $c \sim_i d$, then $d \in \mathcal{C}(\Gamma_F)$).

The latter property does not suffice for a characterization of chamber systems coming from geometries. If $F$ and $F'$ are flags of $\Gamma$ having the same type $J$, then $\mathcal{C}(\Gamma)_F \cup \mathcal{C}(\Gamma)_{F'}$ is again closed under $j$-adjacency for any $j \in I \setminus J$. So the counterpart of $\mathcal{C}(\Gamma)_F$ within the chamber system should be closed under $i$-adjacency for all $i \in I \setminus \tau(F)$. But even this property does not work out nicely in general: see Example 3.1.8 with $F$ the singleton of the common point of the two tetrahedra. For residually connected geometries, however, it does suffice.

**Definition 3.2.2** Let $\mathcal{C} = (C, \{ \sim_i | i \in I \})$ be any chamber system over $I$. If $J \subseteq I$, then $\sim_J$ denotes the union of all $\sim_j$ with $j \in J$. Thus $c \sim_J d$ (in words: $c$ and $d$ are $J$-adjacent) if and only if $c$ and $d$ are $j$-adjacent for some $j \in J$. We also write $\sim$ instead of $\sim_I$. The pair $(\mathcal{C}, \sim_I)$ is called the graph of $\mathcal{C}$. A path in this graph is called a gallery. A path of $(\mathcal{C}, \sim_J)$ is called a $J$-gallery.

The chamber system $\mathcal{C}$ is called connected if its graph is connected. A connected component of $(\mathcal{C}, \sim_J)$ is called a $J$-cell of $\mathcal{C}$. For $J \subseteq I$ and $c$ a chamber, we denote by $cJ^*$ the $J$-cell containing $c$.

For $i \in I$, the $(I \setminus \{ i \})$-cells are called objects of $\mathcal{C}$ of type $i$, or $i$-objects.

Notice that $\{i\}$-cells, also referred to as $i$-cells, coincide with $i$-panels. By definition, a connected component is non-empty. A $J$-cell is nothing but a minimal connected chamber subsystem of $\mathcal{C}$, closed under $i$-adjacency for each $i \in J$. For $c \in C$, the $J$-cell $cJ^*$ consists of all chambers of $\mathcal{C}$ that are the endpoint of a gallery starting at $c$ whose adjacencies belong to $\sim_J$.

**Lemma 3.2.3** Let $\Gamma$ be a residually connected geometry over the finite set $I$ and let $\mathcal{C} = \mathcal{C}(\Gamma)$ be the corresponding chamber system. For any subset $J$ of $I$, the following assertions hold.
(i) If $F$ is a flag of $\Gamma$ of type $J$, then $\mathcal{C}(\Gamma)_F$ is an $(I \setminus J)$-cell. In particular, $\mathcal{C}(\Gamma)$ is connected.

(ii) If $D$ is an $(I \setminus J)$-cell of $\mathcal{C}$, then there exists a flag $F$ of $\Gamma$ of type $J$ such that $\mathcal{C}(\Gamma)_F = D$.

Proof. (i). It suffices to show that $\mathcal{C}(\Gamma)$ is connected. For then, this also holds for $\mathcal{C}(\Gamma)$ in view of the residual connectedness of $\Gamma$ (use Theorem 1.6.5) and so $\mathcal{C}(\Gamma)_F$ is an $(I \setminus J)$-cell in view of Lemma 3.1.9. Clearly, the statement holds if $|I| = 1$, so assume that $i$ and $j$ are distinct elements of $I$.

If $c$ and $c'$ are chambers in $\mathcal{C}(\Gamma)$ with a common element $x$ in $\Gamma$, then induction on $|I|$ and study of $\Gamma_x$ give us what we need. For arbitrary chambers $c, c'$ of $\Gamma$, we apply induction on the minimal length of an $\{i, j\}$-chain from an element $x$ of $c$ to an element $x'$ of $c'$. By Lemma 1.6.3, which we may apply as $I$ is finite, such a chain exists. The case of zero length has been dealt with. Fix an $\{i, j\}$-chain of minimal length from $x$ to $x'$. Without loss of generality, we may assume that the neighbor $y$ of $x$ on this chain is a $j$-element. Take $d$ to be a chamber of $\Gamma$ on $x$ and $y$. By the induction hypothesis on $|I|$, the chambers $c$ and $d$ are in the same connected component of $\mathcal{C}(\Gamma)$, and by the induction hypothesis on the chain length, the chambers $d$ and $c'$ are connected by a gallery in $\mathcal{C}(\Gamma)$. We conclude that $c$ and $c'$ are connected.

(ii). As $D$ is non-empty, there is a chamber $c$ in $D$, whence a flag $F$ of $\Gamma$, for instance $F = \{c\}$, such that $\mathcal{C}(\Gamma)_F \subseteq D$ (here we interpret the chamber subsystems as subsets of chambers). Take $F$ to be minimal with respect to this property. Since $\Gamma$ is residually connected, (i) gives that any two chambers of $\mathcal{C}(\Gamma)_F$ can be connected by a gallery in $\mathcal{C}(\Gamma)_F$ with adjacencies $\sim_i$ for $i \in \Gamma \setminus \tau(F)$. In other words, $\mathcal{C}(\Gamma)_F$ is a connected chamber system over $\Gamma \setminus \tau(F)$. Hence, by minimality of $F$ and the closure property of $D$, we have $I \setminus J \subseteq \Gamma \setminus \tau(F)$, that is, $\tau(F) \subseteq J$. This implies that $\mathcal{C}(\Gamma)_F$ is closed under $\sim_i$ for all $i \in I \setminus J$. By minimality of $D$, we find $D = \mathcal{C}(\Gamma)_F$.

It remains to show that $J$ and $\tau(F)$ coincide. Take $G$ to be a maximal flag of $\Gamma$ such that $D = \mathcal{C}(\Gamma)_G$. If $j \in J \setminus \tau(G)$, then, by maximality of $G$, there are chambers $c$ and $d$ containing $G$ whose elements of type $j$ differ. By (i) there are distinct $j$-adjacent chambers $a$ and $b$ on a gallery from $c$ to $d$ in $\mathcal{C}(\Gamma)_G$. On the other hand, the closure property of $D$ tells us that there is an $(I \setminus J)$-gallery from $a$ to $b$. In particular, at no chamber in the latter gallery does the $j$-element change, so the $j$-elements of $a$ and $b$ must coincide, which is a contradiction. This proves $J \subseteq \tau(G)$. Now take $F$ to be the subflag of $G$ of type $J$. The chain $D \subseteq \mathcal{C}(\Gamma)_G \subseteq \mathcal{C}(\Gamma)_F \subseteq D$ shows that $\mathcal{C}(\Gamma)_F = D$, as required.

Remark 3.2.4 The above lemma is not valid without the finiteness assumption on $I$, as the counterexample $\Gamma$ of Exercise 1.9.18 shows. For, take $J = \{1\}$ and let $F$ be the singleton consisting of a closed interval of length 1, so $F$ is of type $J$; then $\mathcal{C}(\Gamma)_F$ consists of all chambers of $\Gamma$ whose elements of type
0' are in \( F \), and there is no gallery in \( C(\Gamma)_F \) between chambers in there with distinct elements of type \( 0' \).

Being interested in residually connected geometries, we use Lemma 3.2.3 as a source of inspiration for defining the counterpart of a residue in an arbitrary chamber system. Apparently, \( J \)-cells are the substitutes for flags of type \( I \setminus J \) and residues of type \( J \) we were looking for, although they have to be big enough for the correspondence with geometries to work. For \( i \in I \), objects of type \( i \) in chamber systems are the substitutes for elements of type \( i \) in geometries.

**Example 3.2.5** If \( C \) is as in Example 3.1.4, then, for \( |J| \geq 2 \), the \( J \)-cells are all equal to \( C \). So here we have a rather poor residual structure.

![Fig. 3.6. A ‘bad’ geometry and its chamber system.](image)

**Example 3.2.6** The left hand side of Figure 3.6 shows a geometry \( \Gamma \) over \( [3] \) in which two pathological phenomena occur. Its chamber system \( C(\Gamma) \) is drawn at the right hand side. First, there is an element \( a \) of type 3 for which the set of all chambers containing it is not a \( [2] \)-cell (nor a \( J \)-cell for any other \( J \subseteq [3] \)). Second, there is a \( [2] \)-cell of \( C(\Gamma) \) (for instance, the singleton of the top chamber in the picture) that is not the set of chambers containing a flag (of type 3) of \( \Gamma \).

### 3.3 From chamber systems to geometries

Having pinned down the residue structure inside a chamber system \( C \), we proceed to derive an incidence system \( \Gamma(C) \) from it. The end result of this section, Theorem 3.3.8, gives necessary and sufficient conditions for this incidence system to have a chamber system isomorphic to \( C \).

**Definition 3.3.1** If \( C \) is a chamber system over \( I \), the **incidence system** of \( C \), denoted \( \Gamma(C) \), is the incidence system over \( I \) determined as follows. Its
3.3 From chamber systems to geometries

$i$-elements, for $i \in I$, are the pairs $(x, i)$ with $x$ an $i$-object of $\mathcal{C}$; two elements $(x, k)$, $(y, l)$ of $\Gamma(\mathcal{C})$ are incident if and only if $x \cap y \neq \emptyset$ in $\mathcal{C}$, i.e., $x$ and $y$ have a chamber in common.

The marking by type, established in the second component of each element of $\Gamma(\mathcal{C})$, helps to distinguish elements of different type, even if cells of different type of $\mathcal{C}$ coincide. Observe that $\Gamma(\mathcal{C})$ is indeed an incidence system because distinct $i$-objects of $\mathcal{C}$ are disjoint. In the cases of interest to us, $\Gamma(\mathcal{C})$ will be a geometry, but this is not true in general (see Exercise 3.7.5). For $|I| = 2$, the above construction occurs in Theorem 3.1.14.

**Example 3.3.2** Let $\mathcal{C}$ be the chamber system of the cube as in Example 3.1.3. The elements of $\Gamma(\mathcal{C})$ are the circuits of length 4, 6, and 8 in the graph of $\mathcal{C}$. Their incidence obeys the Principle of Maximal Intersection 1.9.20 and $\Gamma(\mathcal{C})$ is the cube geometry.

**Example 3.3.3** Let $\mathcal{C}$ be the chamber system given in Example 3.1.4. The incidence system $\Gamma(\mathcal{C})$ is a connected rank three geometry with a unique element of each type. Hence $\mathcal{C}(\Gamma(\mathcal{C}))$ consists of a unique chamber and so is not isomorphic to $\mathcal{C}$. This is no surprise, as we already saw that there is not such geometry.

![Figure 3.7](image-url) From left to right: a geometry $\Gamma$ over $[3]$, its chamber system $\mathcal{C}(\Gamma)$ over $[3]$, and the incidence system $\Gamma(\mathcal{C}(\Gamma))$ over $[3]$

**Example 3.3.4** Figure 3.7 describes a rank three geometry $\Gamma$, the corresponding chamber system $\mathcal{C}(\Gamma)$, and the geometry $\Gamma(\mathcal{C}(\Gamma))$. Clearly, $\Gamma$ and $\Gamma(\mathcal{C}(\Gamma))$ are not isomorphic.

**Remark 3.3.5** To a given incidence system $\Gamma$, we assigned the chamber system $\mathcal{C}(\Gamma)$. To a given a chamber system $\mathcal{C}$, we assigned the incidence system $\Gamma(\mathcal{C})$. We explore the connections. The maps $\Gamma \mapsto \mathcal{C}(\Gamma)$ and $\mathcal{C} \mapsto \Gamma(\mathcal{C})$ preserve homomorphisms. Indeed, let $\alpha : \mathcal{C} \rightarrow \mathcal{C}'$ be a homomorphism of a chamber system over $I$ and define $\Gamma(\alpha) : \Gamma(\mathcal{C}) \rightarrow \Gamma(\mathcal{C}')$ by $\Gamma(\alpha)(c(I \setminus \{i\})^*, i) = (\alpha(c)(I \setminus \{i\}))^*, i)$ for any chamber $c$ of $\mathcal{C}$ and $i \in I$, where, we recall, $c(I \setminus \{i\})^*$ is the $i$-object of $\mathcal{C}$ containing $c$. Notice that $\Gamma(\alpha)$
is well defined since \( \alpha(c)(I \setminus \{i\})^* \) is \((I \setminus \{i\})\)-connected for each \( c \). It is easy to check that \( \Gamma(\alpha) \) is a homomorphism. Conversely, let \( \beta: \Gamma \to \Gamma' \) be a homomorphism of incidence systems over \( I \). The map \( \mathcal{C}(\beta): \mathcal{C}(\Gamma) \to \mathcal{C}(\Gamma') \) given by \( \mathcal{C}(\beta)c = \{ \beta x_i \mid x_i \in c, i \in I \} \) where \( c \) is a chamber of \( \Gamma \), is clearly a homomorphism of chamber systems. (The image \( \beta(c) \) of a chamber \( c \) of \( \Gamma \) is the chamber \( \mathcal{C}(\beta)c \) of \( \Gamma' \).)

We put these results, and slightly more, in the following lemma.

**Lemma 3.3.6** Let \( \mathcal{C}, \mathcal{C}' \) be chamber systems over \( I \), and \( \Gamma, \Gamma' \) incidence systems.

(i) Suppose that \( \alpha: \mathcal{C} \to \mathcal{C}' \) and \( \alpha': \mathcal{C}' \to \mathcal{C}'' \) are homomorphisms of chamber systems. The maps \( \Gamma(\alpha) \) and \( \Gamma(\alpha') \) are homomorphisms of incidence systems and \( \Gamma(\alpha' \alpha) = \Gamma(\alpha') \Gamma(\alpha) \).

(ii) Suppose that \( \beta: \Gamma \to \Gamma'' \) and \( \beta': \Gamma' \to \Gamma'' \) are homomorphisms of incidence systems. The maps \( \mathcal{C}(\beta) \) and \( \mathcal{C}(\beta') \) are homomorphisms of chamber systems and \( \mathcal{C}(\beta' \beta) = \mathcal{C}(\beta') \mathcal{C}(\beta) \).

**Proof.** The proof, being straightforward, is left to the reader. \( \square \)

The preceding paragraphs explain that \( \mathcal{C} \) and \( \mathcal{C}(\Gamma(\mathcal{C})) \) are not exactly the same but closely related, and similarly for \( \Gamma \) and \( \Gamma(\mathcal{C}(\Gamma)) \). We continue to explore this relationship.

**Proposition 3.3.7** Let \( \mathcal{C} \) be a chamber system over \( I \). For \( c \in \mathcal{C} \), let \( \psi_\mathcal{C}(c) \) be the set of all pairs \((D, i)\) consisting of an \( i \)-object \( D \) containing \( c \) and a type \( i \in I \). The map \( c \mapsto \psi_\mathcal{C}(c) \) is a homomorphism \( \mathcal{C} \to \mathcal{C}(\Gamma(\mathcal{C})) \).

**Proof.** It is clear that \( \psi_\mathcal{C}(c) \) is a flag of \( \Gamma(\mathcal{C}) \) (since incidence of elements \((D, i)\) and \((E, j)\) of \( \Gamma(\mathcal{C}) \) is defined by \( D \cap E \neq \emptyset \)) and that it has an element of each type \( i \in I \) (since \( c \) is contained in an \((I \setminus \{i\})\)-cell for each \( i \)), so it is a chamber of \( \Gamma(\mathcal{C}) \) and hence of \( \mathcal{C}(\Gamma(\mathcal{C})) \).

Suppose that \( c \sim_i d \) holds for two chambers \( c, d \) of \( \mathcal{C} \). For \( j \in I \), the cells \( c(I \setminus \{j\})^* \) and \( d(I \setminus \{j\})^* \) coincide when \( j \neq i \), so the chambers \( \psi_\mathcal{C}(c) = \{ (c(I \setminus \{j\})^*, j) \mid j \in I \} \) and \( \psi_\mathcal{C}(d) = \{ (d(I \setminus \{j\})^*, j) \mid j \in I \} \) of \( \mathcal{C}(\Gamma(\mathcal{C})) \) are \( i \)-adjacent. This establishes that \( \psi_\mathcal{C} \) preserves \( i \)-adjacency for each \( i \in I \). \( \square \)

It is not difficult to characterize the situation where \( \psi_\mathcal{C} \) as defined in Proposition 3.3.7 is an isomorphism.

**Theorem 3.3.8** If \( \mathcal{C} \) is a chamber system over \( I \), then canonical homomorphism \( \psi_\mathcal{C}: \mathcal{C} \to \mathcal{C}(\Gamma(\mathcal{C})) \) is a bijection if and only if the following conditions hold.
(i) For any set \( \{Z_i \mid i \in I\} \), with \( Z_i \) an \( i \)-object of \( \mathcal{C} \) such that \( Z_i \cap Z_j \neq \emptyset \) for all \( i, j \in I \), we have \( \bigcap_{i \in I} Z_i \neq \emptyset \).

(ii) For any two chambers \( c, d \) of \( \mathcal{C} \) there is an object of \( \mathcal{C} \) containing \( c \) but not \( d \).

If, moreover, for each \( i \in I \) and each collection of \( j \)-objects \( Z_j \ (j \in \mathcal{J} \setminus \{i\}) \) with \( Z_j \cap Z_k \neq \emptyset \) for all \( j, k \in \mathcal{J} \setminus \{i\} \), the intersection \( \bigcap_{j \neq i} Z_j \) is an \( i \)-panel, then \( \psi_{\mathcal{C}} \) is an isomorphism.

Proof. Condition (ii) is obviously equivalent to \( \psi_{\mathcal{C}} \) being injective.

Let \( X \) be a chamber of \( \Gamma(\mathcal{C}) \). It consists of pairs \((Z_i, i)\), where \( Z_i \) is an \( i \)-object for each \( i \in I \), such that any two have a non-empty intersection. If the intersection of all members of \( X \) is non-empty, there is a chamber \( c \) in that intersection, and \( \psi_{\mathcal{C}}(c) = \{Z_i \mid i \in I\} \). Conversely, if there is such a chamber \( c \), then obviously, the intersection over all members of \( X \) is non-empty. Thus, Assertion (i) is equivalent to \( \psi_{\mathcal{C}} \) being surjective.

In order to prove the final statement, suppose that \( Y := \{(Y_j, j) \mid j \in I\} \) and \( Z := \{(Z_j, j) \mid j \in I\} \) are \( i \)-adjacent chambers of \( \Gamma(\mathcal{C}) \) for some \( i \in I \). For each \( j \in \mathcal{J} \setminus \{i\} \), we have \( Y_j = Z_j \), so \( \bigcap_{j \in \mathcal{J} \setminus \{i\}} Y_j = \bigcap_{j \in \mathcal{J} \setminus \{i\}} Z_j \). By the hypothesis, this is an \( \{i\} \)-cell of \( \mathcal{C} \). The inverse images \( c \) and \( d \) under \( \psi_{\mathcal{C}} \) of \( Y \) and \( Z \) lie in \( \bigcap_{j \in I} Y_j \) and \( \bigcap_{j \in I} Z_j \), respectively, so they both belong to the \( \{i\} \)-cell mentioned above. This means \( c \sim_i d \), and proves that \( \psi_{\mathcal{C}}^{-1} \) is a homomorphism. We saw in Proposition 3.3.7 that \( \psi_{\mathcal{C}} \) is a homomorphism and in the previous part of the theorem that it is a bijection, so it is an isomorphism indeed.

Example 3.3.9 (i). The chamber system \( \mathcal{C}(\Gamma) \) in the middle of Figure 3.7 is disconnected, and so is its geometry. It satisfies the conditions of Theorem 3.3.8, in accordance with the fact that \( \mathcal{C}(\Gamma(\mathcal{C}(\Gamma))) \) is isomorphic to \( \mathcal{C}(\Gamma) \).

(ii). The condition at the end of Theorem 3.3.8 for \( \psi_{\mathcal{C}}^{-1} \) to be a homomorphism is necessary as will be clear from inspection of the chamber system \( \mathcal{C} \) over \([3]\).
3.4 Connectedness

Comparing the geometries \( \Gamma \) and \( \Gamma(C(\Gamma)) \), we have no counterpart of Theorem 3.3.8 providing a homomorphism from \( \Gamma \) into \( \Gamma(C(\Gamma)) \). As we saw earlier, in Example 3.2.6, an element \( x \) of \( \Gamma \) does not necessarily provide a unique element of \( \Gamma(C(\Gamma)) \). This ailment came from the fact that an \( i \)-object could well be a proper subset of the set of all chambers of \( \Gamma \) containing \( x \). It can be remedied by assuming that \( \Gamma \) is residually connected, and so we now concentrate on translating these notions into chamber system language.

If \( C \) is a chamber system, the incidence system \( \Gamma(C) \) need not be connected as was shown in Example 3.3.4. The next lemma shows that connectedness of \( C \) corresponds to connectedness of \( \Gamma(C) \).

**Lemma 3.4.1** Suppose that \( C \) is a chamber system over an index set \( I \) with \( |I| \geq 2 \). It is connected if and only if \( \Gamma(C) \) is connected.

**Proof.** Suppose that \( C \) is connected. Let \( x \) and \( y \) be elements of \( \Gamma(C) \). Being objects of \( C \), they contain chambers of \( C \), say \( X \in x \) and \( Y \in y \). Since \( (C, \sim_I) \) is connected, there is a gallery \( X = X_0, X_1, \ldots, X_n = Y \) from \( X \) to \( Y \). Then \( X_0 \sim_i X_1 \) for some \( i \in I \) and for \( j \neq i \), the \( j \)-object containing \( X_0 \) also contains \( X_1 \), so there is an element \( x_1 \) of \( \Gamma(C) \) with \( x \sim x_1 \) and \( X_1 \in x_1 \). By iteration of this construction, we obtain a chain \( x, x_1, \ldots, x_n, y \) with \( x_{i-1}, x_i \in x_i \). In particular, \( x \) and \( y \) are connected by a chain in \( \Gamma(C) \).

We now turn to the converse. Assume that \( \Gamma(C) \) is connected and let \( c, c' \) be two chambers belonging to \( C \). The chamber \( c \) gives rise to a set of objects \( \psi_C(c) = \{ c_i \mid i \in I \} \) containing \( c \), one for each type \( i \in I \). As we saw in Proposition 3.3.7, this is a chamber of \( \Gamma(C) \). Similarly, \( \psi_C(c') \) is a chamber \( \{ c'_i \mid i \in I \} \) of \( \Gamma(C) \). Fix \( i \in I \). As \( \Gamma(C) \) is connected, there is a chain \( c_i \sim_{i_1} c^{i_1} \sim_{i_2} \cdots \sim_{i_s} c^s = c'_i \) of objects. Now, incidence of objects means having non-empty intersection, so we find a gallery from \( c \) to a member of \( c_i \cap c^1 \), via a chamber of \( C \) in \( c^1 \cap c^2 \), and so on towards a chamber in \( c^{s-1} \cap c'_i \), which is \( i_s \)-adjacent to \( c' \). \( \square \)

The geometry \( \Gamma \) of Example 3.2.6 (see Figure 3.7) is connected while \( C(\Gamma) \) is not. Hence there is no hope for a similar result involving \( \Gamma \) and \( C(\Gamma) \) (in this generality).

Given a chamber system \( C \) over \( I \), the corresponding incidence system \( \Gamma(C) \) need not be residually connected. Thus the need arises to control residual connectedness from the chamber system point of view. The least we may ask for is that \( (C, \sim) \) be connected. Since each \( J \)-cell, for \( J \subseteq I \), is connected by definition, the usual notion of connectedness for the counterparts...
of residues in chamber systems does not properly translate residual connectedness of the geometry.

Lemma 3.4.2 Suppose that $I$ is a finite index set and $J$ a subset of $I$. Let $\Gamma$ be a residually connected geometry over $I$. For each $j \in J$, let $Z_j$ be a $j$-object of $\mathcal{C}(\Gamma)$ such that $Z_i \cap Z_j \neq \emptyset$ for $i, j \in J$. The intersection $\bigcap_{j \in J} Z_j$ is an $(I \setminus J)$-cell of $\mathcal{C}(\Gamma)$.

Proof. By Lemma 3.2.3(ii), there are elements $x_j$ of type $j \in J$ in $\Gamma$ such that each chamber of $Z_j$ contains $x_j$ and such that $Z_j$ is the set of all chambers containing $x_j$. Set $F = \{x_j \mid j \in J\}$. If $i, j \in J$, then, as $Z_i \cap Z_j \neq \emptyset$, there is a chamber whose elements of type $i$, $j$ are $x_i$, $x_j$, respectively. Therefore, $x_i \ast x_j$. In particular, $F$ is a flag and $Z = \bigcap_{j \in J} Z_j$ consists of all chambers containing $F$ (observe that $F$ is contained in a chamber because $\Gamma$ is a geometry). By Lemma 3.2.3(i), $Z$ is an $(I \setminus J)$-cell. □

We use the lemma to define residual connectedness of a chamber system.

Definition 3.4.3 A chamber system over $I$ is called residually connected if, for every subset $J$ of $I$ and every system of $j$-objects $Z_j$, one for each $j \in J$, with the property that any two have a non-empty intersection, it follows that $\bigcap_{j \in J} Z_j$ is an $(I \setminus J)$-cell.

Remark 3.4.4 Let us consider some consequences of the definition for a chamber system $\mathcal{C} = (C, (\sim_i)_{i \in I})$ over $I$.

(i). For $J = \emptyset$, the above condition states that $C$ is non-empty and that $(C, \sim)$ is connected (as the empty intersection is by definition the whole set $C$).

(ii). For $J = I$, with $Z_j = c(I \setminus \{j\})^*$ for a given chamber $c$, we see that chambers which are in the same $j$-objects for all $j \in I$, are equal. In view of Theorem 3.3.8, this means that a residually connected chamber system $\mathcal{C}$ can be reconstructed from $\Gamma(\mathcal{C})$.

(iii). If $\mathcal{C}$ is residually connected and $J \subseteq I$, then each $J$-cell, considered as a chamber system over $J$, is also residually connected.

(iv). If the size of $I = \{i, j\}$ is two, then $\mathcal{C}$ is residually connected if and only if it is connected (whence non-empty) and $\sim_i \cap \sim_j = \text{id}$. Compare this result with Theorem 3.1.14.

Definition 3.4.3 allows us to rephrase Lemma 3.4.2. Moreover, there is a converse.

Proposition 3.4.5 Let $I$ be a finite index set.

(i) If $\Gamma$ is a residually connected geometry over $I$, then $\mathcal{C}(\Gamma)$ is a residually connected chamber system over $I$.
(ii) If \( \mathcal{C} \) is a residually connected chamber system over \( I \), then \( \Gamma(\mathcal{C}) \) is a residually connected geometry over \( I \).

**Proof.** (i) was shown in Lemma 3.4.2.

(ii). If \( I \) is a singleton, there is nothing to prove. So assume that \( I \) has cardinality at least 2. Let \( F = \{ (Z_j, i) \mid j \in J \} \) be a flag of \( \Gamma = \Gamma(\mathcal{C}) \) of type \( J \) for some \( J \subseteq I \). Then \( Z = \bigcap_{j \in J} Z_j \) is non-empty, so taking \( c \in Z \) and defining \( Z_i \) for \( i \in I \) to be the \( i \)-object of \( \mathcal{C} \) containing \( c \), we find a chamber \( \{(Z_i, i) \mid i \in I \} \) of \( \Gamma \) containing \( F \). This proves that \( \Gamma \) is a geometry.

Now, assume that the rank of \( \Gamma_F \) is at least 2. Suppose that \( (Y_i, i) \) and \( (Y_j, j) \) are elements of \( \Gamma_F \) of type \( i \) and \( j \) in \( I \setminus J \), respectively. Then \( Z \cap Y_i \neq \emptyset \) and \( Z \cap Y_j \neq \emptyset \). Take \( c \in Z \cap Y_i \) and \( d \in Z \cap Y_j \). Since \( Z \) is an \( (I \setminus J) \)-cell, \( (I \setminus J) \)-connected, there is a gallery \( c = c_0, c_1, \ldots, c_m = d \), entirely contained in \( Z \), whose edges \( \{c_r, c_{r+1}\} \) for \( 0 \leq r \leq m - 1 \) have type \( i_r \in I \setminus J \). For each \( r \), let \( U_r \) be a \( k_r \)-object containing \( c_r, c_{r+1} \) for some \( k_r \in I \setminus \{i_r\} \cup J \). Then \( (U_r, c_r) \) is an element of \( \Gamma_F \) incident with \( (U_{r+1}, k_r + 1) \) as \( c_{r+1} \in U_r \cap U_{r+1} \cap Z \), so \( (Y_i, i), (U_0, k_0), \ldots, (U_m, k_m), (Y_j, j) \) is a chain in \( \Gamma_F \) from \( (Y_i, i) \) to \( (Y_j, j) \). This proves that \( \Gamma_F \) is connected. The conclusion is that \( \Gamma \) is residually connected. \( \square \)

We are now ready to formulate the main result of this chapter. Let \( \mathcal{G}(I) \) denote the collection of residually connected geometries over \( I \), and write \( \mathcal{C}(I) \) for the collection of residually connected chamber systems over \( I \).

**Theorem 3.4.6 (Chamber System Correspondence)** Let \( I \) be a finite set of types. For each \( \mathcal{C} \in \mathcal{C}(I) \) there is an isomorphism \( \psi_C : \mathcal{C} \to \Gamma(\mathcal{C}) \) given by \( \psi_C(c) = \{(c(I\setminus\{i\}))^*, i \mid i \in I \} \). Each homomorphism \( \alpha : \mathcal{C} \to \mathcal{C}' \) between members \( \mathcal{C}, \mathcal{C}' \) of \( \mathcal{C}(I) \) satisfies the relation \( \Gamma(\mathcal{C}) \Gamma(\mathcal{C}') = \psi_{C'} \psi_C^{-1} \).

Similarly, for each \( \Gamma \in \mathcal{G}(I) \) there is an isomorphism \( \phi_\Gamma : \Gamma \to \Gamma(\mathcal{C}(\Gamma)) \) given by \( \phi_\Gamma(x) = \{(c(I\setminus\{i\}))^* \mid c \text{ is a chamber of } \Gamma \text{ containing } x \text{ and } i \text{ is the type of } x \} \). Each homomorphism \( \beta : \Gamma \to \Gamma' \) between members \( \Gamma, \Gamma' \) of \( \mathcal{G}(I) \) satisfies the relation \( \Gamma(\mathcal{C}(\beta)) = \phi_{\Gamma'} \phi_{\Gamma}^{-1} \).

The theorem says that there is a bijective homomorphism preserving correspondence between the collections \( \mathcal{G}(I) \) and \( \mathcal{C}(I) \). Thus, each residually connected geometry over \( I \) corresponds to a unique residually connected chamber system over \( I \) (up to isomorphism), and has the same automorphism group as \( \Gamma \), and vice versa. Before we prove this theorem, we first give a corollary.

**Corollary 3.4.7** Let \( \Gamma \) be a residually connected geometry over a finite set \( I \), and let \( \mathcal{C} \) be a residually connected chamber system over \( I \). If either \( \mathcal{C} = \mathcal{C}(\Gamma) \) or \( \Gamma = \Gamma(\mathcal{C}) \), then \( \text{Aut}(\mathcal{C}) \cong \text{Aut}(\Gamma) \).

**Proof.** This is an immediate consequence of the discussion above. \( \square \)
Proof of Theorem 3.4.6. The map $\phi_\Gamma$ is well defined: if $d$ is another chamber of $\Gamma$ containing $x$, then $c$ and $d$ are in the same $i$-object of $C(\Gamma)$ by Proposition 3.4.5(i) applied to $\Gamma_x$. It is readily verified that $\phi_\Gamma$ and $\psi_C$ are isomorphisms. (For the latter, use Theorem 3.3.8.)

Next, if $\alpha : C \to C'$ is a homomorphism between members $C, C'$ of $C(I)$, then, for every chamber $c$ of $C$, both $\mathcal{C}(\Gamma(\alpha))\psi_C(c)$ and $\psi_{C'}(\alpha(c))$ are equal to the set $\{\alpha(c)(I \setminus \{i\})^* \mid i \in I\}$, so that $\mathcal{C}(\Gamma(\alpha))\psi_C = \psi_{C'}\alpha$, proving the required expression for $\mathcal{C}(\Gamma(\alpha))$.

Similarly, if $\beta : \Gamma \to \Gamma'$ of $G(I)$, then, for each $i$-element $x$ of $\Gamma$, both $\Gamma'(\beta(x))\phi_\Gamma(x)$ and $\phi_{\Gamma'}(\beta(x))$ are equal to the $i$-object of $\mathcal{C}'$ containing $\beta(c)$, where $c$ is any chamber of $\Gamma$ containing $x$, and the required expression for $\Gamma'(\mathcal{C}(\beta))$ follows. This finishes the proof of the theorem. □

To end this section, we formulate some useful criteria for residual connectedness of chamber systems. We begin by extending the notation $cJ^*$ of Definition 3.2.2.

Notation 3.4.8 If $Z$ is a set of chambers of the chamber system $C$ over $I$ and $J$ is a subset of $I$, write $ZJ^* = \bigcup_{c \in Z} cJ^*$.

Thus, for instance, for $J, K \subseteq I$ and $c$ a chamber, $cJ^*K^*$ denotes the set of all chambers obtained as endpoints of galleries starting in $c$ passing through the $J$-cell $cJ^*$ and next through a $K$-cell.

Lemma 3.4.9 Let $C$ be a chamber system over a finite index set $I$ which is non-empty and connected. Then the following four statements concerning $C$ are equivalent.

(i) $C$ is residually connected.
(ii) If $J, K, L$ are subsets of $I$ and if $Z_J, Z_K, Z_L$ are $J$-, $K$-, $L$-cells which have pairwise non-empty intersections, then $Z_J \cap Z_K \cap Z_L$ is a $(J \cap K \cap L)$-cell.
(iii) If $J, K, L$ are subsets of $I$ and $c$ is a chamber, then $cL^* \cap cJ^*K^* = c(L \cap J)^*(L \cap K)^*$.
(iv) If $J, K, L$ are subsets of $I$ and $c$ is a chamber, then $cJ^*L^* \cap cK^*L^* = c(J \cap K)^*L^*$.

Proof. We first establish the equivalence of (i) and (ii). Then the equivalence of (ii), (iii), (iv) will be shown by means of the scheme (ii) $\Rightarrow$ (iii) $\Rightarrow$ (iv) $\Rightarrow$ (ii). But first, we observe that each of the three statements involved (applied with $J = K$ in (ii), (iii) and with $L = \emptyset$ in (iv)) yields that the intersection of any $J_1$-cell and any $J_2$-cell is either empty or a $(J_1 \cap J_2)$-cell.

(i) $\Rightarrow$ (ii). This is straightforward (write the cells as intersections of objects).
(ii) $\Rightarrow$ (i). Let $\{Z_j \mid j \in J\}$ be a system of $j$-objects indexed by a subset $J$ of $I$ having pairwise non-empty intersections. Then, for fixed $j_1, j_2 \in J$, the intersections $Z_{j_1} \cap Z_{j_2} \cap Z_j$, $j \in J \setminus \{j_1, j_2\}$, are cells with pairwise non-empty intersections. Since $I$ is finite, we can invoke induction on $|J|$ to conclude that the whole intersection is a cell (and, in particular, non-empty).

(iii) $\Rightarrow$ (iv). Suppose that $e$ belongs to $cL^* \cap dK^*$ for some $d \in cJ^*$. Then $dJ^* = cJ^*$, $eK^* = dK^*$ and $cL^* = eL^*$. Now $Z_L = cL^*$, $Z_J = dJ^*$ and $Z_K = cK^*$ satisfy the hypothesis of (ii), so there is a chamber $f$ with $f(J \cap K \cap L)^* = cL^* \cap dJ^* \cap eK^*$. Now $f \in cL^* \cap eK^* = e(L \cap K)^*$ and $c \in cL^* \cap dJ^* = fL^* \cap fJ^* = f(L \cap J)^*$ by the above observation, so $e \in f(L \cap K)^* \subseteq c(L \cap J)^*(L \cap K)^*$. This shows $cL^* \cap cJ^* K^* \subseteq c(L \cap J)^*(L \cap K)^*$. The other inclusion is obvious.

(iv) $\Rightarrow$ (v). Suppose $d \in cJ^* L^* \cap cK^* L^*$. Then there are chambers $e_1, e_2$ with $c \sim_J e_1 \sim_L d$ and $c \sim_K e_2 \sim_L d$, so by (iii) there is a chamber $f$ in $e_1J^* \cap e_2K^* \cap dL^* = c(J \cap K)^* \cap dL^*$, whence $d \in fL^* \subseteq c(J \cap K)^* L^*$. This proves one inclusion. The other is obvious.

(iii) $\Rightarrow$ (ii). Let $Z_J, Z_K, Z_L$ be as in the hypothesis of (ii). There are chambers $c \in Z_J \cap Z_K, d \in Z_K \cap Z_L$, and $e \in Z_L \cap Z_J$. Now $e \in cJ^* \cap cK^* L^* \subseteq c(J \cap K)^* L^*$ by (iv), so there is $f \in cL^* \cap c(J \cap K)^* \subseteq Z_L \cap Z_J \cap Z_K$. In view of the above observation it follows that $Z_L \cap Z_J \cap Z_K$ is non-empty and hence an $(L \cap J \cap K)$-cell.

The lemma is useful as, for abstract chamber systems, (iii) and (iv) may be easier to check than the original definition, especially when many automorphisms are available.

### 3.5 The diagram of a chamber system

Since the notion of chamber system is very general, it is very easy to construct objects of this kind. In order to decide whether the chamber system at hand is residually connected, and thus belongs to a residually connected geometry, we use the notion of diagram of a chamber system without recourse to the corresponding geometry.

**Definition 3.5.1** Let $C$ be a chamber system over $I$, and let $D$ be a diagram over $I$ as introduced in Definition 2.3.7. We say that $D$ is a **diagram** for $C$, that $C$ **belongs to the diagram** $D$, or that $C$ is **of type** $D$ if, for each subset $\{i, j\}$ of $I$ of size two, every $(i, j)$-cell of $C$ is the chamber system of a residually connected geometry over $\{i, j\}$ belonging to $D(i, j)$.

If $C$ is of type $D$, then, for $K \subseteq I$, every $K$-cell is of type $D|K$. Some obvious connections with geometries of type $D$ are formulated in Exercise 3.7.10.
Lemma 3.5.2  Suppose that $I$ is partitioned into subsets $J$ and $K$ in such a way that $D(j,k)$ consists of generalized digons for all $j \in J$, $k \in K$. If $C = (C, \{ \sim_i | i \in I \})$ is a connected chamber system belonging to $D$, then $C = cJ^*K^*$ for any $c \in C$.

Proof. Suppose $c \sim_k d \sim_j e$ for $c, d, e \in C$. By the generalized digon properties of the $(j,k)$-cell containing all three, there also is chamber $d'$ with $c \sim_j d' \sim_k e$. Consequently, for $c \in C$, we have $cK^*J^* = cJ^*K^*$, whence $cJ^*K^* = cJ^*K^*J^* = \ldots$ Since $C$ is connected, this leads to $C = cI^* = cJ^*K^*$. $\square$

The lemma gives rise to the following notion.

Definition 3.5.3  Let $J$ and $K$ be disjoint index sets. Suppose that $C$ is a chamber system over $J$ and $D$ is a chamber system over $K$. The direct sum of $C$ and $D$, denoted by $C \oplus D$, is the chamber system whose chambers are the pairs $(c,d)$ with $c$ a chamber of $C$ and $d$ a chamber of $D$ in which $(c,d) \sim (c',d')$ if and only if either $i \in J$, $d = d'$, and $c \sim_i c'$ or $i \in K$, $c = c'$, and $d \sim_i d'$.

It is readily verified that $C \oplus D$ is indeed a chamber system over $J \cup K$. Clearly $C \oplus D \cong D \oplus C$, and direct sums of more than two chamber systems are easy to define. We connect the direct sum of chamber systems to the direct sum of geometries $\Gamma$ and $\Delta$ introduced in Definition 2.1.8, which we denote $\Gamma \oplus \Delta$ here. The following result is to be compared with Exercise 2.8.2.

Proposition 3.5.4  Let $J$ and $K$ be disjoint index sets. 

(i) Let $C$ be a chamber system over $J$, and $D$ be a chamber system over $K$. The direct sum $C \oplus D$ is residually connected if and only if both $C$ and $D$ are residually connected.

(ii) If $\Gamma$ and $\Delta$ are geometries over $J$ and $K$, respectively, then $C(\Gamma \oplus \Delta)$ is isomorphic to $C(\Gamma) \oplus C(\Delta)$.

Proof. Straightforward. $\square$

Theorem 3.5.5  Suppose that $C$ is a chamber system belonging to a finite linear diagram. If, for all subsets $J$, $K$ of $I$, every $J$-cell meets every $K$-cell either empty or in a $(J \cap K)$-cell, then $C$ is residually connected.

Proof. Let $J \subseteq I$, and suppose, for each $j \in J$, we are given a $j$-object $Z_j$. Let $Z_i \cap Z_j \neq \emptyset$ for all $i, j \in I$. We want to show that $\bigcap_{j \in J} Z_j$ is a non-empty $(I \setminus J)$-cell. This suffices for the proof of the theorem in view of Definition 3.4.3.
If \(|J| \leq 2\), there is nothing to show. Proceeding by induction with respect to \(|J|\), we may assume \(|J| \geq 3\). Let \(D\) denote the linear diagram for \(\mathcal{C}\). Take \(j \in J\) such that \(J\setminus\{j\}\) is partitioned into two non-empty sets \(L\) and \(R\) with the property that \(D(l, r)\) consists of generalized digons for every \(l \in L\) and \(r \in R\) and \(L \cap J \neq \emptyset \neq R \cap J\). Then, by the induction assumption applied to \(J\setminus L\) and to \(J\setminus R\), we can find chambers \(c \in \cap_{i \in J \setminus L} Z_i\) and \(d \in \cap_{i \in J \setminus R} Z_i\). According to the hypotheses, \(\cap_{i \in J \setminus L} Z_i\) is the \((R \cup (L\setminus J))\)-cell on \(c\), and \(\cap_{i \in J \setminus R} Z_i\) is the \((L \cup (R\setminus J))\)-cell on \(d\), so they contain the cell \(cR^*\) and \(dL^*\), respectively. Applying Lemma 3.5.2 to the latter two cells, viewed as cells of \(Z_j\), we obtain \(c \in dL^*R^*\), whence \(cR^* \cap dL^* \neq \emptyset\), so \(\cap_{i \in J} Z_i\), which contains \(cR^* \cap dL^*\), is non-empty. It readily follows that it is an \((J\setminus J)\)-cell. \(\square\)

Example 3.5.6 Let \(I = [n]\) and take \(G = \text{Sym}_{n+1}\), the symmetric group on \(n+1\) letters. It is generated by involutions \(r_1, \ldots, r_n\) where \(r_i\) is the transposition \((i, i+1)\). Let \(\mathcal{C} = (G, \{\sim_i | i \in [n]\})\) be the chamber system in which \(i\)-adjacency is given by \(\sigma \sim_i \tau\) if and only if \(\sigma \in \tau((i, i+1))\), for \(\sigma, \tau \in G\). Then \(\mathcal{C}\) belongs to the Coxeter diagram \(A_n\), as \(r_i r_j = r_j r_i\) for non-consecutive indices \(i, j\) in \([n]\) and \(r_i r_j r_i = r_j r_i r_j\) whenever \(j = i+1 \in [n]\). For \(J \subseteq [n]\), put \(G^{(J)} = \langle \{i, i+1\} | i \in J\rangle\). By Theorem 3.5.5, \(\mathcal{C}\) is residually connected if and only if, for any \(J, K \subseteq [n]\),

\[
G^{(J)} \cap G^{(K)} = G^{(J \cap K)}.
\]

For, if \(cG^{(J)} \cap dG^{(K)}\) is a non-empty intersection of a \(J\)-cell and a \(K\)-cell, then it can be written as \(e(G^{(J)} \cap G^{(K)})\) for a suitable element \(e\) of \(G\).

The structure of \(G^{(J)}\) depends on the maximal intervals (that is, the connected components of the subgraph of \(D\) induced on \(J\)) contained in \(J\). If the interval \([k, l]\) of integers in \([n]\) is contained in \(J\), then \(G^{(J)}\) contains \(\text{Sym}\{[k, l+1]\}\). Since this group commutes with all \(r_i\) for \(i \in J\setminus[k-1, l+1]\), the group \(G^{(J)}\) is the direct product of the symmetric groups on the maximal intervals in \(J\). This observation makes it easy to see that \(G^{(J)} \cap G^{(K)} = G^{(J \cap K)}\). We conclude that (3.1) is satisfied, and that \(\mathcal{C}\) is indeed residually connected.

The geometry \(\Gamma(\mathcal{C})\) is isomorphic to the geometry of rank \(n\), say \(\Gamma\), described in Example 1.2.6. The map \(\alpha : \mathcal{C} \to \Gamma(\mathcal{C})\) determined by

\[
\alpha(\pi) = \{\{\pi(1)\}, \{\pi(1), \pi(2)\}, \ldots, \{\pi(1), \pi(2), \ldots, \pi(n)\}\} \quad (\pi \in G)
\]

is an isomorphism of chamber systems. It follows from Theorem 3.4.6 that \(\Gamma(\mathcal{C})\) is isomorphic to \(\Gamma\).

### 3.6 Groups and chamber systems

In this section, we consider chamber systems with a highly transitive group. Pursuing the translations of the geometric structures into group-theoretical
ones begun in Section 1.8, we describe chamber systems by groups in Proposition 3.6.4 and residual connectedness in Theorem 3.6.9.

**Definition 3.6.1** Let \( \alpha : G \to \text{Aut}(\mathcal{C}) \) be a representation of a group \( G \) on a chamber system \( \mathcal{C} \). When \( G \) is transitive on the set of chambers of \( \mathcal{C} \), we say that \( G \) is **chamber transitive** on \( \mathcal{C} \). We also say that \( \mathcal{C} \) is **chamber transitive** if \( \text{Aut}(\mathcal{C}) \) is chamber transitive.

If \( \mathcal{C} \) is chamber transitive, an easy description of \( \mathcal{C} \) can be given in terms of \( G \) and of some its subgroups. It is somewhat less technical and more natural than the description for geometries with incidence-transitive groups of automorphisms via Proposition 1.8.7. The easy group-theoretic construction of such a chamber system is an important advantage of chamber systems over geometries.

**Remark 3.6.2** Assume that \( \Gamma \) is an incidence system over \( I \) and that \( G \) is a group acting flag transitively on \( \Gamma \). Let \( c \) be a chamber of \( \Gamma \) and consider the subgroup \( B = G_c \) stabilizing \( c \) in \( G \). By Theorem 1.7.5, we can identify the chambers with the left cosets \( gB \ (g \in G) \). For each \( i \in I \), let \( c_i \) be the element of type \( i \) in \( c \), and consider the subgroup \( G^{(i)} = G_{c_i \setminus \{c_i\}} \) stabilizing the complement of \( \{c_i\} \) in \( c \). These groups contain \( B \). If \( d = gB \) and \( e = hB \), for certain \( g, h \in G \), are chambers of \( \mathcal{C}(\Gamma) \), then \( d \sim_i e \) if and only if \( gG^{(i)} = hG^{(i)} \). For, \( d \sim_i e \) is equivalent to \( g^{-1}d \sim_i g^{-1}e \), whence to \( g^{-1}h \in G^{(i)} \). So we can translate the structure of \( \mathcal{C}(\Gamma) \) in terms of \( G, B, \) and the subgroup \( G^{(i)} \ (i \in I) \). We are ready for a treatment of \( \mathcal{C} \) without recourse to \( \Gamma \).

**Definition 3.6.3** Let \( G \) be a group, \( B \) a subgroup, \( (G^{(i)})_{i \in I} \) a system of subgroups of \( G \) with \( B \subseteq G^{(i)} \). The **coset chamber system** of \( G \) on \( B \) with respect to \( (G^{(i)})_{i \in I} \), denoted \( \mathcal{C}(G, B, (G^{(i)})_{i \in I}) \), has the chamber set consisting of all cosets \( gB \ (g \in G) \), and \( i \)-adjacency determined by \( gB \sim_i hB \) if and only if \( gG^{(i)} = hG^{(i)} \).

For \( i \in I \), the group \( G^{(i)} \) is called the **standard parabolic subgroup** of type \( I \setminus \{i\} \). The subgroup \( B \) of \( G \) is called the **Borel subgroup** of \( G \) on \( \Gamma \).

Observe that \( \sim_i \) as in the above definition is obviously an equivalence relation, so that \( \mathcal{C} \) is indeed a chamber system. In the above setting, \( G \) has a canonical chamber-transitive representation on the chamber system \( \mathcal{C}(G, B, (G^{(i)})_{i \in I}) \) by means of left multiplication. Again, taking for granted the definition of **equivalence of chamber system actions**, we have the following converse. Here \( G_c \) is the stabilizer of a chamber \( c \) and \( G_X \), for a set of chambers \( X \), is the set-wise stabilizer in \( G \) of \( X \).

**Proposition 3.6.4** If \( \alpha : G \to \text{Aut}(\mathcal{C}) \) is a chamber-transitive representation of \( G \) on a chamber system \( \mathcal{C} \) over \( I \), then, for every chamber \( c \) of \( \mathcal{C} \), the canonical representation of \( G \) on \( \mathcal{C}(G, G_c, (G_{c^\alpha})_{\alpha \in I}) \) is equivalent to \( \alpha \).
Definition 3.6.3 gives us a huge family of chamber systems with a chamber-transitive group of automorphisms. Actually, it shows that this kind of structure is rather loose.

Examples 3.1.5 and 3.1.6 show chamber systems having chamber-transitive automorphism groups. Of course there are chamber systems whose automorphism groups are not chamber transitive. Figure 3.6 shows that Example 3.2.6 gives one.

Example 3.6.5 In Example 2.4.11, we saw that the group $G = \text{Alt}_7$ acts on the Neumaier geometry $\Gamma$. Here we build the chamber system of this geometry. There are 15 planes, each of which has 7 lines of 3 points, so there are 15 · 7 · 3 = 315 chambers. Recall that the point set can be described by $[7]$, the lines are all triples from $[7]$, and the planes are the Alt$_7$ images of a single plane $\Pi$. We will take $\Pi$ to be the plane with lines $\{1, 2, 4\}$ and its images under the permutation $(1, 2, 3, 4, 5, 6, 7)$. This is the Fano plane depicted in Figure 1.21.

Now consider the chamber $c = \{1, l, \Pi\}$, where $l = \{1, 2, 4\}$, as in Example 2.4.11. Since the automorphism group of the Fano plane has order 168 (cf. Exercise 1.9.7) and the stabilizer of the flag $\{1, \{1, 2, 4\}\}$ in there must have index $7 · 3 = 21$, the stabilizer $B$ in $G$ of $c$ has order eight. It is readily checked that $(3, 5)(6, 7), (3, 6)(5, 7)$, and $(2, 4)(5, 6)$ generate $B$. The $G$-orbit of $c$ is of size $|G|/|B| = 2520/8 = 315$, so $G$ is transitive on the set of chambers of $\Gamma$. This reconfirms our findings in Example 2.4.11.

We can describe $\mathcal{C}(\Gamma)$ by starting with $B$ as a Borel subgroup of $G$, and prescribing the standard parabolic subgroups $G^{(i)}$ ($i \in I$) for the determination of adjacencies. To find $G^{(i)}$, the standard parabolic fixing the line $l$ and the plane $\Pi$, observe that the third generator of $B$ interchanges 2 and 4. A similar element interchanges 1 and 2 and stabilizes the same line and plane: $(1, 2)(3, 6)$. Together with $B$, it generates the group $G^{(1)}$. Similar observations show that $G^{(2)} = \langle B, (2, 3)(4, 7) \rangle$, the group generated by $B$ and $(2, 3)(4, 7)$. Moreover $(3, 5, 7) \in G$ changes $\Pi$ and preserves both point and line of $c$, so $G^{(3)} = \langle B, (3, 5, 7) \rangle$. By Proposition 3.6.4, the chamber system $\mathcal{C}(\Gamma)$ is isomorphic to $\mathcal{D} = \mathcal{C}(G, B, (G^{(1)}, G^{(2)}, G^{(3)}))$.

In fact, $\Gamma$ can easily be recovered from $\mathcal{D}$: its $i$-elements correspond to the objects of $\mathcal{D}$ of type $i$, that is, the cosets of $G^{(i)} G^{(j)} = \langle G^{(k)} \rangle$ in $G$, where $\{i, j, k\} = \{3\}$. For type 1, this means that the alternating group on $\{2, \ldots, 6\}$ (the stabilizer in $G$ of 1) is generated by $B$, $(2, 3)(4, 7)$, and $(3, 5, 7)$. For type 2, it means that the stabilizer in $G$ of $l$ is generated by $B$,
(1, 2)(3, 6), and (3, 5, 7). Finally, for type 3, it means that the automorphism group of \( P \) is generated by \( B, (2, 3)(4, 7), \) and \( (1, 2)(3, 6) \).

**Example 3.6.6** Let \( V \) be an \( n \)-dimensional vector space over a division ring \( D \). It determines the projective geometry \( \text{PG}(V) \) over \([n - 1]\) introduced in Example 1.4.9. Put \( C = C(\text{PG}(V)) \). If \( c = \{ V_i \mid i \in [n - 1] \} \) is a chamber of this geometry, with \( V_i \) a subspace of \( V \) of dimension \( i \), then we can find a basis \( (v_i)_{1 \leq i \leq n} \) of \( V \) such that \( v_1, \ldots, v_i \) span \( V_i \). Since \( GL(V) \) is transitive on the set of all bases of \( V \), a basis corresponding to one chamber can be mapped onto a basis corresponding to another. Hence \( GL(V) \) is chamber transitive on \( C \), a fact we already knew from Example 1.8.16.

We determine the Borel group and the standard parabolic subgroups of \( GL(V) \) for this geometry. Fix a chamber \( c \) and a basis \( (v_i) \) of \( V \) determining it. With respect to this basis, the group \( B \) is the set of matrices that fix \( c \):

\[
B = \left\{ \begin{pmatrix} b_{1,1} & b_{1,2} & \cdots & \cdots & \cdots & b_{1,n} \\ 0 & b_{2,2} & b_{2,3} & \cdots & \cdots & b_{2,n} \\ \vdots & \vdots & \vdots & \ddots & \cdots & \vdots \\ 0 & \cdots & 0 & b_{n-1,n-1} & b_{n-1,n} \\ 0 & \cdots & 0 & 0 & b_{n,n} \end{pmatrix} \mid \prod_{i=1}^{n} b_{i,i} \neq 0 \right\}
\]

Now fix \( j \in [n - 1] \). The matrices stabilizing all \( V_i \) for \( i \in [n - 1] \setminus \{j\} \) are of the form

\[
\begin{pmatrix}
* & * & \cdots & \cdots & \cdots & * \\
0 & * & * & \cdots & \cdots & * \\
0 & \vdots & \vdots & \ddots & \cdots & \vdots \\
\vdots & \vdots & 0 & * & \cdots & \cdots \\
\vdots & \vdots & \vdots & * & * & \cdots \\
0 & \vdots & \vdots & \vdots & 0 & * \\
0 & 0 & \cdots & \cdots & 0 & *
\end{pmatrix}
\]

Here, \( * \) stands for an arbitrary value of the entry, with the understanding that the resulting matrix should be invertible. Thus, \( G^{(j)} \) contains \( B \) and this containment is proper as the \((j + 1, j)\) entry is allowed to be nonzero.

**Lemma 3.6.7** Let \( G \) be a group, \( B \) a subgroup, \( (G^{(i)})_{i \in I} \) a system of subgroups of \( G \) containing \( B \). The chamber system \( \mathcal{C}(G, B, (G^{(i)})_{i \in I}) \) is connected if and only if \( G \) is generated by the subgroups \( G^{(i)} \) \((i \in I)\).

**Proof.** Suppose that \( c \) and \( d \) are chambers of the chamber system connected by gallery \( c = c_0, c_1, \ldots, c_m = d \). By applying an appropriate automorphism
(i.e., left multiplication by a suitable element of $G$), we may assume that $c = B$. Now $c \sim_i c_1$ means $c_1 \in c_i B^*$ (the set of left $B$-cosets in $G^{(i)}$), and $c_2 \sim_j c_1$ then implies $c_2 \in c_i^* j^* = G^{(i)} G^{(j)}/B$. Continuing along the gallery, we find $d \in G^{(i_1)} \cdots G^{(i_k)}/B$. Now writing $d = gB$ for $g \in G$, we find that $g \in G^{(i_1)} \cdots G^{(i_k)}$. The conclusion is that a chamber $gB$ is connected to $c$ in $C(G, B, (G^{(i)})_{i \in I})$ if and only if $g$ can be expressed as a product of elements of the $G^{(i)}$. This proves the lemma. 

**Notation 3.6.8** For $G$ a group with a system of subgroups $(G^{(i)})_{i \in I}$ we write $G^{(J)} = \{G^{(j)} \mid j \in J\}$.

For $J \subseteq I$, the chamber-transitive action of a group $G$ on a chamber system $C$ of Lemma 3.6.7 gives a nice description of the $J$-cell determined by the chamber $B$. By an argument as in the above proof, the $J$-cell $BJ^*$ is the set of all left cosets of the form $q_1 q_2 \cdots q_n B$ with $q_i \in G^{(r_i)}$ for certain $r_i \in J$ ($i \in [m]$). This means that $BJ^*$ is the $G^{(J)}$-orbit on $B$. In other words, it is the set of all $gB$ with $g \in G^{(J)}$; in symbols, $BJ^* = G^{(J)}/B$. So the $J$-cells of $C$ are the sets $xG^{(J)}/B$ with $x \in G$.

In view of these observations, a good strategy for checking residual connectedness may be to apply (iii) or (iv) in Lemma 3.4.9. It suffices to deal with the case $c = B$.

**Theorem 3.6.9** Let $I$ be a finite index set. Suppose that $G$ is a group with a system of subgroups $(G^{(i)})_{i \in I}$, and that $B$ is a subgroup of $\bigcap_{i \in I} G^{(i)}$. The following statements are equivalent.

(i) The chamber system $C(G, B, (G^{(i)})_{i \in I})$ is residually connected.
(ii) For all $J$, $K$, $L \subseteq I$, we have $G^{(L)} \cap G^{(J)} G^{(K)} = G^{(L \cap J)} G^{(L \cap K)}$.
(iii) For all $J$, $K$, $L \subseteq I$, we have $G^{(J)} G^{(L)} \cap G^{(K)} G^{(L)} = G^{(J \cap K)} G^{(L)}$.

**Proof.** This follows immediately from the discussion above and Lemma 3.4.9. 

**Example 3.6.10** Consider the group-theoretic chamber system description of the Neumaier geometry in Example 3.6.5. Merely by computation, one can verify that $G^{(i)} \cap G^{(j)} G^{(k)} = B$ for each triple $\{i, j, k\} = [3]$. But the geometric interpretation is easier: it says that if one starts with a chamber $c$ (which may be fixed, thanks to chamber transitivity), then changes the element of type $j$ in $c$ to obtain another chamber, $d$ say, and next an element of type $k$ of $d$ to find a resulting chamber $e$, and if $e$ can also be found by changing the element of type $i$ of $c$, then $e = d$. Thus, although the group-theoretic conditions are readily stated, their geometric interpretation is easier to verify.
Example 3.6.11 Let us explore the construction of projective planes from groups. Let \( G \) be a group with subgroups \( G^{(1)} \) and \( G^{(2)} \). We wish to interpret the intersection \( B = G^{(1)} \cap G^{(2)} \) as the stabilizer of a chamber of the projective plane, \( G^{(1)} \) as the stabilizer of the line in this chamber, and \( G^{(2)} \) as the stabilizer of the point in this chamber. In other words, we consider the chamber system \( \mathcal{C} = \mathcal{C}(G, B, (G^{(1)}, G^{(2)})) \) and ask for sufficient conditions for \( \mathcal{C} \) to be the chamber system of a projective plane. Translating the generalized 3-gon properties into conditions on the subgroups involved, we find

(i) \( G^{(1)}G^{(2)}G^{(1)} = G^{(2)}G^{(1)}G^{(2)} = G \);
(ii) \( G^{(1)}G^{(2)} \cap G^{(2)}G^{(1)} = B \).

Definition 2.6.1 shows how to attach a diagram to a system of subgroups of a group \( G \). Here is a similar approach, but now for a system of subgroups providing a chamber system rather than a geometry.

Definition 3.6.12 Let \( G \) be a group with a system of subgroups \( (G^{(i)})_{i \in I} \) indexed by \( I \), and let \( D \) be a diagram over \( I \). We say that \( G \) has chamber diagram \( D \) over \( (G^{(i)})_{i \in I} \) if, for any unordered pair \( \{i, j\} \subseteq I \), the coset geometry \( \Gamma(G^{(i,j)}, (G^{(i)}, G^{(j)})) \), with \( G^{(j)} \) of type \( i \) and \( G^{(i)} \) of type \( j \), belongs to \( D(i, j) \).

Proposition 3.6.13 Suppose that \( G \) is a group with a system of subgroups \( (G^{(i)})_{i \in I} \) indexed by \( I \). If \( G \) has chamber diagram \( D \) over \( (G^{(i)})_{i \in I} \) and the coset chamber system \( \mathcal{C} := \mathcal{C}(G, B, (G^{(i)})_{i \in I}) \) over \( B := \bigcap_{i \in I} G^{(i \setminus \{i\})} \) is residually connected, then the residually connected geometry \( \Gamma(\mathcal{C}) \) coincides with \( \Gamma(G, (G_i)_{i \in I}) \), where \( G_i = G^{(i \setminus \{i\})} \), and belongs to the diagram \( D \).

Proof. Because \( \mathcal{C} \) is residually connected, we have \( G^{(J)} \cap G^{(K)} = G^{(J \cap K)} \) for any two subsets \( J, K \) over \( I \) by Theorem 3.6.9. It follows that, for \( J \subseteq I \), the subgroup \( G_J \) coincides with \( \bigcap_{i \in J} G^{(i \setminus \{i\})} = G^{(i, J)} \). An \( i \)-element of \( \Gamma(\mathcal{C}) \) is the collection of \( B \)-cosets in \( gG^{(i \setminus \{i\})} \) for some \( g \in G \), which corresponds bijectively with the \( i \)-element \( gG_i \) of \( \Gamma(G, (G_i)_{i \in I}) \). It is readily verified that this identification leads to the coincidence of \( \Gamma(\mathcal{C}) \) and \( \Gamma(G, (G_i)_{i \in I}) \). By the Chamber System Correspondence 3.4.6, these geometries are residually connected.

Since \( G \) has chamber diagram \( D \) over \( (G^{(i)})_{i \in I} \), for \( i, j \in I \), the geometry \( \Gamma(G^{(i \setminus \{i\}), (i \mapsto G^{(j)}, j \mapsto G^{(i)})}) \) belongs to \( D(i, j) \). But this geometry is the same as \( \Gamma(G_i \setminus \{i\}, (i \mapsto G_{J \setminus \{i\}}, j \mapsto G_{J \setminus \{i\}})) \) so, by Definition 2.6.1 and Proposition 2.6.2, \( \Gamma(G, (G_i)_{i \in I}) \) belongs to \( D \). \( \square \)

Theorem 3.6.14 Let \( \mathcal{C} \) be a coset chamber system of the group \( G \) over \( B \) with respect to \( (G^{(i)})_{i \in I} \), such that, for all \( J \subseteq I \), the group \( G^{(J)} \) is

(i) a proper subgroup of \( G^{(J \cup \{i\})} \) for all \( i \in I \setminus J \), and

(ii) a proper subgroup of \( G^{(J \setminus \{i\})} \) for all \( i \in J \setminus I \), and
(ii) a maximal subgroup of $G^{(J \cup \{i\})}$ for all but at most one $i \in I \setminus J$.

If $\mathcal{C}$ has a linear diagram, then $\mathcal{C}$ is residually connected.

Proof. We assert that, for $J, K \subseteq I$, each $J$-cell meets each $K$-cell either in a $(J \cap K)$-cell or not at all. By transitivity, we need only show that $G^{(J \cap K)} = G^{(J \cap K)}$. We prove this assertion by induction on $|I \setminus (J \cap K)|$. The cases where $J \subseteq K$ or $J \supseteq K$ are easily dealt with. Therefore, we assume $k \in K \setminus J$ and $j \in J \setminus K$. Without harming generality, we may assume also that $G^{(J \cap K)}$ is a maximal subgroup of $G^{(J \cap K \cup \{k\})}$ (for, otherwise, interchange the roles of $J$ and $K$).

Now by induction, $G^{(J \cup \{k\})} \cap G^{(K)} = G^{(J \cap K \cup \{k\})}$, so

$$G^{(J \cap K)} \subseteq G^{(J \cup \{k\})} \cap G^{(K)} \subseteq G^{(J \cap K \cup \{k\})}.$$

If $G^{(J \cap K)} = G^{(J \cap K \cup \{k\})}$, then $G^{(k)} \subseteq G^{(J \cup \{k\})}$, and so $G^{(J)} = G^{(J \cup \{k\})}$, contradicting hypothesis (i). Thus, $G^{(J \cap K)}$ is a proper subgroup of $G^{(J \cap K \cup \{k\})}$ containing the maximal subgroup $G^{(J \cap K)}$, and hence coincides with $G^{(J \cap K)}$. This establishes the assertion.

We next verify that $\mathcal{C}$ satisfies the conditions of Theorem 2.6.4 with respect to its subgroups $G_i = G^{(I \setminus \{i\})}$ ($i \in I$). As for (i), for $J \subseteq I$ with $|I \setminus J| \geq 2$, we have

$$G_J = G^{(I \setminus J)} = (G^{(I \setminus \{i\})}) \mid i \in I \setminus J = (G_{J \cup \{i\}}) \mid i \in I \setminus J,$$

as required. As for (ii), let $i, j$ be distinct elements of $I$. The geometry $\Gamma(G_I, (G_i)_{i \in I}) = \Gamma(G^{(i \setminus j)}), (G^{(j)}), (G^{(i)})$ is of type $D(i,j)$.

Hence Theorem 2.6.4 applies, showing that $\Gamma(G, (G_i)_{i \in I})$ is residually connected. Consequently, $\mathcal{C}(\Gamma(G, (G_i)_{i \in I})) = \mathcal{C}(G, \bigcap_{i \in I} G^{(i)}), (G^{(i)})_{i \in I})$ is residually connected.

Example 3.6.15 Let $G$ be the group with presentation

$$G = \langle c, d, e, x, y, z \mid c^3, d^3, e^3, x^7, y^7, z^7,$$

$$x^{-1}c^{-1}d, y^{-1}d^{-1}e, z^{-1}e^{-1}c,$$

$$exc^{-1}x^{-2}, dyd^{-1}y^{-2}, eze^{-1}z^{-2} \rangle,$$

and consider the chamber system $\mathcal{C} = \mathcal{C}(G, \{1\}, \langle(c, (d, (e)) \rangle$ over $[3]$. The symmetry in the defining relations shows that there is an automorphism of $G$ given by $c \mapsto d \mapsto e \mapsto c$ and $x \mapsto y \mapsto z \mapsto x$, which leads to a correlation of $\mathcal{C}$ (cf. Definition 3.1.7). We claim that $\mathcal{C}$ is a chamber system of type $\tilde{A}_2$. To see this and keeping into account the automorphism just described, we only need to verify that $\mathcal{C}((c, d), \{1\}, \langle(c, (d)) \rangle$ is the chamber system of a projective plane. On the one hand, the relations involving $c$ and $d$ in the above presentation of $G$ show that the subgroup $G^{(1,2)} = \langle(c, d) \rangle$ of $G$ is a quotient of the Frobenius group of order 21. On the other hand, a coset
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enumeration of a quotient of $G$ by the normal subgroup generated by $(cde)^2$ show that there is a homomorphism $G \to \text{Alt}_8$ given by

$$c \mapsto (2, 4, 6)(3, 8, 5), \quad d \mapsto (2, 3, 7)(4, 5, 8), \quad e \mapsto (1, 2, 5)(3, 4, 8).$$

The image of the subgroup $(c, d)$ of $G$ under this homomorphism is readily seen to have size 21, and so its order must be precisely 21. But then Exercise 1.9.29 shows that $\mathcal{C}((c, d), \{1\}, ((c), (d)))$ is indeed the chamber system of the projective plane of order two.

Similarly, it can be verified that $G((f_1, 2g)) G((f_2, 3g)) \cap G((f_1, 3g)) = \langle c \rangle \langle e \rangle = G(3)G(3)$, from which we derive by use of Lemma 3.6.9 that $\mathcal{C}$ is residually connected.

Remark 3.6.16 In Definition 3.6.3, a chamber system is constructed from a group and a system of subgroups. For a given diagram $D$ over $I$, there is a more general notion that may lead to the construction of chamber systems of type $D$. The idea is to specify groups $B$, $G(\langle i \rangle)$ ($i \in I$), and $G(\langle i, j \rangle)$ ($i, j \in I; i \neq j$) with embeddings $B \subseteq G(\langle i \rangle) \subseteq G(\langle i, j \rangle)$ such that the geometry $I'(G(\langle i, j \rangle), G(\langle i \rangle), G(\langle i \rangle))$ over $\{i, j\}$ belongs to $D(i, j)$ for each choice of distinct $i, j \in I$, and to construct a universal group $G$ in which these embeddings are realized. The system of groups and embeddings is a particular example of an amalgam. There is a unique universal construction for this group $G$, but it does not always provide for the required embeddings—these may collapse. This group is called the universal completion of the amalgam. Example 3.6.15, for instance, can be regarded as the universal completion of the system $B = 1$, $G(\langle 1 \rangle) = \langle c \mid c^3 \rangle$, $G(\langle 2 \rangle) = \langle d \mid d^3 \rangle$, $G(\langle 3 \rangle) = \langle e \mid e^3 \rangle$, $G(\langle 1, 2 \rangle) = \langle c, d \mid c^3, d^3, (c^{-1}d)^7, dc^{-1}(d^{-1}c)^2 \rangle$, $G(\langle 1, 2, 3 \rangle) = \langle d, e \mid d^3, e^3, (d^{-1}e)^7, ed^{-1}(e^{-1}d)^2 \rangle$, $G(\langle 1, 3 \rangle) = \langle e, c \mid e^3, c^3, (e^{-1}c)^3, ce^{-1}(e^{-1}c)^2 \rangle$, with canonical embeddings as suggested by the notation.

3.7 Exercises

Section 3.1

Exercise 3.7.1 Consider the chamber system of the cube viewed as a rank three geometry (see Figure 3.2).

(a) Prove that point reflection at the center of the cube in Euclidean space describes an automorphism $\alpha$ of the corresponding geometry, and that it induces an automorphism of its chamber system that interchanges ‘opposite’ chambers (i.e., chambers that are on the same line through the center of the cube).

(b) Verify that the quotient of the chamber system obtained by identifying opposite chambers (that is, chambers and their images under $\alpha$) is residually connected and that it is locally isomorphic to the cube (in the sense
that an element of the cube geometry has a residue isomorphic to that residue of an element of the quotient).

(c) Consider the quotient geometry of the cube with respect to \( \langle \alpha \rangle \). What is its chamber system? Does it coincide with the quotient chamber system with respect to \( \langle \alpha \rangle \)?

**Exercise 3.7.2** Let \( \mathcal{C} = (C, \{ \sim_i \mid i \in I \}) \) be a chamber system. Proposition 3.1.10 can be generalized as follows. Let \( E \) be an equivalence relation on \( C \) such that \( E \circ \sim_i = \sim_i \circ E \) for each \( i \in I \). Here, \( \circ \) is the usual composition of relations (so \( A \circ B \) for relations \( A \) and \( B \) on \( C \) is the relation given by \( x(A \circ B)y \iff \exists c \in C : xAc \text{ and } cBy \)). Such a relation is called a congruence on \( C \).

(a) Verify that \( (C/E := (C/E, \{ \sim_i \circ E/E \mid i \in I \}) \), where \( C/E \) is the set of \( E \)-equivalence classes on \( C \) and \( \{ \sim_i \circ E/E \mid i \in I \} \) is the relation on \( C/E \) induced by \( \sim_i \), is a chamber system over \( I \). It is called the quotient chamber system of \( C \) by the congruence \( E \).

(b) Prove that there exists a natural quotient homomorphism \( \mathcal{C} \to C/E \).

(c) Let \( \mu : \mathcal{C} \to \mathcal{C}' \) be a surjective homomorphism of chamber systems over \( I \) such that for all \( i \in I \), \( x \in C \) and \( v \in C' \) with \( \mu(x) \sim_i' v \) there exists \( y \in \mu^{-1}(v) \) with \( y \sim_i x \). Show that \( \mathcal{C}' \) is the quotient of \( \mathcal{C} \) by a suitable congruence.

(d) For \( A \) a group of automorphisms of \( C \), show that the chamber system \( C/A \) defined in Proposition 3.1.10 coincides with the quotient chamber system \( C/E \), where \( E \) is the relation ‘lying in the same \( A \)-orbit’ on \( C \).

**Section 3.2**

**Exercise 3.7.3** Consider the vector space \( U := \bigoplus_{i \in \mathbb{N}} \varepsilon_i \mathbb{R} \) with basis \( (\varepsilon_i)_{i \in \mathbb{N}} \). We define the incidence system \( \text{PG}(U) \) similarly to Example 1.4.9: Its elements are all subspaces of \( U \) of finite positive dimension. Subspaces \( X \) and \( Y \) are incident if and only if either \( X \subseteq Y \) or \( Y \subseteq X \). The type of an element is its affine dimension, so the set of types is \( \mathbb{N} \).

(a) Verify that \( \text{PG}(U) \) is a residually connected geometry over \( \mathbb{N} \).

(b) Show that the conclusion of Lemma 1.6.3 is satisfied for \( \text{PG}(U) \).

(c) Prove that \( \mathcal{C}(\text{PG}(U)) \) is not connected.

**Section 3.3**

**Exercise 3.7.4** (Cited in Corollary 11.3.11) Let \( m \in \mathbb{N} \cup \{ \infty \}, m \geq 2 \). Show that a chamber system \( \mathcal{C}(I') \) over \( I := [2] \) of a generalized \( m \)-gon \( I' \) is characterized by the following four axioms. Here, a simple gallery is a gallery \( x_1, x_2, \ldots, x_q \) without repetitions, so \( x_i \neq x_{i+1} \) for \( i \in [q - 1] \).

(a) Each panel has at least two chambers.
(b) Its graph is connected of diameter $m$.
(c) If $n \in \mathbb{N}$ satisfies $0 < n < 2m$, then there is no simple closed gallery of length $n$ and of type $i, j, i, j, i, j, \ldots$, where $I = \{i, j\}$.
(d) If $m < \infty$ and if there is a simple gallery of length $m$ and of type $i, j, i, j, \ldots$ from $x$ to $y$, then there is a simple gallery of length $m$ and of type $j, i, j, i, \ldots$ with the same starting chamber $x$ and end chamber $y$, where $\{i, j\} = I$.

Fig. 3.9. A chamber system of rank four corresponding to the unit geometry

**Exercise 3.7.5** Show that Figure 3.9 depicts an example of a chamber system $\mathcal{C}$ of rank four such that $\Gamma(\mathcal{C})$ is the unit geometry.

Fig. 3.10. A chamber system of rank four whose incidence system is not a geometry

**Exercise 3.7.6** Show that Figure 3.10 depicts an example of a chamber system $\mathcal{C}$ of rank four such that $\Gamma(\mathcal{C})$ is not a geometry.
Exercise 3.7.7 Let \( C \) be a chamber system over \( I \), with chamber set \( C \), satisfying the following condition.

If \( J \subseteq I \) and \( (Z_j)_{j \in J} \) are \( j \)-objects of \( C \) with \( Z_i \cap Z_j \neq \emptyset \) for all \( i, j \in J \), then \( \bigcap_{j \in J} Z_j \neq \emptyset \).

Let \( \phi \) be the map \( J \mapsto \{cJ^* \mid c \in C\} \) from the power set \( 2^I \) of \( I \) (that is, the collection of all subsets of \( I \)) to the collection \( \mathcal{H} \) of partitions of \( C \) into cells of \( C \). Both \( 2^I \) and \( \mathcal{H} \) are lattices, that is, they are partially ordered sets (\( 2^I \) by inclusion, \( \mathcal{H} \) by refinement) in which for every pair of elements \( x, y \) there is a least upper bound \( x \cup y \) and a greatest lower bound \( x \cap y \). A lattice homomorphism \( 2^I \to \mathcal{H} \) is a map preserving the partial orders and least upper bounds and greatest lower bounds of two elements.

(a) Prove that \( \phi \) is a lattice homomorphism from \( 2^I \) to \( \mathcal{H} \) if \( C \) is residually connected.

(b) Give a counterexample to show that the converse implication of (a) does not hold.

Section 3.4

Exercise 3.7.8 Show that the condition \( |I| \geq 2 \) is necessary in Lemma 3.4.1. Which implication fails?

Exercise 3.7.9 Consider the three subgroups \( G^{(1)} = \{(1, 3), (2, 5)\}, G^{(2)} = \{(1, 2, 3)\}, G^{(3)} = \{(2, 3), (4, 5)\} \) of \( G = \text{Sym}_5 \). As usual, we let \( G \) act on \([5]\) from the left, so \((1, 3)(2, 3) = (1, 3, 2)\). Let \( C \) be the chamber system \( C \{G, 1, (G^{(1)}, G^{(2)}, G^{(3)})\} \) over \([3]\).

(a) Verify that \( C \) is connected.
(b) Verify that \( G^{(i)} \cap G^{(j)} = 1 \) for \( 1 \leq i < j \leq 3 \).
(c) Verify that \((1, 3, 2) \in G^{(2)} \cap G^{(1)} G^{(3)}\).
(d) Conclude that \( C \) is not residually connected.

Section 3.5

Exercise 3.7.10 (Cited in Remark 11.2.13) Let \( D \) be a diagram over \( I \) such that all geometries belonging to \( D(i, j) \) for distinct \( i, j \in I \) are residually connected. Prove the following statements.

(a) If \( \Gamma \) is a geometry of type \( D \), then \( \mathcal{C}(\Gamma) \) is a chamber system of type \( D \).
(b) If \( C \) is a residually connected chamber system of type \( D \), then \( \Gamma(\mathcal{C}) \) is a residually connected geometry of type \( D \).
Exercise 3.7.11 (This exercise is used in Proposition 11.1.6.) Let $J$ and $K$ be disjoint index sets. For diagrams $D$ over $J$ and $E$ over $K$, let $D \oplus E$ be their direct sum, that is, the disjoint union of the two labeled graphs, viewed as a diagram over $J \cup K$ (so $(D \oplus E)(j, k)$ consists of generalized digons whenever $j \in J$ and $k \in K$). Prove that the direct sum of a chamber system of type $D$ over $J$ and a chamber system of type $E$ over $K$ is a chamber system of type $D \oplus E$ over $J \cup K$.

Section 3.6

Exercise 3.7.12 Suppose that $G$ is a group with a system of subgroups $(G^{(i)})_{i \in I}$ indexed by $I$ and $B$ is a subgroup of $G$ contained in each $G^{(i)}$. Consider the coset chamber system $\mathcal{C} = \mathcal{C}(G, B, (G^{(i)})_{i \in I})$ over $B$. Prove that $gG^{(j)}g^{-1}$ is the stabilizer in $G$ of the $J$-cell $gG^{(j)}/B$ of $\mathcal{C}$.

Exercise 3.7.13 What can you say about the correspondence between $\mathcal{C}(G, B, (G^{(i)})_{i \in I})$ and $\mathcal{C}(G, (G^{(i)})_{i \in I})$, where $G_i = G^{(\cap \{i\})}$, in Proposition 3.6.13 if $B$ is a subgroup of (but not necessarily equal to) $\bigcap_{i \in I} G^{(i) \setminus \{i\}}$?

3.8 Notes

The study and development of chamber systems, especially in view of a local characterization of buildings was initiated by Tits in [286]. Other accounts on the subject are to be found in [50, 232].

Section 3.3

Example 3.3.9(ii) is due to Pasini.

Section 3.4

The chamber system correspondence can be phrased as an equivalence of categories between residually connected geometries over $I$ and residually connected chamber systems over $I$.

Theorem 3.4.6, and various characterizations of residual connectedness in terms of chamber systems, have been worked out by various authors (see [216, 316] for some instances), including those of this book.

Section 3.6

Amalgams, as mentioned in Remark 3.6.16, are well described in [30]. The paper [140] generalizes results by Tits [288, 287] which show that the non-existence of certain proper coverings of flag-transitive geometries leads to presentations of groups of automorphisms as amalgams (cf. Remark 3.6.16) of flag stabilizers.
3. Chamber Systems
4. Thin Geometries

As stated in Definition 1.2.7, a geometry is thin if each residue of rank one has exactly two elements. These geometries are firm in the most economical way. Residually connected examples are provided by the convex polyhedra in $\mathbb{E}^3$ and the tessellations of $\mathbb{E}^2$ and $\mathbb{E}^3$; all (residues of) faces are polygons, all (residues of) edges are digons, and all vertex residues are again polygons (see Examples 1.1.3, 1.1.4, 1.1.5). In Section 4.1, we study these examples in the Euclidean space. Next we look at them intrinsically, i.e., without reference to an embedding in $\mathbb{E}^n$. We are most interested in the regular examples, which are geometries of Coxeter type, the subject of Section 4.2. It turns out that these are all quotients of geometries corresponding to Coxeter groups, one for each Coxeter type. This leads to the study of Coxeter groups, which takes up Sections 4.3 (where many groups generated by reflections are shown to be Coxeter groups), 4.4 (where Coxeter groups are shown to have a faithful linear representation as a group generated by reflections), 4.5 (where the centers of the perspectivities induced by these reflections are studied), and 4.6 and 4.7 (where the finite Coxeter groups are determined). Having gathered enough knowledge about Coxeter groups, we return to the regular polytopes in Section 4.8 and classify them by Coxeter types.

4.1 Being thin

In this section, we primarily look at convex polytopes in $\mathbb{E}^3$ for examples of thin geometries of Coxeter types.

If a geometry is thin, then so are all of its residues. This leads to the following characterization of thin geometries.

**Lemma 4.1.1** A thin rank one geometry has exactly two elements. A geometry of rank at least two is thin if and only if all of its rank two residues are thin.

**Proof.** In the rank one case, the empty set is a flag of corank one, so the element set itself must be of size two. In the case of rank at least two, Proposition 1.5.3(ii) shows that each residue of rank one can be obtained as the residue of an element inside a residue of rank two. \(\square\)
Thus, first order of business is to determine thin rank two geometries more closely. Of course, \( m \)-gons are thin for all \( m \in \mathbb{N} \cup \{\infty\}, \ m \geq 2 \).

**Theorem 4.1.2** Every thin connected rank two geometry is an \( m \)-gon for some \( m \in \mathbb{N} \cup \{\infty\}, \ m \geq 2 \).

**Proof.** Let \( \Gamma = (\mathcal{X}, *, \tau) \) be a thin connected rank 2 geometry. If the incidence graph of \( \Gamma \) contains a circuit \( Y \), it must be a circuit of even length, say, \( 2m \). This forces \( X = Y \), as the incidence graph is connected, and \( Y \), having valency two, is a connected component of \( X \). Hence \( \Gamma \) is an \( m \)-gon.

We are left with the case where the incidence graph of \( \Gamma \) contains no circuits, i.e., is a tree of valency two. Take an element \( x_0 \) of \( \Gamma \). This element is incident with exactly two other elements, \( x_{-1} \), and \( x_1 \), say. Define a map \( \delta : \mathcal{X} \to \mathbb{Z} \) by

\[
\delta(x) = \begin{cases} 
    d(x, x_0) & \text{if } d(x, x_{-1}) \geq d(x, x_1), \\
    -d(x, x_0) & \text{otherwise},
\end{cases}
\]

where \( d \) stands for distance in the collinearity graph of \( \Gamma \). Now \( \delta \) establishes an isomorphism from \( \Gamma \) to the ordinary \( \infty \)-gon defined in Definition 2.2.6. \( \square \)

The restriction to connected geometries in the above theorem is not essential since every rank two geometry is the ‘disjoint union’ of connected geometries, namely the connected components of its incidence graph. In terms of Coxeter diagrams (cf. Section 2.4), we have the following consequence of the theorem.

**Corollary 4.1.3** Let \( \Gamma \) be a thin residually connected geometry over a set of types \( I \). The geometry \( \Gamma \) is of Coxeter type if and only if, for each \( i, j \in I \), all the residues of type \( \{i, j\} \) are isomorphic to each other.

**Proof.** The ‘only if’ part follows from the fact that, for fixed distinct \( i, j \in I \), the residues of type \( \{i, j\} \) are thin generalized \( m_{i,j} \)-gons for some \( m_{i,j} \geq 2 \), and hence \( m_{i,j} \)-gons.

The ‘if’ part follows from Theorem 4.1.2 as each rank two residue of \( \Gamma \) is thin (see Lemma 4.1.1) and connected (cf. Corollary 1.6.6), so an \( m \)-gon for some \( m \in \mathbb{N} \cup \{\infty\} \). As all the residues of type \( \{i, j\} \) are isomorphic, the value \( m \) only depends on \( \{i, j\} \). \( \square \)

The following construction shows that thin residually connected geometries of rank \( \geq 3 \) can be rather wild objects and that there is little hope for their classification.
Definition 4.1.4 An arc in $E^2$ is the image of an injective continuous piece-wise linear map from the unit segment $[0, 1]$ into $E^2$. Here, piece-wise linear means that the image consists of a finite number of line segments. This assumption helps to avoid anomalies like space-filling curves and fractals.

By projecting the 2-dimensional sphere $S^2$, hanging above the Euclidean plane $E^2$ in Euclidean space $E^3$, from the north pole onto the plane, we can interpret $E^2$ as the set of points of $S^2$ distinct from the north pole. A planar map is a triple $(X_1, X_2, X_3)$ consisting of

1. a discrete non-empty subset $X_1$ of $E^2$ each point of which belongs to a finite number, at least two, of members of $X_2$;
2. a collection $X_2$ of arcs in $E^2$ whose intersections with $X_1$ consist of two distinct end points, with the property that no two arcs meet outside $X_1$;
3. a collection $X_3$ of closed regions of $E^2$ (each homeomorphic to a disk, possibly after adding the north pole) whose union is equal to $E^2$; the interior of each region in $X_3$ is disjoint from all members of $X_2$; the border of each region in $X_3$ is the union of a finite number of members of $X_2$ and is homeomorphic to a circle; every member of $X_2$ is in the border of exactly two members of $X_3$.

If $P = (X_1, X_2, X_3)$ is a planar map, then the geometry associated with $P$ is $\Gamma(P) := (X_1, X_2, X_3, *)$, where $*$ stands for symmetrized inclusion. This is a thin $[3]$-geometry whose digon diagram is linear.

![Fig. 4.1. A planar map whose geometry is a thin, residually connected geometry which is not of Coxeter type](image)

See Figures 4.1 and 4.2 for examples of planar maps.

Example 4.1.5 There are several analogues of the above construction. In the following examples, thin residually connected geometries arise, whose digon diagrams are non-linear.

Let $P = (X_1, X_2, X_3)$ be a planar map with face set $X_3$ admitting a 3-coloring of the faces, that is, a coloring by three colors such that no two neighboring faces have a common color. Let $\Delta = (X_3, *, \tau)$ be the geometry of rank three where $\tau(x)$ is the color of $x \in X_3$ and $x * y \iff x \cap y \neq \emptyset$ for all $x, y \in X_3$. It is easy to determine conditions on $P$ that are necessary and
sufficient for $\Delta$ to be a thin residually connected geometry. A thin geometry of Coxeter type $A_2$ (cf. Figure 2.17) results if we take $P$ to be the tiling of $\mathbb{E}^2$ by regular hexagons with the coloring depicted in Figure 4.2.

Take the tiling of $\mathbb{E}^2$ by equilateral triangles and color its faces $b$ (for black) and $w$ (for white) in such a way that two adjacent faces have different colors. See Figure 4.3. Let $\Gamma$ be the geometry over $\{o, b, w\}$, where $o$-elements are the vertices, $b$-elements the black faces and $w$-elements the white faces, and where incidence for $o$-elements and faces is based on inclusion, while two faces of different colors are incident if they have an edge in common. Then $\Gamma$ is a thin geometry all of whose rank two residues are triangles. It is again a thin geometry of Coxeter type $A_2$.

**Remark 4.1.6** The finite planar maps can easily be seen as embedded in the sphere $S^2$. By suitably rotating the sphere, we can always arrange for the arc to miss a given point, and so the restriction that vertices or arcs of the map, as defined above, miss the north pole is not essential.

Analogues of finite planar maps in $S^2$ are obtained by replacing the sphere by other surfaces. The possible variations of residues of given type pertaining to such a geometry exhibits how capricious these objects are. In particular,
4.1 Being thin

the consequence of Theorem 4.1.2 according to which thin $[2]$-geometries have flag-transitive groups of automorphisms, does not carry over to thin $[3]$-geometries. We need to impose some regularity in order to isolate the thin geometries of our interest.

**Remark 4.1.7** Finite planar maps occur as the boundaries of polyhedra. Regular polyhedra have been studied for about 2500 years, so it is no surprise that they have given rise to quite different treatments and definitions. Let us consider two opposing points of view on regularity, a weaker and a stronger one. In the ‘weak sense’, a thin $[3]$-geometry is said to be regular if, for all distinct $i, j \in [3]$, the residues of type $\langle i, j \rangle$ are isomorphic; in other words (thanks to Corollary 4.1.3), if it is a thin $[3]$-geometry of Coxeter type.

In the strong sense, a thin $[3]$-geometry will have a flag-transitive automorphism group. Such a geometry is obviously of Coxeter type. Both viewpoints apply to polyhedra and tilings. The geometry $\Gamma$ of Exercise 2.8.14 is a thin $[3]$-geometry that is regular in the weak but not in the strong sense.

The five Platonic solids (the tetrahedron, cube, octahedron, dodecahedron and icosahedron, cf. Figure 1.2) are examples of regular thin geometries in the strong sense. We now characterize these geometries as weakly regular geometries.

**Theorem 4.1.8** Let $P$ be a finite planar map whose associated geometry $\Gamma(P)$ is of Coxeter type

\[
\begin{array}{ccc}
1 & p & 2 \\
2 & q & 3 \\
3 & 3 & 1
\end{array}
\]

For $i \in [3]$, let $v_i$ be the number of elements of type $i$ of $\Gamma(P)$.

(i) The numbers $p, q, v_1, v_2, v_3$ are as given in one of the rows of the Table 4.1.

(ii) Each row of Table 4.1 corresponds to a unique thin $[3]$-geometry $\Gamma(P)$ up to isomorphism.

(iii) The geometry $\Gamma(P)$ is residually connected and has a flag-transitive automorphism group.

**Proof.** We freely use Euler’s formula for $P$:

\[v_1 - v_2 + v_3 = 2.\] (4.1)

It can be proved by induction on $N = v_1 + v_2$, starting with the case $N = 4$. Counting the number of chambers of $\Gamma(P)$ in three distinct ways we find

\[v_1 \cdot q \cdot 2 = v_2 \cdot 2 \cdot 2 = v_3 \cdot p \cdot 2\]

so that $v_1$ and $v_3$ can be expressed in terms of $v_2, p,$ and $q$. Combining these equalities with Euler’s formula (4.1), we find
Table 4.1. Parameters of Platonic solids

<table>
<thead>
<tr>
<th>$v_1$</th>
<th>$v_2$</th>
<th>$v_3$</th>
<th>$p$</th>
<th>$q$</th>
<th>name</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>$m$</td>
<td>$m$</td>
<td>2</td>
<td>$m$</td>
<td>dual dihedron</td>
</tr>
<tr>
<td>$m$</td>
<td>$m$</td>
<td>2</td>
<td>$m$</td>
<td>2</td>
<td>dihedron</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>tetrahedron</td>
</tr>
<tr>
<td>6</td>
<td>12</td>
<td>8</td>
<td>3</td>
<td>4</td>
<td>octahedron</td>
</tr>
<tr>
<td>8</td>
<td>12</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>cube</td>
</tr>
<tr>
<td>12</td>
<td>30</td>
<td>20</td>
<td>3</td>
<td>5</td>
<td>icosahedron</td>
</tr>
<tr>
<td>20</td>
<td>30</td>
<td>12</td>
<td>5</td>
<td>3</td>
<td>dodecahedron</td>
</tr>
</tbody>
</table>

This gives $\frac{1}{p} + \frac{1}{q} > \frac{1}{2}$, and so $(p - 2)(q - 2) < 4$. It follows that the only possible values for $p$ and $q$ are those of Table 4.1. The values of $v_1$, $v_2$, $v_3$ follow from the above formulae. This gives (i).

The proofs of (ii) and (iii) are left to the reader. They are also consequences of later developments on Coxeter geometries.

The reader will have no difficulty drawing the maps $P$ corresponding to the geometries $\Gamma(P)$ of Theorem 4.1.8 and relating them to the Platonic solids.

Remark 4.1.9 (i). The numbers appearing in Table 4.1 suggest a kind of duality interchanging the roles of points and faces. Given a planar map $P$ as in the theorem, there is a dual planar map $P^\vee$ obtained as follows.

1. $X_1^\vee$ consists of a point in each face in $X_3$.
2. $X_2^\vee$ consists of arcs joining two points $p_1$, $p_2$ in adjacent members of $X_3$, one for each $a \in X_2$ in the intersection of the faces containing $p_1$ or $p_2$, in such a way that $a$ is the unique member of $X_2$ meeting the arc.
3. $X_3^\vee$ consists of the regions around points in $X_1$ bounded by the arcs in $X_2^\vee$.

Now $\Gamma(P^\vee)$ is correlated (but usually not isomorphic) to $\Gamma(P)$.

(ii). The three regular tilings of the plane $\mathbb{E}^2$, namely by regular triangles (cf. Figure 4.3), by regular hexagons (cf. Figure 4.2), and by squares, can be obtained by a proof analogous to the above, the difference being that the left hand side of Equation (4.2) should be replaced by 0 (which can be interpreted as $1/\infty$ to connect with the polytope case). The Coxeter types are as in Theorem 4.1.8, with $(p, q) = (3, 6), (6, 3), (4, 4)$, in the respective cases.
(iii). We recall that the hemidodecahedron was obtained in Example 1.3.4 by identifying opposite elements of the dodecahedron. The resulting geometry is of the same Coxeter type as the dodecahedron. But the tetrahedron has no proper quotients that are also maps.

**Example 4.1.10** We list more examples of regular thin $[3]$-geometries of Coxeter type occurring in $E^3$.

(i). The tiling (also called tessellation) of $E^3$ by cubes provides a flag-transitive geometry over the diagram

\[ \tilde{C}_3 : = \begin{array}{c} \hline \hline \hline \end{array} \] .

This diagram will recur in Table 4.3.

(ii). Similarly to the colored tiling of $E^2$ by regular triangles (described in Example 4.1.2 and Figure 4.3), the bicolored tiling of $E^3$ by cubes, in which cubes of distinct colors are incident if and only if they intersect in a face, gives a flag-transitive geometry. It is of the Coxeter type depicted at the right hand side of Figure 2.7 of Example 2.4.4.

(iii). **Stellation** is a process of constructing a new polyhedron from a given one by extending the faces of the given polyhedron; the result of the process is called the **stellated polyhedron**. The pentagram (a regular star shaped 5-gon), for instance, is a stellation of the regular 5-gon in $E^2$, and the star of David (built up of two regular triangles), is a stellation of the regular 6-gon in $E^2$. Stellations of the dodecahedron and the icosahedron in $E^3$ give rise to four regular stellated solids depicted in Figure 4.4. The upper left one is known as the great dodecahedron. Continuing clockwise, we encounter the small stellated dodecahedron, the great stellated dodecahedron (which is also depicted in Figure 1.11), and the great icosahedron. Each of these four leads to a thin regular rank three geometry. There are many more stellated dodecahedra and icosahedra, which are not regular.

We next exhibit higher-dimensional analogues of the Platonic solids.

**Definition 4.1.11** Let $n > 0$. A **convex polytope** $\Pi$ in the Euclidean affine space $E^n$ is the convex hull of a finite set of points. The **polytope geometry** $\Gamma(\Pi)$ of $\Pi$ is the following geometry over $[n]$. Its $n$-elements are the $(n - 1)$-dimensional affine subspaces of $E^n$ spanned by $n$ points on the boundary $\partial \Pi$ of $\Pi$ and meeting $\Pi$ only in $\partial \Pi$. The intersection of an $n$-element with $\Pi$ is called a **face** of $\Pi$. It is a convex polytope in $E^{n-1}$. For $i = n-1, \ldots, 1$, we define an $i$-element of $\Gamma(\Pi)$ recursively as an $(i - 1)$-dimensional affine subspace of $E^n$ spanned by $i$ points on the boundary of a convex polytope in $E^i$ of the form $\Sigma := x \cap \Pi$, where $x$ is an $i$-element of $\Gamma(\Pi)$, such that it meets $\Sigma$ only in $\partial \Sigma$. The intersection of an $i$-element with $\Pi$ is called an $(i - 1)$-**face** of $\Pi$. Incidence of $\Gamma(\Pi)$ is symmetrized
inclusion. The vertices, edges, and faces of $\Pi$ are the 0-faces, 1-faces, and $(n - 1)$-faces, respectively.

If this geometry is of Coxeter type $M$ (cf. Definition 2.4.2) and the rank of $M$ equals $n$, we also say that $\Pi$ itself is of Coxeter type $M$.

**Proposition 4.1.12** Let $n \geq 2$. The geometry of a convex polytope in $\mathbb{E}^n$ is thin and residually connected and has a linear digon diagram.

**Proof.** Let $\Pi$ be a convex polytope satisfying the hypotheses. For $n = 2$, the proposition is trivial. Let $n > 2$. Fix $i \in [n]$ and let $x$ be an $i$-element
of $\Gamma(II)$. It is not hard to find an $(n - i)$-dimensional affine subspace $H$ of $\mathbb{E}^n$ disjoint from $x$ such that the affine subspace $\langle x, v \rangle$ spanned by $x$ and $v$ meets $H$ nontrivially for every vertex $v$ of $H$ such that $\langle x, v \rangle$ is an $(i + 1)$-element of $\Gamma(II)$. The convex polytope spanned by the points $\langle x, v \rangle \cap H$, for $v$ as above (does not depend essentially on the choice of $H$ and) is called the **star** of $x$. The residue of $x$ in $\Gamma(II)$ is the direct sum of the geometry of the convex polytope of rank $i - 1$ contained inside $x$ and the geometry of the star of $x$. Therefore, the statement follows by induction on $n$. □

In particular, if $M$ is the Coxeter type of a convex polytope, then $M$ is a linear diagram.

**Example 4.1.13** We describe convex polytopes whose geometries have Coxeter types given in Table 4.2 (part of it appeared in Table 2.2). The last row lists the Coxeter types $I^{(m)}_2$ which belong to the regular $m$-gons in $\mathbb{E}^2$ and will not be discussed here further. For each $n \in \mathbb{N}$ with $n \geq 1$, let $\varepsilon_1, \ldots, \varepsilon_n$ be the standard basis of $\mathbb{R}^n$.

<table>
<thead>
<tr>
<th>name</th>
<th>diagram</th>
<th>example</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_n$</td>
<td></td>
<td>$n$-simplex</td>
</tr>
<tr>
<td>$B_n, C_n$</td>
<td></td>
<td>$n$-cube, $n$-octahedron</td>
</tr>
<tr>
<td>$F_4$</td>
<td></td>
<td>24-cell</td>
</tr>
<tr>
<td>$H_3$</td>
<td></td>
<td>icosahedron, dodecahedron</td>
</tr>
<tr>
<td>$H_4$</td>
<td></td>
<td>600-cell</td>
</tr>
<tr>
<td>$I^{(m)}_2$</td>
<td></td>
<td>$m$-gon</td>
</tr>
</tbody>
</table>

(i). The **hypertetrahedron** or **$n$-simplex** on $n + 1$ points is the convex polytope spanned by the $n + 1$ vectors

$$(n + 1)\varepsilon_j - \sum_{l=1}^{n+1} \varepsilon_l \quad (j \in [n + 1])$$

which belong to the hyperplane given by the equation $\sum_{i=1}^{n+1} x_i = 0$ in $\mathbb{E}^{n+1}$. These $n + 1$ vectors are the 1-elements of the polytope geometry. Each set of $i + 1$ elements of type 1 is the 1-shadow of an $i$-element of the geometry. The geometry has Coxeter type $A_n$ and is isomorphic to the geometry of rank $n$ of Example 1.2.6.
(ii). The hypercube or \textit{n-dimensional measure polytope}. Its 1-elements are the $2^n$ vectors $\pm \varepsilon_1 \pm \varepsilon_2 \pm \cdots \pm \varepsilon_n$ in $\mathbb{R}^n$. The $n$-elements are the hyperplanes $x_j = 1$ or $x_j = -1$ for $j \in [n]$, so they are $2n$ in number. For $n = 2$ and $n = 3$, we obtain the 4-gon and the cube, respectively. Figure 4.5 shows a picture for $n = 4$. The geometry has Coxeter type $B_n$ (also referred to as $C_n$; in terms of Coxeter diagrams, no distinction is made between the two). It is isomorphic to the geometry $I'$ over $[n]$ of Example 1.3.6. The node 1 occurs at the extreme left of the diagram Table 4.2, the other nodes are labeled in increasing order till $n$ at the extreme right.

![Fig. 4.5. The 4-dimensional hypercube](image-url)

(iii). The hyperoctahedron or \textit{n-dimensional cross polytope} is the dual of the hypercube and also has Coxeter type $B_n$. Whereas, in (ii), the nodes of $B_n$ are labeled $1, \ldots, n$ from left to right, here, they are labeled $1, \ldots, n$ from right to left. Its 1-elements are the $2n$ vectors $\pm \varepsilon_i$ ($i \in [n]$). The 1-shadows of $i$-elements are the sets of 1-elements of size $i+1$ that are pairwise orthogonal in $\mathbb{R}^n$.

(iv). In $\mathbb{E}^4$, take the $24$ vectors $\pm \varepsilon_i$ ($i \in [4]$) and $\frac{1}{2}(\pm \varepsilon_1 \pm \varepsilon_2 \pm \varepsilon_3 \pm \varepsilon_4)$ which, as a set of points, is the disjoint union of a hypercube and a hyperoctahedron. The resulting convex polytope is the so-called 	extbf{24-cell}. The polytope geometry has Coxeter type $F_4$.

As the pictures of the hypertetrahedron, hypercube, 24-cell (Figure 4.6) and so on, gradually increase in complexity, we need another way to describe their main features. This is done in a distribution diagram (cf. Example 1.7.16) of the collinearity graph. We start at a vertex, say $p = \frac{1}{2}(\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4) = + + + +$. There are eight vertices adjacent to it, whose angles with $p$ are 60°. Inside this set of eight (actually graphwise, a cube), each element is adjacent to three other points. The points at distance two (in the collinearity graph) from $p$ split up into two sets of six and eight each; the first consists of all vertices orthogonal to $p$ (precisely two coordinates are +); the latter is
the 'cube' of points adjacent to the unique vertex at distance three from \( p \), and consists of all vertices at 120 degrees to \( p \). Each element in the set of six (actually a coclique) is adjacent to exactly four of the eight vertices adjacent to \( p \), and so on.

Fig. 4.7. A distribution diagram of the vertices with edges of the 24-cell

(v). The **600-cell** has 120 vertices which are those of the 24-cell of (iv) together with all points \( \frac{1}{2}(\pm \tau, \pm 1, \pm \tau^{-1}, 0) \) where \( \tau = \frac{1}{2}(\sqrt{5}+1) \) is the golden ratio, and all the vectors resulting from this one by even permutations of the coordinates. The distribution diagram of the 600-cell is given in Figure 4.8. The polytope geometry has Coxeter type \( H_4 \). The residue of a vertex is the polytope geometry of a 3-dimensional polytope; it has Coxeter type \( H_3 \).

**Definition 4.1.14** Let \( n \in \mathbb{N}, n > 0 \). A **tessellation** \( T \) of the Euclidean space \( \mathbb{E}^n \) is a collection of convex polytopes in \( \mathbb{E}^n \) whose union is \( \mathbb{E}^n \) such that the non-empty intersection of any two members is a face of each of them. For \( n = 2 \), it is another name for a tiling. The **tessellation geometry** \( \Gamma(T) \) of \( T \) is the following geometry over \([n+1]\). For \( i \in [n+1] \), its elements of
type $i$ are the $(i-1)$-faces of the polytopes in $T$. The vertices, edges, and polytopes of $T$ are the elements of type 1, 2, and $n+1$, respectively.

If this geometry is of Coxeter type $M$ (cf. Definition 2.4.2) and the rank of $M$ equals $n+1$, we also say that $T$ itself is of Coxeter type $M$.

**Proposition 4.1.15** Let $n \geq 2$. The geometry of a tessellation of $\mathbb{E}^n$ is thin and residually connected and has a linear digon diagram.

**Proof.** This is omitted, as it very similar to the proof of Proposition 4.1.12. □

**Example 4.1.16** A lattice of a real vector space is understood to be an additive subgroup of the vector space generated by a basis of the vector space. In terms of Definition 2.7.6, this is the same as a $\mathbb{Z}$-lattice in $V$. We describe tessellations whose geometries have Coxeter types given in Table 4.3 (part of which appeared in Table 2.2). For each $n \in \mathbb{N}$, let $\varepsilon_1, \ldots, \varepsilon_n$ be the standard basis of $\mathbb{R}^n$. The first row corresponds to the tessellation of the Euclidean affine line $\mathbb{E}^1$ by segments, whose tessellation geometry is isomorphic to the $\infty$-gon.

<table>
<thead>
<tr>
<th>name</th>
<th>diagram</th>
<th>tiles</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{A}_1$</td>
<td>$\infty$</td>
<td>1-simplices</td>
</tr>
<tr>
<td>$\tilde{C}_n$</td>
<td>$\ldots$</td>
<td>hypercubes</td>
</tr>
<tr>
<td>$\tilde{F}_4$</td>
<td>$6$</td>
<td>24-cells</td>
</tr>
<tr>
<td>$\tilde{G}_2$</td>
<td>hexagons, triangles</td>
<td></td>
</tr>
</tbody>
</table>

(i) Consider the lattice

$$L = \mathbb{Z}2\varepsilon_1 \oplus \cdots \oplus \mathbb{Z}2\varepsilon_n$$
in $\mathbb{R}^n$ and the hypercube $H$ of Example 4.1.13(ii). Taking translates of $H$ with respect to the $L$, we obtain a tessellation of $\mathbb{E}^n$ by hypercubes. The corresponding tessellation geometry has Coxeter type $C_n$.

(ii). Consider the lattice

$$L = \left\{ \frac{1}{2} \sum_{i=1}^{4} a_i \xi_i \bigg| a_i \in \mathbb{Z}, \sum_{i=1}^{4} a_i \in 2\mathbb{Z} \right\}$$

in $\mathbb{R}^4$. Taking translates of the 24-cell with respect to $L$, we obtain a tessellation of $\mathbb{E}^4$. Its geometry has Coxeter type $F_4$.

(iii). The last row of Table 4.3 lists the Coxeter type $G_2$, which belongs to the regular tiling of $\mathbb{E}^2$ with 3-gons as indicated in Example 4.1.9(ii). Its dual can be obtained as the translates of the 6-gon with vertices $(1,0), \frac{1}{2}(\pm 1, \pm 3)$ with respect to the lattice $\mathbb{Z}(0,\sqrt{3}) + \mathbb{Z}(3,\sqrt{3})$.

In Theorems 4.8.2 and 4.8.4, we will see that the types of the polytope and tessellation geometries presented here are the only ones possible.

### 4.2 Thin geometries of Coxeter type

Let $I$ be a finite set of types. Often we will assume $I$ to be finite of size $n$ and identify it with the set $[n]$. For the duration of this section, $M = (m_{i,j})_{i,j \in I}$ denotes a Coxeter matrix (cf. Definition 2.4.2) over $I$. We have interpreted a regular polytope as a thin $I$-geometry of Coxeter type. By Proposition 4.1.12 this implies that the digon diagram is linear. Here we drop the requirement that the digon diagram be linear and look for all thin $I$-geometries of Coxeter type. In Theorem 4.2.8, it turns out that, for each Coxeter type, there is a universal chamber system covering all others of the same type.

**Remark 4.2.1** Let $\Gamma$ be a thin $I$-geometry of Coxeter type $M$. Its chamber system $\mathcal{C}(\Gamma) = (C, \{\sim_i \mid i \in I\})$ is connected and each panel consists of exactly two elements. For $c \in C$ and $i \in I$, denote by $ci$ the unique element $i$-adjacent to $c$.

Being thin implies $cii = (ci)i = c$, which shows that, for each $i \in I$, the map $c \mapsto ci$ is a permutation of $C$ of order two. It need not be an automorphism of $\mathcal{C}(\Gamma)$. Rather, it tells us how to get from one chamber to another and as such it will be a useful ingredient to describe $\mathcal{C}(\Gamma)$ in terms of groups.

If $i, j \in I$, the word $ij$ corresponds to the permutation sending $c$ to the end chamber $c(ij) = (ci)j$ of the gallery $c, ci, (ci)j$. Obviously, for all $i, j \in I$ and $c \in C$,

$$cij \cdots ij = c$$

(4.3)
where the length of the word in $i, j$ is $2m_{i,j}$. For $i = j$, we recover the equality $c_{ii} = c$.

The relations (4.3) do not tell us precisely which permutations of $C$ obtained as compositions of the maps $c \mapsto ci$ ($c \in C$) for $i$ varying over $I$, are the identity. They just imply that the $m_{i,j}$-th power of the composite of $c \mapsto ci$ and $c \mapsto cj$ is trivial.

With these permutations of $C$ in mind, we introduce Coxeter groups.

**Definition 4.2.2** The **Coxeter group** $W(M)$, or just $W$, of type $M$, is the group with presentation

$$\langle \{s_i \mid i \in I\} \mid (s_is_j)^{m_{i,j}} = 1 \rangle.$$  

This means that $W$ is freely generated by the set $S = \{s_i \mid i \in I\}$ subject to the relations $(s_is_j)^{m_{i,j}}$ if $m_{i,j} \in \mathbb{N}$ and no such relation if $m_{i,j} = \infty$. The pair $(W, S)$ is called a **Coxeter system** of type $M$.

The elements of $S$ have order at most two (as $m_{i,i} = 1$). At this stage, it is not clear that $s_i$ and $s_j$ are distinct whenever $i, j \in I$ are distinct. It will be shown to hold later, in Theorem 4.4.6.

**Example 4.2.3** Exercise 4.9.5 shows that $W(A_n)$ is isomorphic to $\text{Sym}_{n+1}$. For $|I| \leq 2$, the classification of Coxeter groups $W$ is immediate: if $I = [1]$, then $W$ is the unique group of order two; if $I = [2]$, then $W$ is the unique dihedral group of order $2m_{12}$ (possibly infinite) with cyclic subgroup $\langle s_1s_2 \rangle$ of index two.

**Lemma 4.2.4** Let $\Gamma$ be a thin $I$-geometry of Coxeter type $M$, and let $(W, S)$ be a Coxeter system of type $M$. The map $S \rightarrow \text{Sym}(C)$ given by

$$s_i \mapsto (c \mapsto ci) \quad (i \in I, \ c \in C)$$

determines a unique transitive action of $W$ from the right on the set $C$ of chambers of $\mathcal{C}(\Gamma)$.

**Proof.** According to Remark 4.2.1, $s_i \in S$ acts on $C$ as a permutation of order two (in accordance with $m_{i,i} = 1$). In view of (4.3) and the definition of $W$, these permutations determine a group homomorphism $W \rightarrow \text{Sym}(C)$ assigning to $w = s_{i_1} \cdots s_{i_q}$ the bijection $c \mapsto cw = ci_1 \cdots i_q$.

Since $\mathcal{C}(\Gamma)$ is connected, any pair $c, d \in C$ can be connected by a gallery $c, ci_1, \ldots, ci_1 \cdots i_q = d$. Putting $w = s_{i_1} \cdots s_{i_q}$, we see that $d = cw$. This establishes that $W$ acts transitively on $C$. $\Box$
4.2 Thin geometries of Coxeter type

Theorem 1.7.5 will be used to describe $C$ in terms of $W$. Fix $c \in C$ and write $A = W_c = \{w \in W \mid cw = c\}$. In words, $A$ is the stabilizer of $c$ in $W$. Each chamber $cw$ can be identified with the right coset $Aw$ of $W$ consisting of all elements mapping $c$ to $cw$. In other words, there is a bijective correspondence between the set $A \setminus W$ (cf. Exercise 1.9.22 for notation) and $C$ given by the map $Aw \mapsto cw$.

For $i \in I$, we describe $i$-adjacency in $C(I)$ in terms of $W$ and $A$. Suppose that $w, w' \in W$ represent two (distinct) $i$-adjacent chambers and fix a chamber $c$. The equalities $cw' = (cw)i = cw_i$ imply $Aw' = Aws_i$. This argument can be reversed, showing that $cw$ and $cw'$ are $i$-adjacent if and only if $w \in Aw'(s_i)$. Here, as usual, $\langle s_i \rangle$ denotes the subgroup of $W$ generated by $s_i$. The conclusion is that $C(I)$ is isomorphic to the chamber system $A(W, S, A)$ over $I$ defined as follows.

**Definition 4.2.5** Let $(W, S)$ be a Coxeter system of type $M$ over $I$. By $A(W, S, A)$ we denote the following chamber system over $I$.

1. Its set of chambers is $A \setminus W$.
2. The chambers $Aw$ and $Aw'$ are $i$-adjacent if and only if $w \in Aw'(s_i)$.

This is denoted by $Aw \sim_i Aw'$.

The chamber system $A(W, S, 1)$ will be denoted $C(M)$.

For an arbitrary Coxeter system $(W, S)$ of type $M$ and a subgroup $A$ of $W$, the system $A(W, S, A)$ is indeed a chamber system over $I$ as $Au \sim_i Av$ with $u, v \in W$ is equivalent to $Au(s_i) = Av(s_i)$, which clearly defines an equivalence relation.

**Lemma 4.2.6** Let $(W, S)$ with $S = \{s_i \mid i \in I\}$ be a Coxeter system of type $M$. If $A$ is a subgroup of $W$, then $A(W, S, A)$ coincides with the quotient chamber system $C(M)/A$.

**Proof.** According to Proposition 3.1.10, the chambers of the quotient chamber system $A(W, S, 1)/A$ are the $A$-orbits $Aw$ ($w \in W$), which coincide with the elements of $A \setminus W$, that is, the chambers of $A(W, S, A)$. By Definition 3.1.11, for $u, v$ in $W$ and $i \in I$, the chambers $Au$ and $Av$ are $i$-adjacent in $A(W, S, 1)/A$ if and only if there exists an element $a \in A$ such that $au \sim_i v$, that is, $au(s_i) = v(s_i)$, where $S = \{s_i \mid i \in I\}$. As this is equivalent to $Au(s_i) = Av(s_i)$, which stands for $i$-adjacency in $A(W, S, A)$, the two chamber systems coincide. \[\square\]

Realizing that all work has been done in the chamber system $C(I')$ rather than in the geometry $I'$ we started from, we formulate our findings in terms of chamber systems in the theorem below.
**Definition 4.2.7** A chamber system over $I$ is said to be of **Coxeter type** $M$ if it is connected and non-empty and if, for all distinct $i$ and $j$ in $I$, every $\{i,j\}$-cell is (the chamber system of) a generalized $m_{i,j}$-gon.

Thus, in a thin chamber of Coxeter type $M$ all $\{i,j\}$-cells are $m_{i,j}$-gons. The chamber system $A(W,S,A)$ above is not of type $M$ for every choice of $A$; for instance $A = W$ leads to counterexamples.

**Theorem 4.2.8** Let $(W,S)$ with $S = \{s_i \mid i \in I\}$ be a Coxeter system of type $M$.

(i) If $\Gamma$ is an $I$-geometry of type $M$, then $C(\Gamma)$ is a residually connected thin chamber system of type $M$.

(ii) Suppose that $C = (C, \{\sim_i \mid i \in I\})$ is a thin chamber system of Coxeter type $M$. Fixing $c \in C$ and taking $A$ to be the stabilizer $W_c$ of $c$ in the right action of $W$ on $C$ of Lemma 4.2.4, we obtain an isomorphism $C(M)/A \to C$ given by $Aw \mapsto cw$ for $w \in W$.

**Proof.** Assertion (i) is immediate from the Chamber System Correspondence 3.4.6 and the discussion above Definition 4.2.5. Assertion (ii) follows from the same arguments as used above for the chamber system of a thin geometry and Lemma 4.2.6.

So far, we have reduced the study of thin chamber systems of Coxeter type $M$ and geometries of type $M$ to a study of quotients $A\backslash W$ of the Coxeter group $W$ of type $M$ (a uniquely determined object!) by certain subgroups $A$. At this stage, it is not clear which choices of $A$ suffice for the chamber system $A(W,S,A)$ to be of type $M$, or for the geometry $\Gamma(A(W,S,A))$ to be of type $M$. In Corollary 4.5.16 we will see that $C(M)$ is residually connected, so that Theorem 4.2.8 can be phrased in terms of geometries thanks to Theorem 3.4.6 and the result below. A full answer for $M = A_n$ will be given in Lemma 6.5.1.

We next determine the automorphism group of $C = C(W,S,A)$. In view of Corollary 3.4.7, this group coincides with the automorphism group of the corresponding geometry provided $C$ is residually connected.

**Notation 4.2.9** By $N_W(A)$ we denote the **normalizer** of $A$ in $W$, that is, $N_W(A) = \{g \in W \mid gAg^{-1} = A\}$. By $\alpha$ we denote the map $N_W(A) \to \text{Sym}(A\backslash W)$ given by $\alpha_w = (Ax \mapsto Awx)$ for $w \in N_W(A)$.

For $x, y \in W$ with $Ax = Ay$, we have $Awx = wAx = wAy = Awy$, so $\alpha_w$ is well defined thanks to the choice $w \in N_W(A)$. 
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Proposition 4.2.10 Let \((W, S)\) be a Coxeter system of type \(M\). If \(A\) is a subgroup of \(W\) such that \(C = A(W, S, A)\) is a thin chamber system over \(I\), then \(\alpha : N_W(A)/A \to \text{Aut}(C)\) is an isomorphism.

**Proof.** To begin, observe that \(A\backslash N_W(A) = N_W(A)/A\) as \(xA = Ax\) for each \(x \in N_W(A)\). Let \(g \in \text{Aut}(C)\). Then \(g(Aws_i) = g(Aw)s_i\) for all \(w \in W\) and \(i \in I\), whence \(g(Aw) = g(A)w\) for all \(w \in W\). Take \(w_0 \in W\) in such a way that \(g(A) = Aw_0\). Then for all \(a \in A\), we have \(Aw_0a = g(A)a = g(Aa) = g(A) = Aw_0\), so \(w_0 \in N_W(A)\), and \(g(Aw) = g(A)w = Aw_0w_0\), so \(g = \alpha_{w_0}\).

Conversely, suppose \(w_0 \in N_W(A)\) and consider the map \(\alpha_{w_0} : C \to C\). Then \(\alpha_{w_0}\) belongs to \(\text{Aut}(C)\) because it maps a pair \(Aw, Aws_i\) of \(i\)-adjacent chambers onto the pair \(Aw_0w, Aw_0ws_i\) which is again \(i\)-adjacent, and because it is bijective with inverse \(\alpha_{w_0}^{-1} = \alpha_{w_0^{-1}}\) of the same form.

Thus, \(\alpha\) is a surjective map from \(N_W(A)\) onto \(\text{Aut}(C)\). It is a homomorphism as \(\alpha_{uw}(Aw) = Awuw = \alpha_u\alpha_w(Aw)\) for all \(u, v \in N_W(A)\). Its kernel consists of all \(u \in N_W(A)\) such that \(Aw = Aw\) for every \(w \in A\), and hence coincides with \(A\). Therefore, \(A\backslash N_W(A) \cong \text{Aut}(C)\), proving the proposition. \(\Box\)

The notation \(C(W, A, \{(A \cup \{s_i\})_{i \in I}\})\) in the corollary below was introduced in Definition 3.6.3.

Corollary 4.2.11 For every thin chamber system \(C\) of Coxeter type \(M\) and every chamber \(c\) of \(C\), the following two statements hold.

(i) For each chamber \(d\) of \(C\), there is at most one automorphism of \(C\) mapping \(c\) to \(d\).

(ii) The chamber system \(C\) has a transitive (and hence regular) group of automorphisms if and only if the stabilizer \(A\) of \(c\) in \(W(M)\) in the right action on the set of chambers of \(C\) is a normal subgroup of \(W(M)\). In this case, \(C \cong C(W, A, \{(A \cup \{s_i\})_{i \in I}\})\).

**Proof.** By Theorem 4.2.8 we may assume that \(C = A(W, S, A)\) for a subgroup \(A\) of \(W\) and that \(c = A \in A\backslash W\).

(i). Let \(d = Ax\) for some \(x \in W\). By Proposition 4.2.10, there is a unique automorphism sending \(c\) to \(d\) if \(x \in N_W(A)\) and none otherwise. Hence (i).

(ii). The transitivity is immediate from the observation that \(A\) is normal in \(W\) if and only if \(A\backslash N_W(A) = A\backslash W\). The last part of (ii) is immediate from Proposition 3.6.4. \(\Box\)

Once \(C(M)\) is shown to be a thin chamber system, it will follow that \(\alpha\) is a transitive action on it. This action should not be confused with the representation \(c \mapsto cw\) of \(W\) on the chamber set \(C\) of Theorem 4.2.8.
Definition 4.2.12 Let \((W, S)\) be a pair consisting of a group \(W\) and a generating subset \(S\) of \(W\). A minimal expression for an element \(w\) of \(W\) is a product \(r_1 r_2 \cdots r_q\) with \(r_i \in S\) for each \(i \in [q]\) that equals \(w\) in \(W\) and has minimal length \(q\) among all expressions with this property. The length of a minimal expression for \(w\) is called the length of \(w\). It is denoted \(l(w)\).

Remark 4.2.13 The distance \(d_{C(M)}(x, y)\) between two chambers \(x, y\) of \(C(M)\) (that is, the length of a minimal gallery from \(x\) to \(y\)) is equal to \(l(x^{-1}y)\).

Example 4.2.14 If \(M = B_2 = I_2(4)\) (see Table 4.2), then \(W(M)\) is the dihedral group of order eight, as discussed in Example 4.2.3. The set \(S = \{s_1, s_2\}\) has cardinality two. Minimal expressions for the elements of \(W(B_2)\) are \(0, 1, 1, 2, 2, 3, 3, \text{ and } 4\). As a consequence, the diameter of \(C(M)\) equals four.

Remark 4.2.15 Let \((W, S)\) be a pair consisting of a group \(W\) and a subset \(S\) generating \(W\). The definition of minimal expression for an element of \(W\) can be made more formal by use of the free monoid \(S^*\) on the alphabet \(S\). Let \(\zeta : S^* \rightarrow W\) be the homomorphism of monoids determined by \(s_i \mapsto s_i\) (\(i \in I\)). As elements of \(S^*\) are words in the alphabet \(S\), the length of an element in \(S^*\) is easily defined. Now \(l(w)\), for \(w \in W\), is the minimum length of an element in \(\zeta^{-1}(w)\). The corresponding function \(l : S^* \rightarrow \mathbb{N}\) is called the length function on \(W\) with respect to \(S\).

We collect some basic and useful observations on the length function \(l\) of a Coxeter system.

Lemma 4.2.16 Let \((W, S)\) be a Coxeter system over \(I\). For \(s \in S\) and \(w \in W\), we have \(l(sw) = l(w) \pm 1\).

Proof. Clearly, \(l(sw) \leq 1 + l(w)\) and \(l(w) = l(s(sw)) \leq 1 + l(sw)\), so \(l(w) - 1 \leq l(sw) \leq l(w) + 1\). It remains to show that the parities of \(l(w)\) and \(l(sw)\) differ.

Write \(S = \{s_i \mid i \in I\}\). By Exercise 4.9.8(a) there is a homomorphism \(\text{sg} : W \rightarrow \{\pm 1\}\) of groups (the latter being the multiplicative subgroup of the rationals of order two) determined by \(\text{sg}(r) = -1\) for each \(r \in S\). If \(w = s_1 \cdots s_q\) is an expression for \(w\), then \(\sigma(w) = \sigma(s_1) \cdots \sigma(s_q) = (-1)^q\). In particular, \((-1)^q\) does not depend on the expression chosen and equals \((-1)^l(w)\). This implies \((-1)^l(sw) = \text{sg}(sw) = \text{sg}(s)\sigma(w) = (-1)^{l(w) + 1}\). Hence \(l(sw) \equiv l(w) + 1 \pmod{2}\), so the parities of \(l(sw)\) and \(l(w)\) differ. \(\square\)

Notation 4.2.17 Let \((W, S)\) be a Coxeter system over a Coxeter diagram \(M\) over \(I\). For \(J \subseteq I\), we denote by \(\langle J \rangle\) the subgroup of \(W\) generated by \(\{s_j \mid j \in J\}\).
Definition 4.2.18 Suppose that \( (W, S) \) is a Coxeter system over \( I \) and let \( J \subseteq I \). Write \( S = \{ s_i \mid i \in I \} \). If \( w \in W \) satisfies \( l(s_jw) > l(w) \) for all \( j \in J \), then \( w \) is called left \( J \)-reduced. The set of all left \( J \)-reduced elements of \( W \) is denoted by \( J^W \). Similarly, for \( K \subseteq I \), an element \( w \in W \) is called right \( K \)-reduced if \( l(wk) > l(w) \) for all \( k \in K \), and \( W^K \) denotes the set of all right \( K \)-reduced elements of \( W \). As a consequence, \( W = \langle J \rangle J^W = W^J \langle J \rangle \).

Notation 4.2.19 For \( J \subseteq I \), we denote by \( l_J \) the length function (cf. Definition 4.2.12) on the subgroup \( \langle J \rangle \) of \( W \) with respect to the generating set \( \{ s_j \mid j \in J \} \).

Lemma 4.2.20 Let \( (W, S) \) be a Coxeter system. For each \( w \in W \) and \( J \subseteq I \), the following properties hold.

(i) There are \( u \in \langle J \rangle \) and \( v \in J^W \) such that \( w = uv \) and \( l(w) = l(u) + l(v) \).

(ii) If \( w \in \langle J \rangle \), then \( l(w) = l_J(w) \).

(iii) \( W^J = (J^W)^{-1} \).

Proof. (i) Consider the subset \( D \) of \( \langle J \rangle \times W \) consisting of all pairs \((u, v)\) with \( w = uv \) and \( l(w) = l(u) + l(v) \) such that \( l(u) = l_J(u) \). This set is nonempty, as it contains \((1, w)\). Let \((u, v)\) be an element of \( D \) with \( l(u) \) maximal. Suppose that \( j \in J \) is such that \( l(s_jv) < l(v) \). Then \( v = s_jv' \) for some \( v' \in W \) with \( l(v') = l(v') + 1 \) and so \( w = (us_j)v' \) is a decomposition of \( w \) with \( l(w) \leq l(us_j) + l(v') \leq (l(u) + 1) + (l(v) - 1) = l(w) \), whence \( l(us_j) = l(u) + 1 \). Now \( l(us_j) \leq l_J(us_j) \leq l_J(u) + 1 = l(u) + 1 = l_J(u) \). Therefore, \((us_j, v') \in D \) with \( l(us_j) > l(u) \), a contradiction. We conclude that \( v \in J^W \). This proves (i).

(ii) If \( w \in \langle J \rangle \), then the proof of (i) gives a decomposition \( w = uv \) with \( u \in \langle J \rangle \) and \( v \in J^W \) such that \( l(w) = l(u) + l(v) = l_J(u) + l(v) \). But now \( v \in \langle J \rangle \cap J^W = \{ 1 \} \), so \( w = u \) and \( l(w) = l_J(w) \), as required for (ii).

(iii) As \( s_i^{-1} = s_i \) for each \( i \in I \), we have \( l(w^{-1}) = l(w) \) for each \( w \in W \). Therefore, \( l(s_jw) < l(w) \) is equivalent to \( l(w^{-1}s_j) < l(w^{-1}) \). \( \square \)

The study of Coxeter groups can be reduced to irreducible types, as follows.

Definition 4.2.21 Let \( M \) be a Coxeter diagram over \( I \). When referring to a connected component of \( M \), we view \( M \) as a labelled graph. In other words, a connected component of \( M \) is a minimal non-empty subset \( J \) of \( I \) such that \( m_{i,k} = 2 \) for each \( j \in J \) and \( k \in I \setminus J \). If \( M \) has a single connected component, it is called connected or irreducible; otherwise, it is called reducible. A Coxeter group of type \( M \) is called irreducible (reducible) if \( M \) is irreducible (reducible, respectively).

If \( J \) is a set of nodes of \( M \), then we also let \( J \) stand for the labelled graph induced on \( J \) by \( M \), that is, the diagram \( M \mid J \) introduced in Definition 2.6.1. In particular, \( W(J) \) is a Coxeter group of type \( J \).
In Corollary 4.4.17 we will see that \( \langle J \rangle \) (cf. Notation 4.2.17) is isomorphic to \( W(J) \). Here, we are concerned with the special case in which \( M \) has more than one connected component.

**Proposition 4.2.22** Let \((W, S)\) be a Coxeter system of type \( M \) over \( I \) and let \( I_1, \ldots, I_t \) be a partition of \( I \) such that \( i \in I_r, j \in I_s, r \neq s \), implies \( m_{i,j} = 2 \). Then \( W = \langle I_1 \rangle \times \cdots \times \langle I_t \rangle \), and, for each \( k \in [t] \), the pair \( (\langle I_k \rangle, \{s_i | i \in I_k\}) \) is a Coxeter system of type \( I_k \).

**Proof.** Assume that \( I \) is partitioned in two subsets \( J, K \) such that \( M \) has no edges \( \{j, k\} \) with \( j \in J, k \in K \) (that is, \( m_{j,k} = 2 \)). It follows that \( s_js_k = s_k s_j \) for all \( j \in J, k \in K \), so \( U := \langle s_j | j \in J \rangle \) and \( V := \langle K \rangle \) are normal subgroups of \( W \) centralizing each other. Therefore, \( W = UV \). Moreover, the map \( S \rightarrow W(J) \) sending \( s_i \) to \( 1 \) if \( i \in K \) and to \( s_i \in W(J) \) if \( i \in J \) extends to a surjective homomorphism \( \phi_J : W \rightarrow W(J) \) with kernel \( V \). Indeed, as any of the defining relations for \( W \) is also satisfied by the images of the generators under \( \phi_J \), the map extends to a well-defined homomorphism \( W \rightarrow W(J) \). It is clearly surjective. The restriction of \( \phi_J \) to \( U \) is an isomorphism as the above method applied to the map \( \langle s_j \in W(J) | j \in J \rangle \rightarrow W \) gives the existence of a homomorphism \( \psi_J : W(J) \rightarrow W \) with image \( U \) such that \( \psi_J \circ \phi_J \) is the identity on \( U \).

Each element of \( W \) can be written as a product \( uv \) with \( u \in U \) and \( v \in V \); it maps to \( 1 \in W(J) \) if and only if \( \phi_J(u) = 1 \), which is equivalent to \( u = 1 \) by the previous paragraph, and so implies \( w \in V \). This proves \( V = \ker(\phi_J) \). Similarly, \( U \) is the kernel of the corresponding homomorphism \( \phi_K : W \rightarrow V \) and there is a canonical isomorphism \( \psi_K : W(K) \rightarrow V \). In particular, \( u = \psi_J(\phi_J(w)) \) and \( v = \psi_K(\phi_K(w)) \).

Suppose now \( w \in U \cap V \). Then \( w = \psi_J(\phi_J(w))\psi_K(\phi_K(w)) = \psi_J(1)\psi_K(1) = 1 \), proving that the intersection of \( U \) and \( V \) is trivial. We conclude that \( W = \langle J \rangle \times \langle K \rangle \) and that \( \langle s_j | j \in J \rangle, \{s_i | i \in J \} \) is a Coxeter system of type \( J \). An easy induction extends these facts to the case of any finite number of connected components of \( M \). \( \Box \)

So, indeed, for a connected component \( J \) of \( M \), the subgroup \( \langle s_j | j \in J \rangle \) of \( W(M) \) is isomorphic to \( W(J) \). In view of Proposition 4.2.22, the analysis of Coxeter groups can often be reduced to the case where \( M \) is connected.

**Example 4.2.23** Direct products of Coxeter groups appear in elementary geometry. For instance, let \( \Pi \) be a double pyramid in the Euclidean space \( E^3 \): the convex closure of a regular \( m \)-gon for some \( m \in \mathbb{N}, m \geq 3 \), in a horizontal plane \( \pi \), and two more vertices at the same distance to the center of gravity \( o \) of the \( m \)-gon on the vertical axis through \( o \), but at different sides of \( \pi \). Thus, \( \pi \) is the mirror of a reflection leaving the double prism invariant. The Coxeter group of type \( A_1 \cup I_o^{(m)} \) is a group of isometries of \( \Pi \), with the reflection mentioned above corresponding to the first component of
4.3 Groups generated by affine reflections

Every group $G$ generated by a set $\{\rho_i | i \in I\}$ of involutions is a homomorphic image of a Coxeter group $W$: simply take the Coxeter matrix of type $M = (m_{i,j})_{i,j \in I}$, where $m_{i,j}$ is the order of $\rho_i \rho_j$. Let $(W,S)$, with $S = \{s_i | i \in I\}$, be the corresponding Coxeter system. The map $s_i \mapsto \rho_i$ $(i \in I)$ determines a surjective homomorphism $W \rightarrow G$ of groups. Theorem 4.3.6 shows that, when $G$ is a subgroup of $AGL(V)$ for a real vector space $V$ and when the $\rho_i$ $(i \in I)$ are suitable affine reflections on $V$, this surjective homomorphism is actually an isomorphism.

Definition 4.3.1 Let $\mathbb{D}$ be a division ring. An affine reflection on $\mathbb{D}^n$ is an element of $AGL(\mathbb{D}^n)$ of order two fixing point-wise an affine hyperplane (that is, the image of a hyperplane of $\mathbb{D}^n$ under a translation), and fixing a parallel class of lines (cf. Exercise 2.8.9) having no members in the fixed-point hyperplane. The fixed-point affine hyperplane is also called its mirror.

By use of Exercise 1.9.30, we can give an explicit description of affine reflections. Recall the notation $t_a$ for a translation over $a$ from Example 1.8.17.

Lemma 4.3.2 Let $n \geq 1$ and let $\mathbb{F}$ be a field of characteristic distinct from two. Each affine reflection on $V := \mathbb{F}^n$ is of the form $t_\lambda r_{a,\phi}$ for certain $a \in V$, $\phi \in V^\wedge$, and $\lambda \in \mathbb{F}$ with $\phi(a) = 2$. Its mirror is $\{x \in V | \phi(x) = \lambda\}$.

Proof. According to Exercise 1.9.30(e), a linear reflection has the form $r_{a,\phi}$ with $a \in V$ and $\phi \in V^\wedge$ such that $\phi(a) = 2$. It follows that an affine reflection must have the form $t_\lambda r_{a,\phi}$. Using that the square must be the identity, we find that $v = a\lambda$ for some $\lambda \in \mathbb{F}$. The mirror is easily computed to be as stated. $\square$

Example 4.3.3 Let $\Gamma$ be the cube geometry of Example 1.1.1, whose vertices are the vectors in $\mathbb{R}^3$ all of whose coordinates are $\pm 1$. It is described in Example 4.1.13(ii), where it is indicated to be of Coxeter type $B_3$. We fix the chamber $c$ of $\Gamma$ consisting of the vertex $v_1 = \varepsilon_1 + \varepsilon_2 + \varepsilon_3$, the edge $v_2 = \{\varepsilon_1 \pm \varepsilon_2 \pm \varepsilon_3\}$, and the face $v_3 = \{\varepsilon_1 \pm \varepsilon_2 \pm \varepsilon_3\}$. The latter two elements are described in terms of their 1-shadows.

In Figure 4.9, we have drawn the cube. Choose the axes so that the positive $x$-axis and $y$-axis are horizontal, with the former pointing toward us and the latter to the right; the positive $z$-axis goes up. Now $c$ corresponds to the
black chamber at the right hand top side of the front face. For $i = 1, 2, 3$, take $\rho_i$ to be the reflection stabilizing $v_{i+1}$ and $v_{i+2}$ (indices mod 3). The three reflections $\rho_1, \rho_2, \rho_3$ are automorphisms of $\Gamma$ and have a mirror bounding the chamber $c$. They are the reflections $r_{\alpha_i, \phi}$, where $\phi(x) = 2f(\alpha_i, \alpha_i)^{-1}f(\alpha_i, x)$ ($x \in \mathbb{R}^3$) and

$$\alpha_1 = \varepsilon_2, \quad \alpha_2 = \varepsilon_2 - \varepsilon_3, \quad \alpha_3 = \varepsilon_1 - \varepsilon_3.$$ 

Here, $f$ denotes the standard Euclidean inner product. The 48 transforms of the chamber $c$ represent the 48 chambers of $\Gamma$ and form a $W(B_3)$-orbit. We will see below that this orbit is regular.

For arbitrary groups generated by affine reflections, we will be looking for a set of domains similar to the above 48 chambers on which the group acts regularly.

**Definition 4.3.4** If a group $G$ acts on a set $E$, then a subset $P$ of $E$ is called a **prefundamental domain** for $G$ if $P \neq \emptyset$ and $P \cap gP = \emptyset$ for all $g \in G \setminus \{1\}$.

The existence of a prefundamental domain for $G$ in $E$ implies that the action of $G$ on $E$ is faithful. Observe that a prefundamental domain need not quite be what is classically called a fundamental domain as it is not required that the domain be connected or contain a member of each $G$-orbit in $E$.

**Example 4.3.5** Let $m \geq 2$ and let $(W, S)$ be a Coxeter system of type $I_2^{(m)}$. The latter denotes the Coxeter matrix over $[2]$ whose off-diagonal entries are $m$. We will realize $W$ as a group generated by reflections.

Consider the two vectors $\alpha_1 = \sqrt{2}e_1$ and $\alpha_2 = \sqrt{2}(-\cos(\pi/m)e_1 + \sin(\pi/m)e_2)$ in the Euclidean vector space $\mathbb{R}^2$ with standard inner product $f$. These two vectors have squared norm 2 and make an angle of $\pi(1 - 1/m)$. The orthogonal reflections $\rho_1$ and $\rho_2$ (cf. Exercise 1.9.31) with mirrors $\alpha_i^+ = \{x \in V \mid f(\alpha_i, x) = 0\}$ and $\alpha_i^-$, respectively, generate the dihedral
group $G$ of order $2m$. For, the product $\rho_1\rho_2$ is a rotation with angle $2\pi/m$ and is inverted by both reflections $\rho_i$. So there is a surjective group homomorphism $\gamma : W \to G$ determined by $\gamma(s_i) = \rho_i$ for $i = 1, 2$, where $S = \{s_1, s_2\}$. In fact, cardinality considerations show that this homomorphism is an isomorphism.

The two open half-planes $A_1$ and $A_2$, where $A_i = \{x \in \mathbb{R}^2 \mid f(\alpha_i, x) > 0\}$ meet in the (that is, the intersection of a finite number of half-spaces) $A_{12}$ bounded to the left by $\mathbb{R}_{\geq 0}\varepsilon_2$ and to the right by $\mathbb{R}_{\geq 0}(\sin(\pi/m)\varepsilon_1 + \cos(\pi/m)\varepsilon_2)$. These half-lines make an angle of $\pi/m$ and $A_{12}$ is a prefundamental domain for $G$.

Here is a characteristic property of the length $l(w)$ of an element of $w$ of $W$ with respect to $S$ that we will be of use later.

$$l(s_i w) < l(w) \iff \gamma(w) A_{12} \subseteq \gamma(s_i) A_i.$$  \hspace{1cm} (4.4)

![Fig. 4.10. A prefundamental domain for $W(I_2^{(8)}$).](image)

It is readily verified by means of a picture like Figure 4.10 that $l(w)$ is equal to the number of mirrors separating a vector in the interior of $w A_{12}$ from a vector in the interior of $A_{12}$.

**Theorem 4.3.6** Let $V$ be a real vector space and let $\{H_i \mid i \in I\}$ be a family of affine hyperplanes of $\text{AG}(V)$ of $V$. For each $i \in I$, let $A_i$ denote one of the two open half-spaces determined by $H_i$ and write $A = \bigcap_{i \in I} A_i$. Assume that $A \neq \emptyset$. Furthermore, for each $i \in I$, let $\rho_i$ be the affine reflection whose mirror in $\text{AG}(V)$ is $H_i$. Assume that for distinct $i, j$ in $I$, the intersection $A_{ij} = A_i \cap A_j$ is a prefundamental domain for the subgroup $G_{ij}$ of $\text{AGL}(V)$ generated by $\rho_i$ and $\rho_j$.

(i) The set $A$ is a prefundamental domain for the subgroup $G$ of $\text{AGL}(V)$ generated by $\{\rho_i \mid i \in I\}$.

(ii) The pair $(G, \{\rho_i \mid i \in I\})$ is a Coxeter system of type $M = (m_{i,j})_{i,j \in I}$, where $m_{i,j}$ is the order of $\rho_i \rho_j$. In particular, $G \cong W(M)$. 

Proof. Let $M = (m_{ij})_{i,j \in I}$ be as in (ii). Then $M$ is a Coxeter matrix. Denote by $(W, S)$ the corresponding Coxeter system, where $S = \{s_i \mid i \in I\}$, and by $\gamma : W \to G$ the natural homomorphism mapping $s_i \in S$ onto $\rho_i$. It is well defined as all defining relations for $W$ are satisfied in $G$ when the $s_i$ are replaced by the $\rho_i$. The map $\gamma$ establishes an action of $W$ on $AG(V)$; see Example 1.8.17. We will often write $wX$ rather than $\gamma(w)X$ if $w \in W$ and $X \subseteq AG(V)$.

Denote by $l$ the length function on $W$ with respect to $S$ (cf. Remark 4.2.15). Here is a claim, called (P), that

By (P) we show that the truth of (P) holds if $wA = w'$ holds for

We next prove (P) in four steps, using induction on $q$.

The domains corresponding to the group generated by two affine reflections on the Euclidean plane with parallel mirrors. Observe that $(r, s) = \text{Dih}_\infty$.

**Step 1.** (P) holds if $I = \{i, j\}$ with $i \neq j$.

We write $r$ instead of $\rho_i$, $s$ instead of $\rho_j$, $H$ instead of $H_i$, and $K$ instead of $H_j$. Distinguish the cases $H \parallel K$ and $H \parallel K$. In case $H \parallel K$, the assumption that $A = A_{ij}$ is a prefundamental domain for $G_{ij}$ implies that $A$ is the set of points strictly between $H$ and $K$. This determines the choice of the half-spaces $A_i$ and $A_j$ uniquely; for instance, in Figure 4.11 $A_i$ is to the right of $H$ and $A_j$ to the left of $K$. Now, clearly, $sA \subseteq A_i$, $rA \subseteq A_j$, $srA \subseteq sA_j$, etc., which finishes the proof of (P).
In the case where \( H \parallel K \), the intersection \( H \cap K \) is a point (as \( \dim(V) = 2 \)), and the assumption that \( A \) is a prefundamental domain forces that \( rs \) has finite order. Figure 4.12 shows how to establish \( (P_q) \).

**Step 2.** For each pair \( i, j \in I \), the group \( G_{ij} \) satisfies the hypotheses of the theorem.

This is obvious as the role of \( A \) is taken over by \( A_{ij} \).

In view of Step 1, we have \( (P_q) \) for every choice of \( G_{ij} \) instead of \( G \). We proceed by induction on \( q \). For \( q \leq 1 \), the claim \( (P_q) \) is trivial.

**Step 3.** Suppose that \( (P_q) \) holds for some \( q \geq 1 \). For each \( w \in W \) with \( l(w) \leq q \) and \( i \in I \), we have \( l(s_iw) < l(w) \) if and only if \( wA \subseteq s_iA_i \); and also \( l(s_iw) > l(w) \) if and only if \( wA \subseteq A_i \).

By Lemma 4.2.16(i), \( l(s_iw) = l(w) \pm 1 \). If \( l(s_iw) = l(w) - 1 \), then \( l(s_i(s_iw)) = l(s_iw) + 1 \), so \( (P_{q-1}) \) gives \( s_iwA \subseteq A_i \) and hence \( wA \subseteq s_iA_i \). The assertion now follows from \( (P_q) \).

**Step 4.** \( (P_q) \) implies \( (P_{q+1}) \).

Let \( w \in W \) with \( l(w) = q + 1 \) and take \( i \in I \). Choose \( j \in I \) and \( w' \in W \) such that \( w = s_jw' \) and \( l(w') = q \). By \( (P_q) \) and Step 3, \( w'A \subseteq A_j \) and \( l(s_jw') = l(w') + 1 \). In particular, \( wA = s_jw'A \subseteq s_jA_j \). If \( j = i \), then we are done.

Suppose \( j \neq i \). By Lemma 4.2.20, there exist \( u \in \langle s_i, s_j \rangle \) and \( v \in \langle i, j \rangle \) such that \( w' = uv \) and \( l(w') = l_{\langle i, j \rangle}(u) + l(v) = l(u) + l(v) \). Now \( v \in \langle i, j \rangle \) implies \( l(s_jv) > l(v) \) and \( l(s_jv) > l(v) \). Step 3 gives \( vA \subseteq A_{ij} \), so \( w'A \subseteq uA_{ij} \). Therefore, \( wA = s_jw'A \subseteq s_juA_{ij} \). Notice that \( l_{\langle i, j \rangle}(s_ju) \leq l_{\langle i, j \rangle}(u) + 1 \leq l(w') + 1 = q + 1 \). By Step 2, \( (P_{q+1}) \) holds for \( s_ju \in \langle s_i, s_j \rangle \), so \( s_juA_{ij} \) is contained in either \( A_i \) or \( s_iA_i \), and in the latter case, \( l_{\langle i, j \rangle}(s_ju) = l_{\langle i, j \rangle}(s_ju) - 1 \). In particular, \( wA \subseteq A_i \) or \( wA \subseteq s_iA_i \), which is the first statement of \( (P_{q+1}) \). If \( wA \subseteq s_iA_i \), then \( wA \subseteq s_juA_{ij} \subseteq s_iA_i \), and
As \( l(w) = q + 1 \), we find \( l(s_i w) = q = l(w) - 1 \), and so \( (P_{q+1}) \) holds. \( \Box \)

**Corollary 4.3.7** Retain the conditions of Theorem 4.3.6. Let \( \gamma : W(M) \to G \) be the isomorphism found in the theorem. For all \( i \in I \) and \( w \in W \),

- either \( \gamma(w)A \subseteq A_i \) and \( l(s_i w) = l(w) + 1 \),
- or \( \gamma(w)A \subseteq \gamma(s_i)A_i \) and \( l(s_i w) = l(w) - 1 \).

**Proof.** This follows from the observation made at the beginning of the proof of the theorem. \( \Box \)

**Example 4.3.8**

(i). With the notation of Example 4.3.3, the group of 48 isometries of the cube is isomorphic to the Coxeter group of type \( B_3 \). Here, \( A \) is a cone whose apex is the origin and whose rays are the half-lines starting at the apex and running through the chamber \( c \) visualized as a small black triangle in Figure 4.9.

(ii). Each of the convex regular polytopes of the Euclidean space \( \mathbb{E}^n \) gives rise to a group of isometries that is a Coxeter group. As a result, the Coxeter groups of the types represented in Table 4.4 are finite; their orders can be computed by a count of chambers in the same way as in Example 4.3.3(i). The geometries of the series with parameter \( n \) appear in Examples 1.2.6 and 1.3.6.

(iii). Each of the tessellations of a Euclidean space by regular convex polytopes obtained in Example 4.1.16 gives rise to an infinite group of isometries which is a Coxeter group. The diagrams of these infinite Coxeter groups are as in Table 4.3. The type \( \tilde{A}_1 \) also emerges from the segments into which a horizontal line would be cut by the mirrors in Figure 4.11.

(iv). Colorings of cells and/or vertices of some regular convex polytopes or tessellations of Euclidean spaces lead to additional finite and infinite Coxeter

**Table 4.4.** Orders of some finite reflection groups related to polytopes

| \( M \) | \( |W(M)| \) | restriction |
|--------|-------------|------------|
| \( A_n \) | \((n + 1)!\) | \( n \geq 1 \) |
| \( B_n \) | \(2^n n!\) | \( n \geq 2 \) |
| \( F_4 \) | \(24 \cdot 48 = 1152\) | |
| \( H_3 \) | 120 | |
| \( H_4 \) | \(120 \cdot 120 = 14400\) | |
| \( I_2^{(m)} \) | \(2m\) | \( 2 \leq m < \infty \) |
groups. From the hyperoctahedron or polytope of type $B_n$, $n \geq 3$, introduced in Example 4.1.13, we derive the finite Coxeter group of type $D_n$, whose order is $2^{n-1}n!$ (cf. Exercise 4.9.24). In Figure 4.13 this phenomenon is shown for $n = 3$. The subgroup of the full group $W(B_3)$ of isometries of the octahedron preserving the bicoloring coincides with $W(D_3)$, which is isomorphic to $W(A_3)$ as the two diagrams are the same up to their labellings. From the tessellation of the Euclidean plane by regular triangles we find the infinite Coxeter group of type $A_2$ (cf. Figure 2.17). The tiling of the Euclidean space $\mathbb{E}^n$ for $n \geq 2$ by hypercubes and the related type $C_n$ were discussed in Example 4.1.16. From the tiling of this affine space by bicolored hypercubes, we find the Coxeter group of type

\[
\tilde{B}_n = \cdots \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \circ \cdots
\]

(4.5)

Compare these results with Examples 2.4.4 and 4.1.10. From the tiling of $\mathbb{E}^n$ with a bicolored hypercubes and bicolored vertices, we find the Coxeter groups of type $D_n$ (if $n \geq 4$) and $A_3$.

### 4.4 Linear reflection representations

The main result of the previous section, Theorem 4.3.6, will be used to construct a faithful linear representation of each Coxeter group. Its distinguished generators are mapped to reflections.
**Definition 4.4.1** Recall that a reflection on a vector space $V$ is defined in Exercise 1.9.30 and that the fixed-point hyperplane of such a reflection (its axis) is called its mirror. A nontrivial eigenvector in the complement of the mirror is called a **root** of the reflection.

This means that the root spans the center of the corresponding perspectivity. The terminology is in accordance with affine reflections in Definition 4.3.1, which become linear reflections once a vector space structure on the affine space is chosen in such a way that its origin lies in the mirror of the affine reflection.

We will make use of quadratic forms. As these will be needed later for arbitrary vector spaces over fields, we give the general definition here.

**Definition 4.4.2** Let $V$ be a vector space over a field $F$ and consider a polynomial map $\kappa$ of degree two on $V$. That is, there are linear functionals $X_i (i \in I)$ on $V$ and elements $\kappa_{ij} \in F$ such that $\kappa = \sum_{i,j \in I} \kappa_{ij} X_i X_j$. This means that, for $v \in V$, we have

$$\kappa(v) = \sum_{i,j \in I} \kappa_{ij} X_i(v)X_j(v).$$

Such a map is called a **quadratic form** on $V$. In particular,

$$\kappa(x \lambda) = \lambda^2 \kappa(x) \text{ for all } \lambda \in F, \ x \in V,$$

$$\kappa(x + y) = \kappa(x) + \kappa(y) + f(x, y) \text{ for all } x, y \in V,$$

for a uniquely determined symmetric bilinear form $f$ on $V$. We call $f$ the **bilinear form** of $\kappa$.

**Definition 4.4.3** Fix $n \geq 1$ and a Coxeter matrix $M = (m_{i,j})_{i,j \in [n]}$ over $[n]$. Let $V$ be the real vector space with basis $(e_i)_{i \in [n]}$. Denote by $f_M$, or just $f$ if $M$ is clear from the context, the symmetric bilinear form on $V$ determined by

$$f(e_i, e_j) = -2 \cos(\pi/m_{i,j}) \quad (4.6)$$

for $i, j \in [n]$, with the understanding that $f(e_i, e_j) = -2$ if $m_{i,j} = \infty$. The form is indeed symmetric as $m_{i,j} = m_{j,i}$ for $i, j \in [n]$. We call $f_M$ the **bilinear form** associated with $M$.

Recall from Example 1.4.13 that $\text{Rad}(f)$, the radical of $f$, is the linear subspace of $V$ consisting of all $x \in V$ such that $f(x, y) = 0$ for all $y \in V$.

Let $\kappa_M$, or just $\kappa$, be the quadratic form determined by $f$, i.e.,

$$\kappa(x) = \frac{1}{2} f(x,x)$$

for all $x \in V$. We call $\kappa_M$ the **quadratic form** associated with $M$. 

For the remainder of this section, we let \( n \), \( M \), \( V \), \( e_i \ (i \in [n]) \), \( f \), and \( \kappa \) be as in Definition 4.4.3.

For \( x = \sum_i e_i x_i \) we have \( \kappa(x) = -\sum_{i,j \in [n]} x_i x_j \cos(\pi/m_{i,j}) \). The bilinear form \( f \) is linked to \( \kappa \) via

\[
\kappa(x + y) = \kappa(x) + \kappa(y) + f(x, y).
\]

We use the form \( f \) to define orthogonal reflections in \( \text{GL}(V) \) with respect to \( f \) as in Exercise 1.9.31. Here are some general properties of \( f \) and these reflections.

**Proposition 4.4.4** For the symmetric bilinear form \( f \) associated with the Coxeter matrix \( M \), and for the linear transformations \( \rho_i \ (i \in [n]) \) given by

\[
\rho_i(x) = x - f(x, e_i) e_i \quad (x \in V),
\]

the following assertions hold.

(i) \( f(e_i, e_i) = 2 \) for all \( i \in [n] \).

(ii) \( f(e_i, e_j) \leq 0 \) for all \( i, j \in [n] \) with \( i \neq j \), with equality if and only if \( m_{i,j} = 2 \).

(iii) For each \( i \in [n] \), the transformation \( \rho_i \) is reflection on \( V \) with mirror \( e_i^+: = \{ x \in V \mid f(x, e_i) = 0 \} \) and root \( e_i \).

(iv) For each \( i \in [n] \), the transformation \( \rho_i \) is orthogonal with respect to \( f \), that is, \( \rho_i \in O(V, f) \).

(v) The order of \( \rho_i \rho_j \) equals \( m_{i,j} \).

**Proof.** (i) and (ii) are obvious from the definition of \( f \).

(iii). This follows from Exercise 1.9.30.

(iv). By straightforward computation.

\[
f(\rho_i x, \rho_i y) = f(x - f(x, e_i) e_i, y - f(y, e_i) e_i)
= f(x, y) - f(x, e_i) f(e_i, y) - f(x, e_i) f(y, e_i) + f(x, e_i) f(y, e_i) f(e_i, e_i)
= f(x, y).
\]

(v). The linear subspace \( \mathbb{R} e_i + \mathbb{R} e_j \) of \( V \) is invariant under \( \rho_i \) and \( \rho_j \). Writing \( b = f(e_j, e_i) \) we can express the matrices of these linear transformations on the basis \( e_i, e_j \) as

\[
\rho_i : \begin{pmatrix} -1 & -b \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \rho_j : \begin{pmatrix} 1 & 0 \\ -b & -1 \end{pmatrix},
\]

so \( \rho_i \rho_j \) has matrix

\[
\begin{pmatrix} -1 + b^2 & b \\ -b & -1 \end{pmatrix}.
\]
The characteristic polynomial with indeterminate \( \lambda \) of this matrix is \( \lambda^2 - (b^2 - 2)\lambda + 1 \), which, in view of (4.6), factors as \((\lambda - e^{2\pi i/m_{i,j}})(\lambda - e^{-2\pi i/m_{i,j}})\).

Suppose \( m_{i,j} = \infty \). Then the above matrix is not the identity, so \((\lambda - 1)^2\) is the minimal polynomial of the matrix, and so the matrix must be of infinite order. Hence \( \rho_{i,j} \) has infinite order.

Suppose \( m_{i,j} < \infty \). The restriction of \( \kappa \) to \( \Re e_i + \Re e_j \) is
\[
\kappa(x_i e_i + x_j e_j) = x_i^2 - 2 x_i x_j \cos(\pi/m_{i,j}) + x_j^2
= (x_i - x_j \cos(\pi/m_{i,j}))^2 + x_j^2 \sin^2(\pi/m_{i,j}).
\]

This computation shows that \( \kappa \) is positive definite on \( \Re e_i + \Re e_j \), and so \( V = (\Re e_i + \Re e_j) + (e_i^+ \cap e_j^+). \) In view of (iii), the order of \( \rho_i \rho_j \) is the order of its restriction to \( \Re e_i + \Re e_j \). The above formula for the characteristic polynomial of this restriction of \( \rho_i \rho_j \) shows that its eigenvalues on that subspace are \( e^{2\pi i/m_{i,j}} \) and \( e^{-2\pi i/m_{i,j}} \), which are primitive \( m_{i,j} \)-th roots of unity. Therefore, the order of \( \rho_i \rho_j \) is equal to \( m_{i,j} \).

**Example 4.4.5** For \( M = B_3 \), connected with the cube, we have
\[
f(x,y) = 2x_1y_1 + 2x_2y_2 + 2x_3y_3 - \sqrt{2}x_1y_2 - \sqrt{2}x_2y_1 - x_2y_3 - x_3y_2
\]
with respect to the basis \( e_1, e_2, e_3 \). Consequently, \( f \) is positive definite. After a coordinate transformation to an orthonormal basis, \( \rho_1, \rho_2, \) and \( \rho_3 \) can be seen to be the reflection symmetries of a regular cube. The vectors \( \alpha_1, \alpha_2, \alpha_3 \) of Example 4.3.3 are roots of \( \rho_3, \rho_2, \rho_1 \), respectively.

**Theorem 4.4.6** Let \((W, S)\) be a Coxeter system of type \( M \).

(i) The map \( w \mapsto \rho_w \) given by \( \rho_w = \rho_1 \cdots \rho_q \) if \( w = r_1 \cdots r_q \) with \( r_j \in S \) \((j \in [q])\) defines a linear representation of \( W \) on \( V \) preserving \( f \).
(ii) The map \( [n] \rightarrow \{ \rho_i \mid i \in [n] \} \) sending \( i \) to \( \rho_i \) is a bijection.
(iii) The restriction of \( \rho \) to the subgroup \((s_i, s_j)\) of \( W \) is faithful for all \( i, j \in [n] \).

**Proof.** (i). By Proposition 4.4.4(iii), (v), the subgroup of \( \text{GL}(V) \) generated by the \( \rho_i \) \((i \in [n])\), satisfies the defining relations of \( W \). It follows that the map \( s_i \mapsto \rho_i \) on \( S = \{ s_1, \ldots, s_n \} \) determines a unique group homomorphism \( \rho : W \rightarrow \text{GL}(V) \) obeying the equations stated. Finally, \( \rho \) preserves \( f \) thanks to Proposition 4.4.4(iv).

Assertions (ii) and (iii) follow directly from Proposition 4.4.4(v). \( \square \)

In principle, the presentation of a Coxeter group \( W \) on \( S \) might collapse in the sense that \( s_i = 1 \) or \( s_i = s_j \) for certain \( i, j \in I \). By Theorem 4.4.6(ii), however, this cannot happen. Consequently, the subset \( S \) of \( W \) is in bijective correspondence with \( I \). The identification of \( s_i \) with \( i \in I \) is consistent with the notation \( (J) \) for \( \{ s_j \mid j \in J \} \), where \( J \subseteq I \), introduced in Notation 4.2.17.
4.4 Linear reflection representations

Definition 4.4.7 If \((W, S)\) is a Coxeter system of type \(M\), the corresponding linear representation \(\rho : W \to O(V, f)\) of Theorem 4.4.6 is called the reflection representation of \(W\).

Proposition 4.4.8 If \(M\) is an irreducible Coxeter diagram and if \(E\) is a proper invariant subspace of \(V\) with respect to the reflection representation \(\rho\) of \(W(M)\) on \(V\), then \(E\) is contained in the radical of \(f_M\).

Proof. We claim that \(e_i \notin E\) for \(i \in [n]\). To see this, set \(J = \{i \in [n] \mid e_i \in E\}\). We need to show that \(J = \emptyset\). If \(J \neq \emptyset\), then, since \(W(M)\) is irreducible, we may assume that there exist \(s \in J\), \(t \in [n]\setminus J\) with \(f(e_s, e_t) \neq 0\). Then \(\rho_t e_s = e_s - f(e_s, e_t) e_t\) and so \(f(e_s, e_t) e_t = e_s - \rho_t e_s\) is in \(E\). Therefore \(e_t \in E\), whence \(t \in J\), a contradiction. Hence, \(J = \emptyset\), so the claim holds.

Next, let \(x \in E\). If \(i \in [n]\), then \(f(x, e_i)e_i = x - \rho_i x \in E\). But \(e_i \notin E\), so \(f(x, e_i) = 0\) for all \(i \in [n]\). Thus, \(x \in V^\perp\), which establishes \(E \subseteq V^\perp\). \(\square\)

Exercise 4.9.9 shows that an abstract Coxeter group does not uniquely determine its Coxeter diagram.

Definition 4.4.9 In Definition 4.2.21 we introduced the notion of irreducibility for Coxeter groups. In the theory of linear representations, a linear representation of a group \(G\) on a vector space is called irreducible if there is no proper nontrivial linear subspace of the vector space invariant under \(G\). A linear representation of \(G\) on the real vector space \(V\) is called absolutely irreducible if the representation remains irreducible after extension of the scalars of \(V\) to the complex numbers. Often, if there is no imminent confusion between representations, these terms are also applied to the underlying vector space.

Example 4.4.10 Let \(M = \tilde{A}_1 = \mathbb{R}_2^{\infty}\), so \(n = 2\) and \(m_{1,2} = \infty\). The form \(f\) and the matrices \(\rho_1\) and \(\rho_2\) on the basis \(e_1, e_2\) of the reflection representation \(\rho\) of \(W(M)\) appear in the proof of Proposition 4.4.4(v) with \(i = 1\) and \(j = 2\). The vector \(e_1 + e_2\) is orthogonal to all of \(V\) and spans the linear subspace \(\text{Rad}(f)\). In particular, \(\rho\) leaves invariant a nontrivial proper linear subspace of \(V\), and so is a reducible representation. As \(\mathbb{R}e_1 + \mathbb{R}e_2\) is the only 1-dimensional \(\rho\)-invariant subspace of \(V\), the space \(V\) cannot be decomposed into a direct sum of irreducible \(\rho\)-invariant subspaces.

Proposition 4.4.4(ii) tells us that, if \(M\) is reducible, the reflection representation \(\rho\) of \(W(M)\) is reducible. The converse does not hold as we saw in Example 4.4.10. There is however, the following partial converse.

Corollary 4.4.11 For each Coxeter group \(W\) of type \(M\) and associated bilinear form \(f\), the following three statements are equivalent.
(i) $M$ is irreducible and $\text{Rad}(f) = 0$.
(ii) The reflection representation of $W$ is irreducible.
(iii) The reflection representation of $W$ is absolutely irreducible.

Proof. As usual, we denote by $\rho : W \to O(V, f)$ the reflection representation.

(i)⇒(ii). Suppose (i) and assume that $E$ is a proper $\rho$-invariant subspace of $V$. By Proposition 4.4.8, we have $E \subseteq \text{Rad}(f)$. As $\text{Rad}(f) = 0$, we find $E = \{0\}$, as required.

(ii)⇒(i). It is easily seen that $\text{Rad}(f)$ is a $\rho$-invariant subspace of $V$. Clearly, $f \neq 0$, so irreducibility of $W$ on $V$ implies $\text{Rad}(f) = 0$. Let $K$ be a connected component of $M$. The linear span of $\{e_i \mid i \in K\}$ is clearly a $\rho$-invariant subspace of $V$. If $\rho$ is irreducible, then this span must coincide with $V$, which forces $K = I$. Therefore, $M$ is irreducible.

(iii)⇒(ii) is direct from the definitions.

(ii)⇒(iii). Suppose that $\rho$ is irreducible. The argument of the proof of Proposition 4.4.8 applies equally well to the vector space $V$ after extension of the field scalars to a field containing $\mathbb{R}$, showing again that an invariant subspace of the vector space over the extended field lies in the radical of $f$. Since the radical of $f$ over the extension field has the same dimension as it has over $\mathbb{R}$, the implication (ii)⇒(i) (already proven) gives us $\text{Rad}(f) = \{0\}$. Hence, also over the extension field, there are no invariant subspaces, so the representation is absolutely irreducible. \qed

The prefundamental domain needed to apply Theorem 4.3.6 to Coxeter groups will be used for the contragredient representation rather than the reflection representation.

**Definition 4.4.12** If $\rho : G \to \text{GL}(V)$ is a linear representation on a vector space $V$, then the contragredient representation $\rho^\vee$ is defined by

$$
\rho^\vee_h = (v \mapsto h(\rho_{g^{-1}}v))
$$

for all $h \in V^\vee$, $g \in G$.

It is readily checked that $\rho^\vee$ is also a linear representation of $G$.

For an arbitrary Coxeter system $(W, S)$ of type $M$ and the corresponding reflection representation $\rho : W \to \text{GL}(V)$, we will consider the contragredient representation $\rho^\vee$ (see Definition 4.4.12) to prove that $\rho$ is faithful. This is justified by the following result.

**Lemma 4.4.13** If $\dim(V) < \infty$, then $\text{Ker} (\rho) = \text{Ker} (\rho^\vee)$. In particular, $\rho$ is faithful if and only if $\rho^\vee$ is faithful.
Proof. If \( x \in W \) satisfies \( \rho_x = \text{id} \), then \( \rho_{x^{-1}} = \text{id} \), so \((\rho_x^\vee)h)v = h(\rho_{x^{-1}}v) = h(v)\) for all \( v \in V \) and \( h \in V^\vee \), proving \( \rho_x^\vee = \text{id} \). As \( \dim(V) < \infty \), the representations \((\rho_x^\vee)\) and \( \rho \) are equivalent, so the converse follows immediately.

Example 4.4.14 We continue with Example 4.4.10, letting \((W,S)\) be the Coxeter system of type \( \hat{A}_1 \), so \( m_{1,2} = \infty \). On the basis \( e_1, e_2 \) of \( \mathbb{R}^2 \),

\[
f(x, y) = 2x_1y_1 + 2x_2y_2 - 2x_1y_2 - 2x_2y_1 = 2(x_1 - x_2)(y_1 - y_2),
\]

whence \( \text{Rad}(f) = \{ x \in V \mid x_1 = x_2 \} \). Moreover,

\[
\rho_1 = \begin{pmatrix} -1 & 2 \\ 0 & 1 \end{pmatrix} \quad \text{and} \quad \rho_2 = \begin{pmatrix} 1 & 0 \\ 2 & -1 \end{pmatrix}
\]

fix all points of \( \text{Rad}(f) \). There is no convenient choice for \( A \) as in Theorem 4.3.6. However, \( \rho \) has a contragredient representation \( \rho^\vee \) on the dual vector space \( V^\vee \) which behaves much better. In matrix form, with respect to a dual basis \((d_i)_i\) of \((e_i)_i\), (that is, \( d_i(e_j) = 1 \) if \( i = j \) and 0 otherwise), we have \( \rho_1^\vee = (\rho_1)^{-T} \) and so

\[
\rho_1^\vee = \begin{pmatrix} -1 & 0 \\ 2 & 1 \end{pmatrix} \quad \text{and} \quad \rho_2^\vee = \begin{pmatrix} 1 & 2 \\ 0 & -1 \end{pmatrix}.
\]

Consider the set \( A \) of elements of \( V^\vee \) which take strictly positive values on \( e_1 \) and \( e_2 \), i.e., the set of all \( ad_1 + bd_2 \in \mathbb{R}^2 \) with \( a > 0 \) and \( b > 0 \). The transforms \( \rho_1^\vee(\overline{A}) \) of the closure \( \overline{A} \) of \( A \), cover an open half-plane of \( V^\vee \) bounded by the line \( x_1 + x_2 = 0 \) and the group acts regularly on the set of all those transforms, i.e., \( A \) is a prefundamental domain for this group; see Figure 4.14.

\[
\text{Fig. 4.14. The domain } A \text{ and its transforms under } \rho^\vee(W).
\]
Example 4.4.15 We consider once more the case \( M = 1^{(m)}_2 \) with \( m = m_{1,2} < \infty \). The form \( f \) is positive definite and the matrices of \( \rho_1 \) and \( \rho_2 \) in the reflection representation with respect to \( e_1, e_2 \) are

\[
\rho_1 : \begin{pmatrix} -1 & 2 \cos(\pi/m) \\ 0 & 1 \end{pmatrix}, \quad \rho_2 : \begin{pmatrix} 1 & 0 \\ 2 \cos(\pi/m) & -1 \end{pmatrix}.
\]

On the other hand, in the Euclidean vector space \( \mathbb{R}^2 \) with standard inner product \((\cdot, \cdot)\) and standard orthonormal basis \( e_1, e_2 \), we can take the vectors \( a = \varepsilon_1 \) and \( b = -\varepsilon_1 \cos(\pi/m) + \varepsilon_2 \sin(\pi/m) \) of unit length which make an angle \(-\cos(\pi/m)\) and consider the corresponding orthogonal reflections \( r_a, r_b \). Observe that the two pairs of reflections are actually the same up to a coordinate transformation sending the basis \( e_1, e_2 \) to \( \sqrt{2}a, \sqrt{2}b \).

For \( v \in V \), set \( A_v = \{ x \in V^\vee \mid x(v) > 0 \} \). This is an open half-space in \( V^\vee \).

Theorem 4.4.16 Let \((W, S)\) be a Coxeter system of type \( M \) and let \( \rho : W \to \text{GL}(V) \) be the reflection representation of \( W \). Then, in \( V^\vee \), the half-spaces \( A_i = \{ x \in V^\vee \mid x(e_i) > 0 \} \) and the linear transformations \( \rho_i^\vee \in \text{GL}(V^\vee) \) satisfy the following conditions.

(i) For each \( i \in [n] \), the transformation \( \rho_i^\vee \) is a reflection on \( V^\vee \) and \( A_i \) and \( \rho_i^\vee(A_i) \) are the half-spaces separated by its mirror.

(ii) For distinct \( i, j \in [n] \), the intersection \( A_{ij} = A_i \cap A_j \) is a prefundamental domain for the subgroup \( G_{ij}^\vee := (\rho_i^\vee, \rho_j^\vee) \) of \( \text{GL}(V^\vee) \).

(iii) The intersection \( \bigcap_{i \in [n]} A_i \) is a prefundamental domain for the subgroup \( W \) acting on \( V^\vee \).

(iv) The representation \( \rho \) is faithful.

Proof. (i) Let \( f \) be the bilinear form associated with \( M \). For \( i \in [n] \), put \( a = f(\cdot, e_i) \) and \( \phi = (h \mapsto h(e_i)) \). According to Definition 4.4.12 and (4.7), we have, for \( h \in V^\vee \),

\[
\rho_i^\vee h = h - h(e_i)f(\cdot, e_i) = r_{a,\phi}h,
\]

with \( \phi(a) = f(e_i, e_i) = 2 \), so the assertion follows from Exercise 1.9.30.

(ii) Let \( i, j \in [n] \) with \( i \neq j \). Observe that \( G_{ij}^\vee \) is the image under \( \rho^\vee \) of \( (s_i, s_j) \). Consider \( w \in (s_i, s_j) \) with \( A_{ij} \cap \rho_{ij}^\vee A_{ij} \neq \emptyset \). We will show \( w = 1 \). Set \( U = \mathbb{R}e_i + \mathbb{R}e_j \) in \( V \). There is a canonical surjective linear map \( \pi : V^\vee \to U^\vee \) obtained by restriction to \( U \) of each linear form on \( V \). The subgroup \( G_{ij} = \langle \rho_i, \rho_j \rangle \) of \( \text{GL}(V) \) leaves \( U \) invariant, since each \( \rho_k \) leaves invariant every linear subspace of \( V \) containing \( e_k \), and \( e_i, e_j \in U \). Let \( \sigma_w \) be the restriction of \( \rho_w \) to \( U \), for \( w \in (s_i, s_j) \). Write \( K_l = \{ x \in U^\vee \mid x(e_l) > 0 \} \) for \( l \in \{i, j\} \). Then \( K_l = \pi(A_l) \). Inspection of Examples 4.3.5 and 4.4.15 gives that the
assertion holds if \( n = 2 \). Therefore, writing \( K_{ij} = K_i \cap K_j \), we find that \( K_{ij} \cap \sigma_i^w K_{ij} \neq \emptyset \) implies \( w = 1 \).

Now \( h \in A_{ij} \cap \rho_{\pi}^{\sigma_i}(A_{ij}) \neq \emptyset \) implies \( h|_{U} \in \pi(A_{ij}) = K_{ij} \) and \( h|_{U} \in \pi \rho_{\pi}^{\sigma_i}(A_{ij}) = \sigma_i^w(K_{ij}) \). Thus \( h|_{U} \in K_{ij} \cap \sigma_i^w(K_{ij}) \), so, as we saw in the previous paragraph, \( w = 1 \).

(iii). The intersection \( \bigcap_{i \in [n]} A_i \neq \emptyset \) contains the linear form taking the value 1 on each \( e_i \), and so is non-empty. As we have seen before, the restriction of \( \rho^\vee \) to a subgroup \( \langle s_i, s_j \rangle \) of \( W \) is faithful. In particular, \( \rho_i^\vee \rho_j^\vee \) has order \( m_{i,j} \). In view of (ii), we can apply Theorem 4.3.6 to conclude that \( (\rho^\vee W, \{ \rho_i^\vee \mid i \in [n] \}) \) is a Coxeter system of type \( M \) and that \( A \) is a prefundamental domain.

(iv). The proof of (iii) implies that \( \rho^\vee \) is faithful. The assertion now follows from Lemma 4.4.13.

**Corollary 4.4.17** If \( (W, S) \) is a Coxeter system and \( J \) a subset of \( S \), then the subgroup \( \langle J \rangle \) of \( W \) is a Coxeter group with Coxeter system \( (\langle J \rangle, J) \).

**Proof.** The restriction of \( \rho \) to the subgroup \( \langle s_j \mid j \in J \rangle \) of \( W \) is a linear representation of \( \rho \) on \( V \) with invariant subspace \( U = \sum_{j \in J} e_j \mathbb{R} \). The reflection representation of the Coxeter system of type \( M \mid J \) (where \( M \) is the Coxeter type of \( (W, S) \)) is easily seen to factor through the linear representation of \( \langle s_j \mid j \in J \rangle \) induced on \( U \) by \( \rho \). Theorem 4.4.16 implies that it is faithful. This shows that the Coxeter group of type \( M \mid J \) is isomorphic to the subgroup \( \langle s_j \mid j \in J \rangle \) of \( W \). The rest of the theorem is an immediate consequence of these observations.

### 4.5 Root systems

In this section, we study Coxeter groups as permutation groups and derive some consequences regarding special subgroups and the defining presentation by generators and relations. To this end, we will single out a union \( \Phi \) of orbits of roots of reflections from \( W \) occurring in the reflection representation space \( V \) on which \( W \) acts faithfully. This set \( \Phi \), called a root system, gives information about the length of an element from \( W \) in terms of its action on \( \Phi \) (see Corollary 4.5.5) and leads to a remarkable property of Coxeter systems, called the exchange condition, which is shown to characterize Coxeter groups in Theorem 4.5.10. In the remainder of the section, a host of useful properties of Coxeter groups are derived. In Corollary 4.5.16, we describe thin residually connected geometries of any Coxeter type \( M \) as quotients of a universal geometry of the same Coxeter type \( M \).

Throughout this section, we let \( M \) be a Coxeter matrix over \([n]\) and \((W, S)\) a pair consisting of a group \( W \) and a generating set \( S = \{s_1, \ldots, s_n\} \). The pair need not always (cf. Theorem 4.5.10) be a Coxeter system of type \( M \), although it will often be (explicitly) assumed. We think of \( S \) as a totally
Definition 4.5.1 Let \((W,S)\) be a Coxeter system and let \(\rho: W \to \text{GL}(V)\) be its reflection representation. The basis \(e_1, \ldots, e_n\) of the real vector space \(V\) consists of roots of the generating reflections \(\rho(s_i) = \rho_i\) described in (4.7). Moreover the image of \(\rho\) lies in \(O(V,f)\), the stabilizer in \(\text{GL}(V)\) of the symmetric bilinear form \(f\) associated with \(M\) (cf. Definition 4.4.3). In this setting, the subset \(\Phi = \cup_{s \in S} \rho(W)e_s\) of \(V\) is the called the root system of \(W\). The subsets
\[
\Phi^+ = \Phi \cap (\mathbb{R}_{\geq 0}e_1 + \cdots + \mathbb{R}_{\geq 0}e_n) \quad \text{and} \quad \Phi^- = \Phi \cap (\mathbb{R}_{\leq 0}e_1 + \cdots + \mathbb{R}_{\leq 0}e_n)
\]
of \(\Phi\) are called the set of positive roots and the set of negative roots of \(W\), respectively.

For the action of \(w \in W\) on \(v \in V\), we often write \(wv\) rather than \(\rho(w)v\). Part (ii) of the following lemma justifies the name root system; each member of it is a root (cf. Definition 4.4.1).

Proposition 4.5.2 Let \((W,S)\) be a Coxeter system with root system \(\Phi\).

(i) \(W\) acts faithfully on \(\Phi\).

(ii) For \(w \in W\) and \(s \in S\), the vector \(we_s \in \Phi\) is a root of the orthogonal reflection \(\rho(ws^{-1})\) with respect to the form \(f\) associated with \(M\).

(iii) \(\Phi = \Phi^+ \cup \Phi^-\) and \(\Phi^- = -\Phi^+\).

(iv) For \(w \in W\) and \(s \in S\) we have \(we_s \in \Phi^-\) if and only if \(l(ws) < l(w)\).

(v) If \(\lambda \in \mathbb{R}\) and \(\alpha \in \Phi\) satisfy \(\lambda \alpha \in \Phi\), then \(\lambda = \pm 1\).

Proof. (i) As \(\Phi\) contains the basis \((e_s)_{s \in S}\) of \(V\), this is immediate from the fact (see Theorem 4.4.16) that \(\rho\) is faithful.

(ii) Since \(\rho(ws^{-1})\) is a conjugate of \(\rho(s)\), it is an orthogonal reflection with respect to \(f\). Moreover \(ws^{-1}(we_s) = we_s = -we_s\), so \(we_s\) is a root of \(ws^{-1}\).

(iii). Let \(A_1\) and \(A\) be as in Theorem 4.4.16. In terms of \(A\), we have \(\Phi^+ = \{x \in \Phi \mid \forall f \in A, f(x) \geq 0\}\) and \(\Phi^- = \{x \in \Phi \mid \forall f \in A, f(x) \leq 0\}\).

Let \(w \in W\) and \(s \in S\), so \(we_s \in \Phi\). Since \(f(ws) = (w^{-1}f)e_s\) for \(f \in V^\vee\), we have \(ws \in \Phi^+\) if and only if \(f \in A_s\) for each \(f \in w^{-1}A\), which is of course equivalent to \(w^{-1}A \subseteq A_s\). Similarly, \(we_s \in \Phi^-\) if and only if \(w^{-1}A \supseteq sA_s\). By Theorem 4.4.16 and Corollary 4.3.7, either \(w^{-1}A \subseteq A_s\) and \(l(sw^{-1}) = l(w^{-1}) + 1\) or \(w^{-1}A \supseteq sA_s\) and \(l(sw^{-1}) = l(w^{-1}) - 1\). Therefore \(\Phi\) is the union of \(\Phi^+\) and \(\Phi^-\). As \(0 \not\in \Phi\) this union is disjoint.

Finally, if \(we_s \in \Phi^+\), then \(-we_s = we_se_s \in \Phi^-\), so \(-\Phi^+ \subseteq \Phi^-\). Similarly \(-\Phi^- \subseteq \Phi^+\), so \(\Phi^- \subseteq -\Phi^+\). Therefore \(\Phi^- = -\Phi^+\). This establishes (iii).
(iv). By what we have seen in the proof of (iii), \( we_s \in \Phi^- \) if and only if \( l(sw^{-1}) = l(w^{-1}) - 1 \), which is equivalent to \( l(ws) = l(w) - 1 \); see Exercise 4.9.14. This proves (iv).

(v). Writing \( \alpha = we_s \), we find \( 2 = f(e_s, e_s) = f(we_s, we_s) \), so \( f(\alpha, \alpha) = 2 \) for each \( \alpha \in \Phi \). Consequently, \( \alpha, \lambda \alpha \in \Phi \) gives \( \lambda^2 2 = f(\lambda \alpha, \lambda \alpha) = 2 \), and so \( \lambda = \pm 1 \).

\[ \square \]

**Definition 4.5.3** In view of Proposition 4.5.2(ii), the members of the set \( R = \{ wsw^{-1} \mid w \in W, s \in S \} \) are called **reflections** of the Coxeter group \( W \) or, to be more precise, of the Coxeter system \( (W, S) \).

**Remark 4.5.4** By Proposition 4.5.2(iii), (v), each reflection of a Coxeter group \( W \) has a unique positive root. Conversely, by Exercise 1.9.31, each member of \( \Phi^+ \) is the positive root of a unique orthogonal reflection with respect to \( f \). In other words, if \( r, s \in S \) and \( v, w \in W \) satisfy \( we_s = ve_r \), then \( wsw^{-1} = vr^{-1} \).

![Fig. 4.15. The root system of the Coxeter group of type A2](image)

Here is a more general assertion than the length law of Proposition 4.5.2(iv). For \( w \in W \) and \( \Phi \) the root system of \( W \), we set

\[ \Phi_w := \{ \alpha \in \Phi^+ \mid w\alpha \in \Phi^- \}. \]

\[ (4.8) \]

**Corollary 4.5.5** Suppose that \( (W, S) \) is a Coxeter system with root system \( \Phi \). Let \( w \in W \) with \( q = l(w) \). If \( r_1 \cdots r_q \) is a minimal expression for \( w \), then

\[ \Phi_w = \{ r_q \cdots r_{i+1} \alpha_i \mid i \in [q] \}, \]

where \( \alpha_i \) is the root of \( r_i \) in \( \Phi^+ \). In particular, \( l(w) = |\Phi_w| \).
Proof. Observe that the $\alpha_i$ are in $\{e_1, \ldots, e_n\}$, as each $r_i \in S$. Fix a minimal expression $r_1 \cdots r_q$ of $w$. As $l((r_q \cdots r_{i+1})r_i) > l((r_q \cdots r_{i+1})$, Proposition 4.5.2(iv) gives $r_q \cdots r_{i+1}\alpha_i \in \Phi^\perp$. Also, as $l((r_1 \cdots r_{i-1}r_i)r_i) < l(r_1 \cdots r_{i-1}r_i)$, the same result gives $w(r_q \cdots r_{i+1}\alpha_i) = r_1 \cdots r_{i-1}r_i \alpha_i \in \Phi^-$. This establishes $\{r_q \cdots r_{i+1}\alpha_i \mid i \in [q]\} \subseteq \Phi_w$.

Let $\gamma \in \Phi_w$. It remains to show that $\gamma$ belongs to $\{r_q \cdots r_{i+1}\alpha_i \mid i \in [q]\}$. If $q = 0$, then $\Phi_w = \emptyset$ and the corollary is trivially true.

Suppose $q = 1$, so $w = r_1 = s \in S$. Write $\gamma = \sum_{i \in S} \lambda_i e_i$ with $\lambda_i \geq 0$. If $\gamma \neq \alpha_1$, there must be $s \in S$ distinct from $s$ with $\lambda_s > 0$; cf. Proposition 4.5.2(v). But then $\sum_{i \in S} \lambda_i e_i = \mu_s e_s + \sum_{i \in S \setminus \{s\}} \lambda_i e_i$ for some $\mu_s \in \mathbb{R}$. The coefficient of $e_s$ in $s\gamma$ is again $\lambda_s > 0$, so $s\gamma \in \Phi^+$ by Proposition 4.5.2(iii). This means $\gamma \notin \Phi_w$, and so $\Phi_w = \{\alpha_1\}$, as required.

Assume $q > 1$ and $\gamma \in \Phi_w$. Since $w\gamma \in \Phi^-$ and $\gamma \in \Phi^+$, there is a maximal $i \in [q]$ such that $\gamma, r_q \gamma, \ldots, r_{i+1} \gamma \in \Phi^+$ and $r_{i+1} \gamma \in \Phi^-$. But then $r_{i+1} \gamma$ lies in $\Phi_{e_i}$, which we have seen coincides with $\{\alpha_i\}$ in the previous paragraph. Thus, $r_{i+1} \gamma = \alpha_i$ and $\gamma = r_q \cdots r_{i+1} \alpha_i$. This proves that the two sets $\Phi_w$ and $\{r_q \cdots r_{i+1} \alpha_i \mid i \in [q]\}$ coincide.

As a consequence $|\Phi_w| \leq q$. To prove equality, assume, that for certain $i, j$ with $i < j$ we have $r_q \cdots r_{i+1} \alpha_i = r_q \cdots r_{j+1} \alpha_j$. Then $\alpha_i = r_{i+1} \cdots r_j \alpha_j$. As $r_{i+1} \cdots r_j$ is a minimal expression, Proposition 4.5.2(iv) shows that the right hand side is in $\Phi^-$, a contradiction with $\alpha_i \in \Phi^+$. Therefore, all elements of $\Phi_w$ are distinct, so $|\Phi_w| = q$. Hence the corollary. $\square$

Example 4.5.6 Let $M = A_n-1$. The associated form $f$ satisfies $f(e_i, e_j) = -1$ if $|i-j| = 1$ and $f(e_i, e_j) = 0$ if $|i-j| > 1$. Let $e_1, \ldots, e_n$ be the standard basis of $\mathbb{R}^n$ and $(\cdot, \cdot)$ the standard inner product that makes the standard basis orthonormal. A convenient realization of the reflection representation is furnished by the vectors $e_i = e_i - e_{i+1}$ $(i \in [n-1])$. These span the subspace $V = \mathbb{R}^n \cap \{e_1 + \cdots + e_n\}^\perp$ of $\mathbb{R}^n$ and $f$ can be identified with the restriction of $(\cdot, \cdot)$ to $V$. The root system $\Phi$ for $W = W(A_n-1)$ can be partitioned into $\Phi^+ = \{e_i - e_j \mid 1 \leq i < j \leq n\}$ and $\Phi^- = \{e_i - e_j \mid 1 \leq j < i \leq n\}$.

Each element in $\Phi^+$ is of the form $e_i - e_j = e_1 + \cdots + e_j$ for certain $1 \leq i < j \leq n$. Corollary 4.5.5 gives that the length of $w \in \text{Sym}_n$ is equal to the number of pairs $(i, j)$ in $[n] \times [n]$ with $i < j$ and $wi > wj$.

We continue by deriving an abstract property of Coxeter groups that is very powerful. Next we explain its power by showing that it is a characterizing property for Coxeter groups.

Definition 4.5.7 Let $(W, S)$ be a pair consisting of a group $W$ and a generating set $S$ for $W$. The exchange condition for $(W, S)$ is the following property.
If $s, r_1, \ldots, r_q \in S$ satisfy $w = r_1 \cdots r_q$ and $q = l(w) \geq l(sw)$, then there is $j \in [q]$ such that $sr_1 \cdots r_{j-1} = r_1 \cdots r_j$.

**Theorem 4.5.8 (Exchange Condition)** If $(W, S)$ is a Coxeter system, then it satisfies the exchange condition.

**Proof.** As the parities of $l(sw)$ and $l(w)$ differ (cf. Lemma 4.2.16), $l(sw) \leq l(w)$ implies $l(sw) = l(w) - 1$. By Corollary 4.5.5 and $|\Phi_{sw}| = l(sw) = q - 1 < q = |\Phi_w|$, there is $\beta \in \Phi_w$ such that $sw\beta \in \Phi^+$. Moreover, if $r_1 \cdots r_q$ is a minimal expression for $w$, then $\Phi_w = \{r_0 \cdots r_i \alpha_i \mid i \in [q]\}$, where $\alpha_i$ is the root of $r_i$ in $\Phi^+$. Thus, for $\beta$, there is $j \in [q]$ with $\beta = r_q \cdots r_j \alpha_j$. Now $-w\beta \in \Phi^+$ and $s(-w\beta) \in \Phi^-$, so $-w\beta \in \Phi_s = \{\alpha_s\}$, so

$$\alpha_s = -w\beta = -(r_1 \cdots r_q)(r_q \cdots r_j) \alpha_j = -r_1 \cdots r_j \alpha_j = r_1 \cdots r_{j-1} \alpha_j,$$

which implies $s = (r_1 \cdots r_{j-1}) r_j r_{j-1} \cdots r_1$. We obtain $sr_1 \cdots r_{j-1} = r_1 \cdots r_{j-1}$, as required. \qed

In order to prove the converse, we need the following useful lemma.

**Lemma 4.5.9** Suppose that $(W, S)$ is a pair consisting of a group $W$ and a set $S$ of involutions generating $W$ that satisfies the exchange condition. Let $M$ be the matrix over $S$ (assuming some total ordering on $S$) whose $r,s$-entry $m_{r,s}$ is the order of $rs$. Suppose that $F$ is a monoid affording a map $\sigma : S \to F$ such that for any two distinct $r, s \in S$ we have

$$\sigma(r)\sigma(s)\sigma(r)\cdots = \sigma(s)\sigma(r)\sigma(s)\cdots$$

if $m_{r,s} < \infty$.

Then $\sigma$ can be extended to a uniquely determined map $W \to F$, also called $\sigma$, such that $\sigma(w) = \sigma(r_1) \cdots \sigma(r_q)$ whenever $r_1 \cdots r_q$ is a minimal expression for $w$.

**Proof.** Let $S^*$ denote the free monoid on $S$. Clearly, $\sigma$ can be extended to a homomorphism of monoids $S^* \to F$. Thus, for $r = r_1 \cdots r_q \in S^*$, we have $\sigma(r) = \sigma(r_1) \cdots \sigma(r_q)$.

For $w \in W$, let $D_w$ be the set of all minimal expressions for $w$ in $S^*$. We want to show that $\sigma(r) = \sigma(r')$ for all $r, r' \in D_w$. We proceed by induction on $l(w)$. The case $l(w) \leq 1$ is trivial (as then $|D_w| = 1$), so assume $q = l(w) > 1$. Let $r = r_1 \cdots r_q$ and $r' = r'_1 \cdots r'_q$ be two minimal expressions in $S^*$ for $w$. Put $s = r'_1$. We have $l(sw) < q$, so the exchange condition gives $sr_1 \cdots r_{j-1} = r_1 \cdots r_j$ for some $j \leq q$. We obtain $r'' := sr_1 \cdots r_{j-1}r_{j+1} \cdots r_q \in D_w$. Comparing the first terms of $r'$ and $r''$ and applying the induction hypothesis to $sw$, we find $\sigma(r') = \sigma(r'')$. If $j < q$,
then, comparing the last terms of \( r'' \) and \( r \) and applying the induction hypothesis to \( wr_1 \), we find \( \sigma(r) = \sigma(r'') \), and we are done.

It remains to consider the case where \( j = q \). Then, replacing the pair \( r, r' \) by \( r'' \), and using the same arguments, we obtain \( r''' = r_1 s r_1 \cdots r_{q-2} \in D_w \) with \( \sigma(r''') = \sigma(r) \). Repeating this process, we arrive at \( u = r_1 s r_1 \cdots s r_1 s \cdots \in D_w \), each word involving only \( s, r_1 \) alternately, with \( \sigma(u) = \sigma(r) \) and \( \sigma(v) = \sigma(r') \), while \( w = s r_1 v \cdots = r_1 s r_1 \cdots (q \text{ terms}) \).

Now, by hypothesis, \( \sigma(u) = \sigma(v) \), and so \( \sigma(r) = \sigma(r') \). In particular, the map \( \sigma \) is constant on \( D_w \) for each \( w \in W \), and hence well defined on \( W \).

**Theorem 4.5.10** Suppose that \( W \) is a group generated by a subset \( S \) of involutions.

\( \text{(i)} \) The pair \( (W, S) \) is a Coxeter system if and only if it satisfies the exchange condition.

\( \text{(ii)} \) If \( (W, S) \) is a Coxeter system, then for each \( w \in W \), there is a unique subset \( S_w \) of \( S \) such that \( S_w = \{r_1, \ldots, r_q\} \) for every minimal expression \( r_1 \cdots r_q \) for \( w \).

**Proof.** (i). By Theorem 4.5.8, a Coxeter system satisfies the exchange condition. Suppose that \( (W, S) \) satisfies the exchange condition. Let \( M \) be the matrix over \( S \) as given in Lemma 4.5.9. Denote by \( (W, S) \) the Coxeter system of type \( M \). We will apply the lemma to the canonical map \( r \mapsto \overline{r} \) from \( S \) to \( \overline{S} \), taking \( F \) to be the monoid underlying the group \( \overline{W} \). By definition of \( (\overline{W}, \overline{S}) \), this map satisfies the conditions of the lemma. Hence we obtain a map \( w \mapsto \overline{w} \) from \( W \) to \( \overline{W} \) such that \( \overline{w} = \overline{r}_1 \cdots \overline{r}_q \) whenever \( w = r_1 \cdots r_q \) and \( q = l(w) \). We claim that \( w \mapsto \overline{w} \) is a homomorphism of groups.

First, we show that \( \overline{sw} = \overline{s} \overline{w} \) for all \( s \in S, w \in W \). If \( l(sw) = q + 1 \), we have \( \overline{sw} = \overline{s} \overline{r}_1 \cdots \overline{r}_q = \overline{s} \overline{w} \). If \( l(sw) \leq q \), Theorem 4.5.8 gives some \( j \in [q] \) with \( s r_1 \cdots r_{j-1} = r_1 \cdots r_j \), so \( sw = r_1 \cdots r_j r_{j+1} \cdots r_q \), and \( l(sw) = q + 1 \).

As \( \overline{r}_j = 1 \), we find
\[
\overline{sw} = \overline{r}_1 \cdots \overline{r}_{j-1} \overline{r}_j \overline{r}_{j+1} \cdots \overline{r}_q = \overline{r}_1 \cdots \overline{r}_{j-1} \overline{r}_j \overline{r}_{j+1} \cdots \overline{r}_q = \overline{s} \overline{r}_1 \cdots \overline{r}_q = \overline{s} \overline{w}.
\]

Next, we derive \( \overline{uv} = \overline{u} \overline{v} \) for all \( u, v \in W \) by induction on \( l(u) \). The case \( l(u) = 1 \) has just been treated. Assume \( l(u) > 1 \). Then \( u = su' \) for some \( s \in S, u' \in W \) with \( l(u') < l(u) \), so
\[
\overline{uv} = \overline{su'v} = \overline{s} \overline{u'} \overline{v} = \overline{\sigma(u')} \overline{v} = \overline{sw} \overline{v} = \overline{wv},
\]
proving that \( w \mapsto \overline{w} \) is a homomorphism indeed. Finally the homomorphism is clearly surjective, and, since \( \overline{W} \) is freely generated by the relations \( (\overline{r}_j)^{m_{r,s}} = 1 \ (r, s \in S) \), it must be an isomorphism.
(ii). We now apply the lemma to the map \( r \mapsto \{ r \} \) from \( S \) to the monoid \( 2^S \) of all subsets of \( S \) in which multiplication is given by set theoretic union (the empty set is the unit). As \( \{ r \} \cup \{ s \} \cup \{ r \} \cdot \cdots \cdot \{ r, s \} \), the equality of Lemma 4.5.9 is satisfied. Therefore, the map can be extended to a uniquely determined map \( w \mapsto S_w \) such that \( S_w = \{ r_1, \ldots, r_q \} \) for every minimal expression \( r_1 \cdots r_q \) of \( w \).

\[ \square \]

**Corollary 4.5.11** Let \((W, S)\) be a Coxeter system. Any sequence \( r \) in \( S^* \) can be reduced to a minimal element in \( S^* \) with the same image as \( \zeta(r) \) in \( W \) by use of the rewriting rules

\[(H) \quad rsr \cdots \sim srs \cdots , \text{ where both sides have length } m_{r,s} < \infty, \]

\[(R) \quad rr \sim 1. \]

In \( \zeta^{-1}(\zeta(r)) \) such a minimal element is unique up to rewritings of the first kind.

**Proof.** Rules \((H)\) are homogeneous in the sense that the words on both sides have the same lengths. So if we take the quotient of \( S^* \) modulo the congruence generated by the corresponding relations on \( S^* \), we obtain a monoid, denoted \( F \), whose elements are equivalence classes \([ r ]\) of words \( r \in S^* \) all of which have the same length. Applying Lemma 4.5.9 to the monoid \( F \), we find a map \( \phi : W \to F \) such that \( \phi(w) = [ r_1 \cdots r_q ] \) whenever \( r_1 \cdots r_q \) is a minimal expression of \( w \in W \).

Suppose now that \( r = r_1 \cdots r_q \in S^* \) is an expression for \( w = \zeta(r) \) that is not minimal. Let \( i \in [q-1] \) be maximal with \( l(r_ir_{i+1} \cdots r_q) < l(r_{i+1} \cdots r_q) \). Such an \( i \) exists as \( l(w) < q \). Now \( l(r_{i+1} \cdots r_q) = q - i \). By Theorem 4.5.8, there is \( r_ir_{i+1} \cdots r_j = r_{i+1} \cdots r_{j+1} \) for some \( j \in \{ i + 1, \ldots, q - 1 \} \). As \( l(r_ir_{i+1} \cdots r_j) = j - i + 1 \), the map \( \phi \) satisfies \( [ r_ir_{i+1} \cdots r_j ] = \phi( r_ir_{i+1} \cdots r_j ) = [ r_{i+1} \cdots r_{j+1} ] \). This means that the two expressions involved can be rewritten to each other by Rule \((H)\). In particular, \( r = r_1 \cdots r_q \in S^* \) rewrites to \( r_1 \cdots r_{i-1}r_{i+1}r_{i+2} \cdots r_{j-1}r_{j+1} \cdots r_q \), so we have an occurrence of \( r_{i+1}r_{i+1} \), and Rule \((R)\) can be applied to shorten the word representing \( w \).

\[ \square \]

**Example 4.5.12** If \((W, S)\) is the Coxeter system of type \( A_n \), then \( W \) is doubly transitive on \( W/\langle J \rangle \), where \( J = \{ s_2, \ldots, s_n \} \). For, the conclusion is equivalent to \( W = \langle J \rangle \langle s_1 \rangle \langle J \rangle \), while the latter equality is readily derived as follows. For \( n = 1 \), it is trivial. Suppose \( n \geq 2 \) and use induction on \( n \). Let \( r \in S^* \) be a minimal expression such that \( \zeta(r) \) is a minimal counterexample to the equality, i.e., \( \zeta(r) \not\in \langle J \rangle \langle s_1 \rangle \langle J \rangle \) and \( l(r) \) is minimal with this property. Then \( r = s_1r_2 \cdots r_{q-1}s_1 \) with \( r_i \in J \) \((2 \leq i \leq q - 1)\). Moreover \( r_2 = r_{q-1} = s_2 \). If \( q = 3 \), then \( \zeta(r) = s_1s_2s_1 = s_2s_1s_2 \in \langle J \rangle s_1 \langle J \rangle \), a contradiction. Hence \( q > 3 \), and \( r_2 \cdots r_{q-1} \) is a minimal expression for an element of \( \langle J \rangle \). By induction on \( n \) and use of Corollary 4.4.17 we obtain \( \zeta(r_2 \cdots r_{q-1}) \in \langle J \setminus \{ s_2 \} \rangle s_2 \langle J \setminus \{ s_2 \} \rangle \), so
\[ \zeta(r) = \zeta(s_1 r_2 \cdots r_{q-1} s_1) \in s_1 \langle J \setminus \{s_2\} \rangle s_2 \langle J \setminus \{s_2\} \rangle s_1 = \langle J \setminus \{s_2\} \rangle s_1 s_2 s_1 \langle J \setminus \{s_2\} \rangle \subseteq \langle J \rangle s_1 \langle J \rangle, \]

leading to the final contradiction.

**Corollary 4.5.13** Let \((W, S)\) be a Coxeter system. Suppose that \(J\) and \(K\) are subsets of \(S\).

(i) If \(w \in \langle J \rangle\), then \(S_w \subseteq J\). In particular, \(S \cap \langle J \rangle = J\).

(ii) \((J \cap K) = \langle J \cap K \rangle\).

(iii) \(J \subseteq K \iff \langle J \rangle \subseteq \langle K \rangle\).

**Proof.** (i). If \(r_1 \cdots r_q\) is a minimal expression for \(w\), then \(r_q \cdots r_1\) is a minimal expression for \(w^{-1}\), so, by Theorem 4.5.10(ii), \(S_w = S_{w^{-1}}\). Furthermore, by the exchange condition, \(S_w \subseteq \{r\} \cup S_w\) for any \(r \in S\), so \(S_{sw} \subseteq S_r \cup S_w\) for all \(v, w \in W\). Hence \(\{w \in W \mid S_w \subseteq J\}\) is a subgroup of \(\langle J \rangle\) containing \(J\). Consequently, \(\langle J \rangle = \{w \in W \mid S_w \subseteq J\}\). Statement (i) follows directly.

(ii). If \(w \in \langle J \cap K \rangle\), then by (i) the set \(S_w\) is contained in \(J \cap K\). Hence \(w \in \langle J \cap K \rangle\), and \(\langle J \cap K \rangle \subseteq \langle J \cap K \rangle\). The converse inclusion is obvious.

(iii). This is a direct consequence of (ii). \(\square\)

Recall the notions left-reduced and right-reduced from Definition 4.2.18.

**Definition 4.5.14** Let \((W, S)\) be a Coxeter system and let \(J, K \subseteq S\). Then \(J^W K := J^W \cap W^K\) is called the set of \((J, K)\)-reduced elements of \(W\).

The result below implies that \(J^W K\) is a set of double coset representatives with respect to the subgroups \(\langle J \rangle\) and \(\langle K \rangle\) of \(W\).

**Proposition 4.5.15** Let \((W, S)\) be a Coxeter system and let \(J, K, L\) be subsets of \(S\).

(i) If \(w \in \langle K \rangle \langle L \rangle\) then there are \(x \in \langle K \rangle\) and \(y \in \langle L \rangle\) such that \(w = xy\) and \(l(w) = l(x) + l(y)\).

(ii) \((J \cap K) \langle L \rangle = (\langle J \cap K \rangle \langle (J \cap L) \rangle)\).

(iii) For each \(w \in W\) there is a unique \(d \in J^W K \cap \langle J \rangle w(K)\) of minimal length. The set \(J^W K\) consists of all such \(d\) for \(w \in W\).

(iv) For \(w \in W\) and \(d \in J^W K \cap \langle J \rangle w(K)\), each \(u \in \langle J \rangle w(K)\) can be written as \(u = xdy\) with \(x \in \langle J \rangle\), \(y \in \langle K \rangle\) and \(l(u) = l(x) + l(d) + l(y)\).

**Proof.** (i). Suppose \(w = xy\) for certain \(x \in \langle K \rangle\) and \(y \in \langle L \rangle\). Obviously, \(l(x) + l(y) \geq l(w)\). Let \(r_1 \cdots r_t\) and \(r_1 \cdots r_q\) be minimal expressions for \(x\) and \(y\), respectively, so \(q = l(x) + l(y)\) and \(l(x) = t\). If \(q = l(w)\), we are done.
Otherwise, take the largest \( j \leq t \) such that \( v_j \cdots v_q \) is not a minimal expression. Then, by Theorem 4.5.8 there is \( k \in \{j + 1, \ldots, q\} \) such that \( v_j \cdots v_q = v_{j+1} \cdots v_{k-1} v_{k+1} \cdots v_q \). If \( k \leq t \), then \( x = v_1 \cdots v_{j-1} v_{j+1} \cdots v_{k-1} v_{k+1} \cdots v_t \), contradicting \( l(x) = t \). Therefore \( k > t \). Take \( x_1 = v_1 \cdots v_{j-1} v_{j+1} \cdots v_r \) and \( y_1 = v_{r+1} \cdots v_{k-1} v_{k+1} \cdots v_q \). Then \( l(x_1) + l(y_1) = q - 2 \), \( x_1 \in (K) \), \( y_1 \in (L) \) whereas \( w = xy = x_1 y_1 \), and we finish by induction on \( l(x) + l(y) \).

(ii). Clearly, \((J) \cap (K))(J) \cap (K) \subseteq (J) \cap (K)(L)\). As for the converse, let \( w \in (J) \cap (K)(L) \). Then, by (i), there are \( x \in (K) \), \( y \in (L) \) with \( w = xy \) and \( l(x) + l(y) = l(w) \), so if \( r_1 \cdots r_l \) and \( r_{l+1} \cdots r_q \) are minimal expressions for \( x \) and \( y \), respectively, then \( r_1 \cdots r_q \) is a minimal expression for \( w \). As \( w \in (J) \), Corollary 4.5.13(i) gives \( r_i \in J \) for \( 1 \leq i \leq q \) so \( x = r_1 \cdots r_t \in (J) \) and similarly for \( y \). This establishes \( w \in ((J) \cap (K))(J) \cap (K)(L)\).

(iii). Let \( d \) be an element of minimal length in \((J)w(K)\). Then, clearly, \((J)w(K) = (J)d(K)\). Suppose \( u \in (J)d(K) \). Then by the same kind of reasoning as in (i), we obtain that \( u = xdy \) with \( x \in (J) \) and \( y \in (K) \) such that \( l(u) = l(x) + l(d) + l(y) \). It follows that if \( l(u) = l(d) \), then \( u = d \). This settles uniqueness of \( d \). Also, by minimality of \( l(d) \), we have \( d \in J^W K \). Conversely, assume \( v \in J^W K \). Let \( d \) be the element of minimal length in \((J)w(K)\). Then \( v = xdy \) for certain \( w \in (J) \), \( y \in (K) \) with \( l(v) = l(x) + l(d) + l(y) \). If \( l(x) > 0 \), then there is \( r \in J \) such that \( l(rx) < l(x) \). But then \( l(rv) < l(v) \) contradicting \( v \in J^W K \). Hence \( l(x) = 0 \). Similarly, \( l(y) = 0 \). Consequently \( v = d \), proving that \( J^W K \) is the set of all elements of minimal length in the double coset they represent.

(iv). This follows from the proof of (iii).

\[ \square \]

**Corollary 4.5.16** Let \((W, S)\) be a Coxeter system of type \( M \) over \( I \).

(i) The chamber system \( C(M) \) is thin and residually connected of type \( M \) with automorphism group \( W \).

(ii) If \( \Gamma \) is a thin \( I \)-geometry of Coxeter type \( M \), and \( A \) is the stabilizer in \( W \) of a chamber in the right action of \( W \) on the set of chambers of \( \Gamma \), then \( \Gamma \cong \Gamma(C(M))/A \).

**Proof.** (i). By Corollary 4.4.17 and Lemma 4.1.1, \( C(M) \) is a thin chamber system of type \( M \). To derive that it is residually connected, note that \( C(M) \cong A(W, \langle n \rangle_{s \in S}, 1) \) by Corollary 4.2.11, and combine Proposition 4.5.15(ii) with Theorem 3.6.9. The part about the automorphism group follows from Proposition 4.2.10.

(ii). By Theorem 3.4.6 there is a thin residually connected chamber system \( C \) of type \( M \) such that \( \Gamma = \Gamma(C) \). Theorem 4.2.8 yields that \( C \cong C(M)/A \) for some subgroup \( A \) of \( W \). According to Corollary 3.4.7, the subgroup \( A \) also acts on \( \Gamma(C(M)) \) and \( \Gamma(C(M))/A \cong \Gamma(C(M))/A \). \[ \square \]
Remark 4.5.17 As a consequence of Corollary 4.5.16, thin chamber systems of type $M$ can be studied as quotients of $C(M)$. For a quotient $C(M)/A$, where $A$ is a subgroup of the Coxeter group $W$, to be a chamber system of type $M$ it is necessary and sufficient that $wAw^{-1} \cap \langle \{i,j\} \rangle = 1$ for all $w \in W$ and $i,j \in S$. Similarly, in view of Lemma 3.4.9, this quotient is residually connected if and only if $(J)(K) \cap wAW^{-1} \langle L \rangle \subseteq wAW^{-1}(J \cap L)(K \cap L)$ for all $w \in W$ and $J,K,L \subseteq S$.

The following lemma is recorded for later use in Chapter 11. Here, we write $dX$ for $dXd^{-1}$ when $d \in W$ and $X \subseteq W$. Moreover, $S_d$ is as in Theorem 4.5.10. We will also use the following notation.

Notation 4.5.18 Let $(W,S)$ be a Coxeter system. For $r \in S$ and $X \subseteq S$, we write $r^\perp := \{s \in S \mid rs = sr\} = \{s \in S \mid m_{r,s} \leq 2\}$ and $X^\perp := \bigcap_{s \in X} s^\perp$.

Lemma 4.5.19 Let $(W,S)$ be a Coxeter system. Suppose that $K, L$ are subsets of $S$ and $d \in L^W$. Let $r \in S \setminus L$ and write $L_i = \{s \in L \mid m_{r,s} = i\}$ for $i \geq 2$.

(i) $(L) \cap d(K) = \langle L \cap dK \rangle$.
(ii) $(L) \cap d(K) \subseteq \langle S_d \cup S_d^\perp \rangle = \langle S_d \rangle\langle S_d^\perp \rangle$.
(iii) $(L) \cap r(L) = \langle L_2 \rangle = \langle L \cap r^\perp \rangle$.
(iv) $(L) \cap r(L)r(L) = \langle L_2 \rangle L_3(L_2)$.

Proof. (i). Clearly, $(L \cap dK) \subseteq (L) \cap d(K)$. For the opposite inclusion, suppose that $w \in (L) \cap d(K)$. If $l(w) = 0$, then $w = 1 \in (L) \cap d(K)$. We shall reason by induction on $l(w)$. Assume $l(w) \geq 1$. Then there is $s \in L$ with $l(sw) < l(w)$.

Since $w \in d(\langle K \rangle)$ there is $v \in (K)$ with $dv = wd$. Now, since $d \in L^W$, we have

$$l(sdv) = l(sw) + l(d) < l(w) + l(d) = l(wd) = l(dv),$$

so in view of the exchange condition we have $sdv \in d(\langle K \rangle)$. In particular, $d^{-1}sd \in (K)^{-1}$. Again since $d \in L^W$, this yields

$$1 + l(d) \geq l(sd) = l(d^{-1}sd) = l(d) + l(d^{-1}sd).$$

Hence $l(d^{-1}sd) = 1$. Now $d^{-1}sd \in (K) \cap S$, so it follows from Theorem 4.5.10(ii) that $d^{-1}sd \in K$. Consequently $s \in (L) \cap d(K)$. Finally, $sw \in (L) \cap d(K)$, and $l(sw) < l(w)$ so by induction, $sw \in (L \cap dK)$, whence $w = s(sw) \in (L \cap dK)$. This proves (i).

(ii). According to (i), the set $L \cap dK$ generates the subgroup $\langle L \rangle \cap d(K)$, so, for the proof of the inclusion of (ii), it suffices to show $L \cap dK \subseteq S_d \cup S_d^\perp$. Let $t \in L \cap dK$. We will show $t \in S_d \cup S_d^\perp$. By assumption on $t$, there is $s \in K$ such that $td = ds$. As $t \in L$, $s \in K$ and $d \in L^W$, we have $l(td) = l(ds) = 1 + l(d)$,
whence \{t\} \cup S_d = S_{td} = S_{ds} = \{s\} \cup S_d, see Theorem 4.5.10(ii). If \( t \in S_d \)
we are done, so assume \( t \notin S_d \). Then \( s = t \), so \( d = tdt^{-1} \in (S_d) \cap t(S_d) = \langle S_d \cap tS_d \rangle \) in view of (i) and \( t \in S_d W S_d \). But then \( S_d \subseteq tS_d \). Let \( r \in S_d \). Then there is \( s_1 \in S_d \) with \( r = ts_1t \). Now \( r \neq t \) (for otherwise \( t = s_1 \in S_d \),
a contradiction), so \( \{r\} = S_c = S_{ts_1t} \setminus \{t\} = \{s_1\} \). It follows that \( r = s_1 \) and
\( r = trt \), whence \( t \in r^+ \). The conclusion is that \( t \) belongs to \( \bigcap_{r \in S_d} r^+ = S_d^c \).
This proves the inclusion. Since the equality in (ii) is a trivial consequence
of the fact that \( S_d \) and \( S_d^c \) commute, this ends the proof of (ii).

(iii). By (i) and (ii) we have \( (L) \cap r(L) = (L \cap rL) \cap \langle (r) \rangle r^+ \rangle \), so, by Proposition 4.5.15(i),

\[ (L) \cap r(L) = (L \cap rL) \cap (\langle r \rangle r^+) = (L \cap r^+). \]

(iv). Set \( F = L_2 \). Since \( (F) \subseteq (L) \), it suffices to show \( r(L)r(L) \cap r^+ W F = L_3 \).
Since, for \( s \in L_3 \), we have \( s = rsrsr \), the right hand side is contained in the
left hand side. As for the other inclusion, suppose \( w \in r(L)r(L) \cap r^+ W F \). Then \( rwr \)
is a minimal expression, for otherwise, by the Exchange Condition 4.5.8,
\( w = rwr \in (L)r(L) \), a contradiction. On the other hand, as \( rwr \in (L)r(L) \),
there are \( w_1, w_2 \in (L) \) such that \( rwr = w_1rw_2 \) is a minimal expression.
By commuting factors with \( r \), we may assume, without loss of generality,
that \( w_1 \in W^F \). Consider \( wr = rw_1rw_2 \). Now \( l(rw_1rw_2) = l(w_1rw_2) - 1 \),
so by the exchange condition, there must be \( v_1, v_2 \in \langle L \rangle \) and \( s \in L \n\)with \( v_1sv_2 \) a minimal expression for \( w_2 \) and \( rw_1rw_2 = w_1rv_1v_2 \). Hence
\( w_1^{-1}w = rv_1v_2 \) belongs to \( \langle L \rangle \cap r(L)r \), which by (i) coincides with \( (F) \).
Now \( w_1 \in w(F) \cap W^F = \{w\} \), so \( w_1 = w \). This implies \( v_1v_2 = 1 \), and,
as \( v_1v_2 \) is a minimal expression, even \( v_1 = v_2 = 1 \). Consequently, \( w_2 = s \)
and we find \( wr = rsrsr \), which rewrites to \( w^{-1}rw = rsr \). By the exchange
condition, we find \( w \in (F)s \cap r(W^F) = \{s\} \), proving \( w = s \). The equation
now reads \( rsrsr = s \), so \( w = s \in L_3 \), as required.

The lemma shows that the stabilizer of the two flags \( x(J), y(K) \) of \( \Gamma(W) \)
of type \( S^2J, S^2K \), respectively, can be determined as follows. Let \( d \in \pi W K \)
be in the double coset of \( x^{-1}y \). Then the stabilizer in \( W = Aut(\Gamma(W)) \) of
\( x(J) \) and \( y(K) \) is
\[ x(J) \cap y(K) = x((J) \cap d(K)) = x(J \cap dK). \]

**Proposition 4.5.20** Let \( (W, S) \) be a Coxeter system with set of reflections
\( R \). For \( t \in R \) and \( w \in W \), the following three statements are equivalent.

(i) \( l(tw) \leq l(w) \).

(ii) \( \alpha_t \in \Phi_{r^{-1}} \).

(iii) If \( r_1 \cdots r_q \) is an expression for \( w \) (not necessarily minimal), then there
is \( i \in [q] \) such that \( tr_1 \cdots r_i = r_1 \cdots r_{i-1} \).
Proof. (ii)⇒(iii). Suppose that \( w = r_1 \cdots r_q \) with \( r_i \in S \). Let \( \alpha_t \in \Phi_{w-1} \). Then \( \alpha_t \in \Phi^+ \) and \( w^{-1} \alpha_t \in \Phi^- \). There is \( i \in [q] \) with \( r_{i-1} \cdots r_1 \alpha_t \in \Phi^+ \) and \( r_i \cdots r_1 \alpha_t \in \Phi^- \). By Corollary 4.5.5, \( r_{i-1} \cdots r_1 \alpha_t \in \Phi_r = \{ \alpha_i \} \), where \( \alpha_i = \alpha_{r_{i-1}} \), so, by Remark 4.5.4, \( r_{i-1} \cdots r_1 tr_1 \cdots r_{i-1} = r_i \), whence \( tr_1 \cdots r_{i-1} = r_1 \cdots r_{i-1} r_i \), proving (iii).

(iii)⇒(i). Take \( q = l(w) \) in (iii), so \( r_1 \cdots r_{i-1} r_{i+1} \cdots r_q \) is an expression for \( tw \) for some \( i \in [q] \). The length of this expression is \( q - 1 \).

(i)⇒(ii). The two implications just proved show that each \( w \in W \) and \( t \in S \) with \( w^{-1} \alpha_t \in \Phi^- \) satisfy \( l(tw) \leq l(w) \). Suppose now that (ii) does not hold; then \( w^{-1} \alpha_t \in \Phi^+ \). As \( t^2 = 1 \), we then have \( (tw)^{-1} \alpha_t \in \Phi^- \), so, replacing \( w \) by \( tw \) in the conclusion of the first sentence of this paragraph, we find \( l(t(w)) \leq l(tw) \), proving \( l(tw) \geq l(w) \), which means that (i) does not hold (equality does not occur in view of the difference in parity between \( l(w) \) and \( l(tw) \)). This establishes the required implication.

Remark 4.5.21 Thanks to Proposition 4.5.20, the roots of a Coxeter system \( (W,S) \) of type \( M \) can be fully described in terms of the thin chamber system \( C(M) \). The technical details are in Exercise 4.9.22. A reflection \( t \in R \) determines the set of panels \( \{v, vs\} \) with \( s \in S \) and \( v \in W \) such that \( t = vs v^{-1} \), which is known as a wall. Such panels are on the boundary of each of the two roots in \( C(M) \) associated with \( t \). The set of eight vertical panels, drawn parallel in the middle Figure 3.2, is an example of a wall in \( C(B_3) \). Two chambers \( c, d \) of \( C(M) \) each lie in a different root corresponding to \( t \) if and only if every gallery from \( c \) to \( d \) in \( C(M) \) contains a panel from the wall of \( t \).

Corollary 4.5.22 Let \( (W,S) \) be a Coxeter system with set of reflections \( R \). If \( t \in R \) and \( v, w \in W \) satisfy \( l(tw) \leq l(w) \) and \( l(tv) \leq l(v) \), then \( l(v^{-1}w) < l(v^{-1}tw) \).

Proof. By Proposition 4.5.20, for \( t, v, \) and \( w \) as in the hypotheses, we have \( \alpha_t \in \Phi_{w-1} \cap \Phi_{v-1} \). Consequently, \( -v^{-1} \alpha_t \) is the positive root of the reflection \( v^{-1}tw \), so \( -v^{-1} \alpha_t = \alpha_{v^{-1}tw} \), and

\[
(w^{-1}v)\alpha_{v^{-1}tw} = -(w^{-1}v)v^{-1} \alpha_t = -w^{-1} \alpha_t \in \Phi^+.
\]

Proposition 4.5.20 gives \( l((v^{-1}tw)(w^{-1}v)^{-1}) \geq l((w^{-1}v)^{-1}) \), which is equivalent to \( l(v^{-1}tw) \geq l(v^{-1}w) \). 

Remark 4.5.23 Let \( (W,S) \) be a pair consisting of a group \( W \) and a generating set \( S \) for \( W \). The strong exchange condition for \( (W,S) \) is the following property, where \( R = S^W = \{w^{-1}sw \mid w \in W, s \in S\} \).
4.6 Finiteness criteria

Let $V$ be a real vector space of finite dimension $n$. The purpose of this section is to establish that every finite subgroup $G$ of $\text{GL}(V)$ generated by reflections is a Coxeter group. The approach is to find a set $S$ of reflections in $G$ such that $(G, S)$ is a Coxeter system. Following this result, which is Theorem 4.6.4, we give some criteria (in Theorem 4.6.6) for a Coxeter group to be finite. Finally, the study of the longest element in a finite Coxeter group leads to a polarity on the thin geometry of some of these groups (see Remark 4.6.11).

We recall some elementary facts on finite subgroups of $\text{GL}(V)$.

**Definition 4.6.1** A symmetric bilinear form $f$ on a real vector space $V$ is called **positive definite** if its corresponding quadratic form is positive definite, that is, $f(x, x) \geq 0$ for all $x \in V$ with equality only if $x = 0$.

Below we will use the notion of homothety as defined in Exercise 2.8.28.

**Lemma 4.6.2** Let $\rho : G \rightarrow \text{GL}(V)$ be a linear representation of a finite group $G$ on a finite-dimensional real vector space $V$. There is a positive-definite symmetric bilinear form $f$ on $V$ that is invariant under $G$. If, moreover, $\rho$ is absolutely irreducible, then

(i) each linear map $V \rightarrow V$ commuting with $\rho(G)$ is a homothety;

(ii) the form $f$ is the unique $G$-invariant bilinear form on $V$ up to positive scalar multiples.

**Proof.** As before, for the action of an element $g \in G$ on a vector $v \in V$, we will often suppress $\rho$ and write $gv$ rather than $\rho(g)v$. Take any positive-definite symmetric bilinear form $f_1$ on $V$ and consider the sum $f$ over all of its transforms by elements of $G$:

$$f(x, y) := \sum_{g \in G} f_1(gx, gy).$$

Then $f$ is a positive definite symmetric bilinear form on $V$ that is invariant under $G$. 

If $t \in R$ and $r_1, \ldots, r_q \in S$ satisfy $l(tw) \leq l(w)$ and $w = r_1 \cdots r_q$, then there is $j \in [q]$ such that $tr_1 \cdots r_{j-1} = r_1 \cdots r_j$.

By Proposition 4.5.20 this condition holds in a Coxeter system. But the condition is stronger than the exchange condition of Definition 4.5.7 as $q$ is no longer required to be the length of $w$ and $t$ varies over all reflections of $(W, S)$ (cf. Definition 4.5.3) rather than $S$. Hence, in view of Theorem 4.5.10, the strong exchange condition also characterizes Coxeter groups.
(i) Suppose that \( A \) is a linear map \( V \rightarrow V \) commuting with \( \rho(G) \), and take an eigenvalue \( \lambda \in \mathbb{C} \) of \( A \). Then, after extension of the field of scalars to \( \mathbb{C} \), we obtain the \( G \)-invariant subspace \( \text{Ker}(A - \lambda \text{id}_V) \) of \( V \). As \( A \) has an eigenvector with respect to \( \lambda \), this subspace is nontrivial. Since \( G \) is absolutely irreducible, the subspace must be all of \( V \), whence \( A = \lambda \text{id}_V \). This establishes (i).

(ii) Suppose that \( f_2 \) is yet another \( G \)-invariant bilinear form. Since \( V \) is finite dimensional and \( f_1 \) is nondegenerate, any element of \( V^\vee \) is of the form \( y \mapsto f_1(z, y) \) for a unique \( z \in V \). In particular, for each \( x \in V \), there is a unique vector \( u(x) \) in \( V \) such that \( f_2(x, y) = f_1(u(x), y) \) for each \( y \in V \). It is readily seen that \( u : V \rightarrow V \) is a linear map. Since \( f_2 \) and \( f_1 \) are invariant under \( G \), the transformation \( u \) commutes with each member of \( G \). Indeed,

\[
f_1(u(gx), y) = f_2(gx, y) = f_2(x, g^{-1}y) = f_1(ux, g^{-1}y) = f_1(g(ux), y)
\]

for all \( x, y \in V \). Since \( f_1 \) is nondegenerate, \( ug(x) = gu(x) \) for all \( x \in V \). By (i), \( u \) is a homothety, say \( u = \alpha \cdot \text{id} \), with \( \alpha \in \mathbb{R} \). Then \( f_2 = \alpha f_1 \), as required. \( \Box \)

The following lemma covers part of the 2-dimensional case of the general result stated in Theorem 4.6.4. It uses the notion of root introduced in Definition 4.4.1.

**Lemma 4.6.3** Let \( V \) be a real 2-dimensional vector space supplied with a positive-definite symmetric bilinear form \( f \) and let \( G \) be a finite subgroup of \( O(V, f) \) generated by two reflections with distinct mirrors. Write \( \Phi \) for the set of roots \( \alpha \in V \) of reflections in \( G \) with \( f(\alpha, \alpha) = 2 \). Suppose that \( h \in V \) is a vector such that \( f(h, \alpha) \neq 0 \) for all roots \( \alpha \in \Phi \). There is a unique pair \( \alpha, \beta \in \Phi \) such that \( f(h, \alpha) > 0 \), \( f(h, \beta) > 0 \) and each root \( \gamma \in \Phi \) with \( f(h, \gamma) \geq 0 \) is a linear combination with non-negative coefficients of \( \alpha \) and \( \beta \). Moreover \( f(\alpha, \beta) = 2 \cos(\pi(1 - 1/m)) = -2 \cos(\pi/m) \) for some \( m \in \mathbb{N} \).

**Proof.** Let \( \alpha, \beta \in \Phi \) be such that the orthogonal reflections \( r_\alpha \) and \( r_\beta \) with respect to \( f \) in the roots \( \alpha \) and \( \beta \), respectively, generate \( G \). Then \( G \) is isomorphic to \( \text{Dih}_{2m} \), where \( m \) is the order of \( r_\alpha r_\beta \) and we recover the setting of Example 4.3.5. The result now follows from a comparison of \( G_\alpha \cup G_\beta \) with the 2-dimensional root system of \( \text{Dih}_{2m} \). \( \Box \)

**Theorem 4.6.4** Let \( V \) be a real vector space of dimension \( n < \infty \) and \( G \) a finite subgroup of \( \text{GL}(V) \) generated by reflections.

(i) There is a set \( \Delta \) of linearly independent roots of reflections in \( G \) such that each reflection in \( G \) has a root that is a linear combination with nonnegative coefficients of roots from \( \Delta \).

(ii) There is a set \( S \) of \( |\Delta| \) reflections in \( G \), each having a root from \( \Delta \) as in (i), such that \( (G, S) \) is a Coxeter system.
Proof. By Lemma 4.6.2 there is a positive definite symmetric bilinear form $f$ such that $G$ is a subgroup of $O(V, f)$. In particular, each reflection of $G$ is an orthogonal reflection with respect to $f$. Let $\Phi$ be the set of roots $\alpha$ of these reflections with $f(\alpha, \alpha) = 2$. Then $\Phi$ is finite as $G$ is finite. Consequently, the union of all mirrors of reflections in $G$ does not cover $V$; in other words, there is a vector $h$ in $V$ not contained in any mirror of $G$. Let $\Phi^+$ be the intersection of $\Phi$ with the open half-space $\{ x \in V \mid f(h, x) > 0 \}$.

Take $\Delta$ to be the set of roots in $\Phi^+$ that cannot be written as a linear combination with positive coefficients of at least two elements of $\Phi^+$. Let $\alpha, \beta \in \Delta$. By Lemma 4.6.3 we find $f(\alpha, \beta) = -2 \cos(\pi/m_{\alpha, \beta})$ for some $m_{\alpha, \beta} \in \mathbb{N}$. Consequently, the conditions of Theorem 4.3.6 are satisfied for the subgroup $G$ generated by $S = \{ r_\alpha \mid \alpha \in \Delta \}$, with $A_\Delta = \{ x \in V \mid f(e_\alpha, x) \geq 0 \}$ for each $\alpha \in S$. This proves (ii) provided we show $W = G$.

(i). We prove that the roots in $\Delta$ are linearly independent. Suppose that $\sum_{\alpha \in \Delta} \lambda_\alpha \alpha = 0$ for certain $\lambda_\alpha \in \mathbb{R}$. Put $\Sigma = \{ \alpha \in \Delta \mid \lambda_\alpha > 0 \}$ and $\sum_{\beta \in \Pi} (-\lambda_\beta) \beta$ satisfies $0 \leq f(v, v) = -\sum_{\alpha \in \Sigma, \beta \in \Pi} \lambda_\alpha \lambda_\beta f(\alpha, \beta) \leq 0$, so $f(v, v) = 0$, and hence $v = 0$. Now $0 = f(h, v) = \sum_{\alpha \in \Sigma} \lambda_\alpha f(h, \alpha) \geq 0$, so $\Sigma = \emptyset$, and similarly $\Pi = \emptyset$. Therefore, $\lambda_\alpha = 0$ for $\alpha \in \Delta$, which establishes that the roots in $\Delta$ are linearly independent. This completes the proof of (i).

(ii). By construction, $W \subseteq G$. Let $\gamma \in \Phi^+$. In order to establish $G \subseteq W$, it suffices to show $\gamma = w c_\alpha$ for some $\alpha \in \Delta$ and $w \in W$, for then $r_\gamma = wr_\alpha w^{-1} \in W$ and we are done as $G$ is generated by reflections $r_\gamma$ for $\gamma \in \Phi^+$. Suppose the contrary, and let $\gamma$ be such that $f(h, \gamma)$ is minimal for all choices of $\gamma$ in $\Phi^+ \setminus \bigcup_{\alpha \in \Delta} W_\alpha$. Write $\gamma = \sum_{\alpha \in \Delta} c_\alpha \alpha$ with $c_\alpha \geq 0$. As $\sum_{\alpha \in \Delta} c_\alpha f(\gamma, \alpha) = f(\gamma, \gamma) > 0$, there exists $\alpha \in \Delta$ with $f(\gamma, \alpha) > 0$ and $c_\alpha > 0$. Now $r_\alpha \gamma = \sum_{\beta \in \Delta \setminus \{ \alpha \}} c_\beta \beta + (c_\alpha - f(\gamma, \alpha)) \alpha$ with $c_\beta > 0$ for some $\beta \in \Delta \setminus \{ \alpha \}$ (for otherwise $\gamma = \alpha$, contradicting the choice of $\gamma$), and so $r_\alpha \gamma \in \Phi^+$. Moreover, $f(r_\alpha \gamma, h) = f(\gamma, r_\alpha h) = f(\gamma, h) - f(\gamma, \alpha) f(h, \alpha) < f(\gamma, h)$, a contradiction with the minimality of $f(h, \gamma)$. This gives $\gamma \in \bigcup_{\alpha \in \Delta} W_\alpha$, as required. □

The intersection of all mirrors of reflections of $G$ coincides with the intersection of all mirrors of reflections having roots in $\Delta$. Hence, it is an $(n - |\Delta|)$-dimensional subspace of $V$ each of whose vectors is fixed by $G$. Besides, it is orthogonal to the $|\Delta|$-dimensional subspace spanned by $\Delta$. Therefore, we can restrict our attention to the latter subspace and, by the theorem, identify it with the reflection representation space of the corresponding Coxeter group.

In view of Theorem 4.6.4, a full determination of finite reflection groups hinges on the classification of finite Coxeter groups.

Example 4.6.5 Consider the cube as drawn in Figure 4.9 of Example 4.3.3. There are 9 reflections leaving the cube invariant. Let $G$ be the group they generate. Every choice of a vector $h$ in the black part of the front face of the figure leads to the choice of $S$ as the set of reflections whose mirrors bound
the black part. More precisely, set \( \alpha_1 = \varepsilon_1 - \varepsilon_3 \), \( \alpha_2 = \varepsilon_3 - \varepsilon_2 \), and \( \alpha_3 = \sqrt{2} \varepsilon_2 \) (so the three reflections \( \rho_1, \rho_2, \rho_3 \) of Example 4.3.3 have respective roots \( \alpha_3, \alpha_2, \alpha_1 \)). The black area coincides with the part of the cube surface consisting of all vectors \( x \) with \( (x, \alpha_i) \geq 0 \) for \( i \in \{3\} \). Theorem 4.6.4 gives that \((G, S)\) is a Coxeter system, where \( S \) consists of the reflections with mirrors \( \alpha_1, \alpha_2, \) and \( \alpha_3 \). Now \((\alpha_1, \alpha_3) = 0 = -2 \cos(\pi/2), (\alpha_1, \alpha_2) = -1 = -2 \cos(\pi/3), \) and \((\alpha_2, \alpha_3) = -\sqrt{2} = -2 \cos(\pi/4)\), so the diagram \( B_3 \) emerges.

Recall from Definition 4.5.3 that the set of reflections of a Coxeter system \((W, S)\) is the set \( R = \bigcup_{w \in W} wSw^{-1} \). For \( t \in R \), denote by \( \alpha_t \) the unique positive root of \( t \) in \( \Phi \); cf. Remark 4.5.4. The above details regarding the root system lead to several finiteness criteria for Coxeter groups.

**Theorem 4.6.6** The following statements regarding a Coxeter system \((W, S)\) with \( S \) finite and \( R \) the set of all reflections of \( W \) are equivalent.

(i) The group \( W \) is finite.
(ii) The root system \( \Phi \) of \( W \) is finite.
(iii) There is a longest element in \( W \) (with respect to \( l \)).
(iv) There is a unique element \( w \in W \) with \( l(tw) < l(w) \) for all \( t \in R \).
(v) There is a unique longest element in \( W \) (with respect to \( l \)).

Moreover, the elements of (iii)–(v) coincide and have length \(|\Phi^+|\).

**Proof.**

(i)\(\Rightarrow\)(ii). A look at Definition 4.5.1 shows that the root system \( \Phi \) is the union of at most \( n \) orbits of \( W \), so, if \( W \) is finite, then so is \( \Phi \).

(ii)\(\Rightarrow\)(iii). If \( \Phi \) is finite, then, by Corollary 4.5.5, there is an upper bound to the values of the length function on \( W \), so there is an element in \( W \) of greatest length.

(iii)\(\Rightarrow\)(iv). According to (iii), there is a longest element \( w_0 \) of \( W \). By definition, \( l(tw_0) < l(w_0) \) for all \( t \in R \). Suppose that \( w_1 \) is an element of \( W \) with \( l(tw_1) < l(w_1) \) for all \( t \in R \). By Corollary 4.5.22, for \( t \in R \), we have \( l(w_0^{-1}tw_1) < l(w_0^{-1}tw_1) \). Applying this inequality with the reflection \( w_0tw_0^{-1} \in R \) instead of \( t \), we find \( l(w_0^{-1}w_1) < l(l/(w_0^{-1}w_1)) \) for all \( t \in R \). This implies \( w_0^{-1}w_1 = 1 \), and so \( w_0 = w_1 \).

(iv)\(\Rightarrow\)(i). Let \( w \) be as in (iv). By Proposition 4.5.20 each positive root belongs to \( \Phi_{w^{-1}} \), so, by Corollary 4.5.5, \( |\Phi^+| = l(w^{-1}) \) is finite. In view of Proposition 4.5.2(iii), \( |\Phi| = 2|\Phi^+| \) is finite as well. According to Proposition 4.5.2(i), \( W \) acts faithfully on \( \Phi \) and so \( W \) is finite.

(iv)\(\Leftrightarrow\)(v) follows directly from the fact that any \( w \in W \) is a longest element if and only if \( l(tw) < l(w) \) for all \( t \in R \).

The final statement is a consequence of the proofs of (iv)\(\Rightarrow\)(i) and (iv)\(\Rightarrow\)(v). \(\Box\)
Proposition 4.5.2(iv), also (iv), which states that

Proof. Let $w \in W$ satisfy $l(sw) < l(w)$ for each $s \in S$ and let $t \in R$. Then $\alpha_t \in \Phi^+$, so there are $\lambda_s \in \mathbb{R}_{\geq 0}$ such that $\alpha_t = \sum_{s \in S} e_s \lambda_s$. By Proposition 4.5.2(iv), $w^{-1} \alpha_t = \sum_{s \in S} w^{-1} e_s \lambda_s$ with $w^{-1} e_s \in \Phi^-$. Hence $w^{-1} e_s \in \sum_{s \in S} e_s \mathbb{R}_{\leq 0}$, so $w^{-1} \alpha_t \in \Phi^-$ and, by Proposition 4.5.20, $l(tw) < l(w)$. In particular, $w$ satisfies the condition of Theorem 4.6.6(iii), hence also (iv), which states that $w$ is the unique longest element of $W$. □

Corollary 4.6.7 Let $(W, S)$ be a Coxeter system with $|W| < \infty$. The longest element of $W$ is the unique element of $W$ with $l(sw) < l(w)$ for all $s \in S$.

Proof. Let $w \in W$ satisfy $l(sw) < l(w)$ for each $s \in S$ and let $t \in R$. Then $\alpha_t \in \Phi^+$, so there are $\lambda_s \in \mathbb{R}_{\geq 0}$ such that $\alpha_t = \sum_{s \in S} e_s \lambda_s$. By Proposition 4.5.2(iv), $w^{-1} \alpha_t = \sum_{s \in S} w^{-1} e_s \lambda_s$ with $w^{-1} e_s \in \Phi^-$. Hence $w^{-1} e_s \in \sum_{s \in S} e_s \mathbb{R}_{\leq 0}$, so $w^{-1} \alpha_t \in \Phi^-$ and, by Proposition 4.5.20, $l(tw) < l(w)$. In particular, $w$ satisfies the condition of Theorem 4.6.6(iii), hence also (iv), which states that $w$ is the unique longest element of $W$. □

Definition 4.6.8 If $W(M)$ is finite, then we say that $M$ is spherical. If $T \subseteq S$ is such that $M|T$ is spherical, we also say that $T$ is spherical. In this case, we denote by $w_T$ the unique longest element of $(T)$.

The following result gives more information on the coset decomposition than its predecessor Lemma 4.2.20.

Corollary 4.6.9 If $w \in W$ and $T \subseteq S$ satisfy $l(tw) \leq l(w)$ for each $t \in T$, then the subgroup $(T)$ of $W$ is finite and there is $v \in T \mathcal{W}$ such that $w = wfv$ with $l(w) = l(w_T) + l(v)$.

Proof. By Lemma 4.2.20 there are $u \in (T)$ and $v \in T \mathcal{W}$ with $w = uv$ and $l(u) = l(u) + l(v)$. Let $s \in T$. By assumption, $l(sw) \leq l(u)$, so by the exchange condition, which is valid due to Theorem 4.5.8, we either have $swv = uv$ for some $u \in (T)$ with $l(u) < l(u)$ or $swv = uv$ for some $v \in W$ with $l(v) < l(v)$. In the latter case, we find $v = w^{-1} swv$ to be a shorter coset representative of $(T)v$ than $v$, a contradiction with the choice $v \in T \mathcal{W}$, so the first case prevails. This means that $l(sw) \leq l(u)$ holds for all $s \in T$. Now Corollary 4.6.7 implies $u = w_T$. □

Corollary 4.6.10 If $W$ is finite and $S \neq \emptyset$, then its longest element $w_S$ satisfies the following properties.

(i) $l(w_S) = |\Phi^+|$.
(ii) $w_S$ is an involution.
(iii) For each $w \in W$, we have $l(ws) = l(w) - l(w) = l(wSw)$.
(iv) The map $x \mapsto w_S x w_S$ ($x \in W$) is an automorphism of $W$ leaving invariant the subset $S$.

Proof.

(i) is already stated in Theorem 4.6.6.

(ii). According to Exercise 4.9.14, $l(w_S^{-1}) = l(w_S)$, so it follows from Theorem 4.6.6 that $w_S^{-1} = w_S$, that is, $w_S^2 = 1$. Clearly, $w_S \neq 1$ as $S \neq \emptyset$. 


(iii). Fix \( w \in W \). We apply Exercise 4.9.15 with \( v = w_sw^{-1} \). As \( \Phi_w \subseteq \Phi_v \), we find \( l(w) = l(w_sw^{-1}) + l(w) = l(w) + l(w) \), proving the first equality. As \( w_S \) is an involution (see (ii)), the second equality follows by inverting the arguments and replacing \( w \) by its inverse.

(iv). By (ii), \( w_S \) is an involution, so the map is conjugation by \( w_S \). Let \( s \in S \). Then \( l(w_Ssw_S) = l(w_S) - l(sw_S) = l(w_S) - l(w_S) + l(s) = 1 \) by a double application of (iii). This implies \( w_Ssw_S \in S \).

\[ \text{Remark 4.6.11} \] The fact that \( w_S \) preserves \( S \) under conjugation implies that it induces an automorphism on \( M \). This automorphism is called the \textit{opposition} on \( M \). Opposition is easily seen to be an auto-correlation of \( \mathcal{C}(M) \). It is the identity if and only if \( w_S \) is in the center of the group \( W \). Otherwise, it is a polarity on \( \Gamma(\mathcal{C}(M)) \). Table 4.5 shows the longest elements of known finite Coxeter groups.

\begin{center}
\begin{tabular}{|c|c|}
\hline
\text{Type} & \text{longest element } w_{A_n} \\
\hline
A_n & \[ w_{A_{n-1}}[n(n-1)\cdots 1] = 1[21][321][4321] \cdots [n(n-1)(n-2)\cdots 1] \] \\
B_n & \[ [12\cdots n]^n = w_{A_n}[n(n-1)\cdots 2] \cdots [n(n-1)][n] \] \\
D_n & \[ [12\cdots n]^n \] \\
E_6 & \[ 123456 \] \\
E_7 & \[ 1234567 \] \\
E_8 & \[ 12345678 \] \\
F_4 & \[ 1234 \] \\
G_2 & \[ 12 \] \\
H_3 & \[ 123 \] \\
H_4 & \[ 1234 \] \\
I_2(m) & \[ [12]^m \] \\
\hline
\end{tabular}
\end{center}

\textbf{4.7 Finite Coxeter groups}

We have already given several examples of finite Coxeter groups. In this section, we will classify all of them. In view of Proposition 4.2.22, there is no harm in restricting ourselves to irreducible Coxeter groups; cf. Definition 4.2.21.

\textbf{Lemma 4.7.1} Let \( (W,S) \) be a Coxeter system of type \( M \). Then \( W \) is finite if and only if \( S \) is finite and \( \langle J \rangle \) is finite for each connected component \( J \subseteq S \) of the labelled graph \( M \).
4.7 Finite Coxeter groups

Proof. This is immediate from Proposition 4.2.22.

The quadratic form $\kappa_M$ associated with $M$ was introduced in Definition 4.4.3. The following finiteness criteria for $W(M)$ are to be compared with Corollary 4.4.11.

**Proposition 4.7.2** For each Coxeter system $(W, S)$ of irreducible type $M$ with $S$ finite, the following properties are equivalent.

(i) $M$ is spherical (so $W$ is finite).
(ii) The reflection representation of $W$ is irreducible.
(iii) The quadratic form $\kappa_M$ associated with $M$ is positive definite.

Proof. As usual, we let $\rho : W \rightarrow O(V, f)$ be the reflection representation of $W$, where $V = \bigoplus_{s \in S} \mathbb{R}e_s$ and $f$ is the bilinear form associated with $M$ (cf. Definition 4.4.3).

(i)$\Rightarrow$(ii). Since $W$ is finite, $S$ is finite and the vector space $V$ is finite dimensional. By Lemma 4.6.2 there is a positive-definite symmetric bilinear form $g$ on $V$ invariant under $\rho(W)$. Suppose that $E$ is a proper nontrivial invariant subspace of $V$. Then so is its perpendicular $D = \{x \in V \mid g(x, E) = 0\}$ with respect to $g$. By Proposition 4.4.8, both $D$ and $E$ are in the radical of $f$. As $V = D \oplus E$ (use the fact that $g$ is positive definite), this leads to $f = 0$, a contradiction with $f(e_1, e_1) = 2$. We have shown that $\rho$ is irreducible.

(ii)$\Rightarrow$(iii). In view of Corollary 4.4.11 and Lemma 4.6.2(ii), the symmetric bilinear form $f$ is a nonzero scalar multiple of a positive-definite form. As $f(e_1, e_1) > 0$, this scalar must be positive, and so $f$ is positive definite as well.

(iii)$\Rightarrow$(i). The linear map sending $y \in V$ to $Dy \in V^\vee$ defined by $(Dy)x = f(y, x)$ is an isomorphism of $W$-modules. For, it clearly is an isomorphism of vector spaces and $(D(wy))x = f(wy, x) = f(y, w^{-1}x) = (Dy)(w^{-1}x) = (w(Dy)x)$ for all $x, y \in V$, so $Dw = wD$ for all $w \in W$. Recall from Theorem 4.4.16(iii) that $A = \bigcap_{s \in S} A_s^\perp$, where $A_s = \{h \in V^\vee \mid h(e_s) > 0\}$, is a prefundamental domain for $W$ in $V^\vee$. As $D$ is an isomorphism of $W$-modules, $D^{-1}A$ is a prefundamental domain for $W$ in $V$, so all $wA$, for $w \in W$, are distinct. Now $D^{-1}A$ is non-empty and coincides with the intersection of the half-spaces $\{x \in V \mid f(x, e_s) \geq 0\}$. In particular, its intersection with the unit ball $\mathbb{B} := \{x \in V \mid f(x, x) \leq 1\}$ has positive volume, say $\mu$. Now $\bigcup_{w \in W} wD^{-1}A \cap \mathbb{B}$ has volume $\mu |W|$ and lies in $\mathbb{B}$, so $\mu |W|$ is bounded from above by the volume of the unit ball $\mathbb{B}$, which proves that $|W|$ is finite. □

**Theorem 4.7.3** An irreducible Coxeter group is finite if and only if its Coxeter diagram occurs in Table 4.2 or Table 4.6.
Table 4.6. Nonlinear Coxeter diagrams of irreducible finite Coxeter systems

<table>
<thead>
<tr>
<th>name</th>
<th>diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>D_n</td>
<td>(n ≥ 3)</td>
</tr>
<tr>
<td>E_6</td>
<td></td>
</tr>
<tr>
<td>E_7</td>
<td></td>
</tr>
<tr>
<td>E_8</td>
<td></td>
</tr>
</tbody>
</table>

Proof. As usual, we let $M = (m_{i,j})_{i,j \in S}$ be a Coxeter diagram of rank $n$ and $(W,S)$ a Coxeter system of type $M$. There is no harm in assuming $n ≥ 2$. We proceed in thirteen steps.

Step 1. If $M$ occurs in Table 4.2 or Table 4.6, then $W$ is finite. This can be derived directly from Proposition 4.7.2 by checking that $κ_M$ is positive definite.

From now on, let $W$ be a finite irreducible Coxeter group of type $M$.

Step 2. Each subdiagram of $M$ is the Coxeter diagram of a finite Coxeter group. This follows from Corollary 4.4.17.

Step 3. There are no circuits in $M$. Suppose (after suitably relabeling the indices) that $M$ has a circuit on $[k]$ for some $k ≥ 3$. The vector $e = \sum_{i=1}^{k} e_i$
The diagram $M$ cannot have a subdiagram of the form $\tilde{A}_1$, $\tilde{B}_n$ $(n \geq 2)$, $\tilde{C}_n$ $(n \geq 2)$, $\tilde{D}_n$ $(n \geq 4)$, $\tilde{F}_4$, or $\tilde{G}_2$. By Examples 4.3.8(iii), (iv), these diagrams have infinite groups.

Step 5. For each $i \in [n]$, we have $\sum_{j \neq i} f(e_i, e_j)^2 < 4$. Indeed, let $J$ be the set of $j \in [n]$ such that $m_{i,j} \geq 3$. By Step 3, $m_{j,k} = 2$ for all $j, k \in J$, and so if $\{e_j \mid j \in J\}$ is an orthogonal set. Now

$$\kappa_M(e_i) = \frac{1}{2} \sum_{k \in J} f(e_i, e_k) = 1 + \frac{1}{4} \sum_{k \in J} f(e_i, e_k)^2 - \frac{1}{2} \sum_{k \in J} f(e_i, e_k)^2$$

$$= 1 - \frac{1}{4} \sum_{k \neq i} f(e_i, e_k)^2,$$

so the statement states that this value must be positive.

Step 6. An element $i \in [n]$ cannot be on more than three edges of $M$. If $\{i, j\}$ is an edge of $M$, then $f(e_i, e_j)^2 \geq 4 \cos^2(\pi/m_{i,j}) \geq 1$ and so it suffices to apply Step 5.

Step 7. If an element $i \in [n]$ is on three edges of $M$ then all these edges have label 3. Obvious by Step 5.

Step 8. If $m_{i,j} \geq 6$, then $n = 2$. If $n \geq 3$, then, as $M$ is connected, there is a node in $\{i, j\}$, say $i$, with another node, say $k$, adjacent to it. Now Step 5 gives $4 = 1 + 3 \leq f(e_i, e_k)^2 + f(e_i, e_j)^2 < 4$, a contradiction.

Step 9. If $i \in [n]$ is on three edges of $M$, then all edges of $M$ are of multiplicity three. Otherwise, by Steps 8 and 7, there exists a subdiagram

with $\alpha \in \{4, 5\}$, and so $\kappa_M(e_1 + e_2 + 2(e_3 + e_4 + \cdots + e_{n-1}) + \sqrt{2}e_n) \leq 0$.

Step 10. If $m_{i,j} = 5$, then $i$ is on at most one more edge and, if so, this edge, say $\{i, k\}$, has label $m_{i,k} = 3$. This is due to Step 5 as $\cos(\pi/5)^2 = (6 + 2\sqrt{5})/16 \approx 0.65$.

Step 11. There is at most one $i \in [n]$ which is on three edges of $M$. For otherwise, by Steps 6, 7, and 9, there is a subdiagram
Now, $\kappa_M$ vanishes on $e_1 + e_2 + 2(e_3 + e_4 + \cdots + e_{n-2}) + e_{n-1} + e_n$, which contradicts that it be positive definite.

**Step 12.** The diagram $M$ has no subdiagram of the form

Now, consider the vector $x$ given by, in the respective cases,

- $x = e_1 + 2e_2 + 3e_3 + 2\sqrt{2}e_4 + \sqrt{2}e_5$,
- $x = e_1 + 2e_2 + 3e_3 + 4e_4 + 3e_5 + 2e_6 + e_7 + 2e_8$,
- $x = e_1 + 2e_2 + 3e_3 + 2e_4 + e_5 + 2e_6 + e_7$,
- $x = 2e_1 + 4e_2 + 6e_3 + 5e_4 + 4e_5 + 3e_6 + 2e_7 + e_8 + 3e_9$,
- $x = e_1 + 2e_2 + 2e_3 + e_4$,
- $x = e_1 + 2e_2 + 2e_3 + e_4$,
- $x = e_1 + 2e_2 + 3e_3 + 4e_4 + \frac{5}{2}(\sqrt{5} - 1)e_5$. 


A straightforward calculation gives that $\kappa_M(x) \leq 0$ in each of these cases.

**Step 13.** The only connected diagrams satisfying the conditions of Steps 3–12 are those in the list of the theorem. This is easily verified. □

The cases $\tilde{B}_n$, $\tilde{D}_n$, $\tilde{F}_4$, and $\tilde{G}_2$ were eliminated in Step 4, and once more in Steps 9, 11, 12, and 8, respectively.

**Remark 4.7.4** By analysis of the root system and the corresponding Coxeter group action it can be shown that the sizes of the Coxeter groups of type $E_n$ ($n = 6, 7, 8$) and of their root systems are as in Table 4.7.

<table>
<thead>
<tr>
<th>Type</th>
<th>Group Order</th>
<th>Root System Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_6$</td>
<td>51,840</td>
<td>72</td>
</tr>
<tr>
<td>$E_7$</td>
<td>2,903,040</td>
<td>126</td>
</tr>
<tr>
<td>$E_8$</td>
<td>696,729,600</td>
<td>240</td>
</tr>
</tbody>
</table>

The corresponding numbers for $D_n$ are in Exercise 4.9.23 and the orders for most other irreducible spherical types are in Table 4.4.

### 4.8 Regular polytopes revisited

Thanks to the description of geometries of Coxeter type in Theorem 4.2.8 and Lemma 4.2.6 as quotients of universal examples coming from Coxeter systems, and a little topology, we can classify regular convex polytopes by their Coxeter types. The topology comes in at the point where we view the boundary of the polytope in $\mathbb{E}^n$ as an $(n - 1)$-sphere. We state a similar result for regular tessellations.

The current section is not needed for what follows in this book. Rather, it is the closure of the questions on regular polytopes raised in the beginning of this chapter, which motivated us to study Coxeter groups. We assume familiarity with the basic concepts of topology.

**Definition 4.8.1** A surjective continuous map $\phi : X \to Y$ of topological spaces is called a **covering map** if each point of $Y$ has a neighborhood $U$ such that $\phi^{-1}(U)$ is a disjoint union of open sets, each of which is mapped homeomorphically by $\phi$ onto $U$.

The polytope geometry $\Gamma(P)$ of a convex polytope $P$ was introduced in Definition 4.1.11. Recall from Example 4.1.13(i) that an $n$-simplex is the convex hull of $n + 1$ points of $\mathbb{E}^n$ in **general position** (that is, each point lies
outside the affine space generated by the other $n$ points). As a topological space, it is homeomorphic to the unit ball in $E^n$ and so its boundary is homeomorphic to the $(n-1)$-sphere.

**Theorem 4.8.2** Let $n > 0$, and let $M$ be a Coxeter matrix over $[n]$. If $\Pi$ is a convex polytope in $E^n$ of Coxeter type $M$, then $\Gamma(\Pi)$ is isomorphic to $\Gamma(C(M))$.

**Proof.** Let $\Pi$ be a convex polytope in $E^n$ whose polytope geometry $\Gamma(\Pi)$ is of Coxeter type $M$. If $n = 1$, then $\Pi$ is the convex hull of two points, and the assertions are readily verified. Also the case $n = 2$ is easy. By Theorem 4.1.8 the theorem holds for $n = 3$, but we use induction on $n$ and assume $n \geq 3$, so as to cover the case $n = 3$ once more.

By Proposition 4.1.12, the polytope geometry $\Gamma(\Pi)$ is residually connected. According to Theorem 3.4.6 this implies that the chamber system $C := C(\Gamma(\Pi))$ is residually connected and fully determines the isomorphism type of $\Gamma(\Pi)$. Fix a Coxeter system $(W, S)$ of type $M$. By Theorem 4.2.8, the group $W$ has a subgroup $A$ such that $C$ is isomorphic to $C(M)/A$. Denote by $\phi : C(M) \to C$ the corresponding map. As a consequence, two chambers $x, y$ of $C(M)$ satisfy $\phi(x) = \phi(y)$ if and only if $x \in Ay$. As $C(M)$ is residually connected (see Corollary 4.5.16), there is a residually connected geometry $\widetilde{\Gamma}$ over $[n]$ such that $C(\widetilde{\Gamma}) \cong C(M)$. Besides, $W$ acts on $\widetilde{\Gamma}$ as a group of automorphisms. By Theorem 3.4.6 again, $\widetilde{\Gamma}/A \cong \Gamma(\Pi)$. Hence, for the proof of the theorem, it suffices to show that $A$ is trivial.

Let $i \in [n]$. Each $(i-1)$-face $x$ of $\Pi$ determines a convex polytope $\Pi_x$ in $E^{i-1}$ and has the topology of a closed ball in $E^{i-1}$. But also the space $E^n/\langle x \rangle$ obtained by taking the quotient of $E^n$ with respect to the $(i-1)$-dimensional affine subspace $\langle x \rangle$, contains a convex polytope that can be identified with the star of $x$ described in the proof of Proposition 4.1.12. It is the convex hull of the vertices in $E^n/\langle x \rangle$ of $\Pi$ containing $x$ and we denote it by $\Pi/\langle x \rangle$. By Proposition 4.1.12 the residue $\Gamma(\Pi)_x$ is the direct sum of the polytope geometries of $\Pi_x$ and $\Pi/\langle x \rangle$. The induction hypothesis gives that both components of the disjoint union are isomorphic to geometries of chamber systems of Coxeter groups. It follows from Proposition 3.5.4 that the chamber system of the residue $\Gamma(\Pi)_x$ is isomorphic to $C(M_{[n]\setminus\{i\}})$. On the other hand, by the description of $C$ as $C(M)/A$, the chamber system of the residue $\Gamma(\Pi)_x$ is isomorphic to the quotient $C(M_{[n]\setminus\{i\}})/(gAg^{-1} \cap ([n]\setminus\{i\}))$ for some $g \in W$ (cf. Exercise 4.9.31), so $gAg^{-1} \cap ([n]\setminus\{i\}) = 1$. In fact, as every $g \in W$ gives rise to such an isomorphism, the latter equality holds for any $g \in W$. We will use this fact to construct a covering space of the boundary of $\Pi$.

We have already seen that the boundary $\Sigma$ of $\Pi$ is homeomorphic to an $(n-1)$-sphere in $E^n$. We realize $C$ by means of $(n-1)$-simplices in $\Sigma$ as follows. We represent each element $x$ of $\Gamma(\Pi)$ by a barycentric point $p_x$ in $\Sigma$: for each $0$-face $x$, we choose $p_x$ to be the point $x$ itself; for each $i$-face $x$
of \( i \) with \( i \in [n - 1] \), we choose a point \( p_x \) in the interior of \( x \), and hence off each of the \( j \)-faces of \( \Pi \) contained in \( x \) for \( j < i \). If \( c \) is a chamber of \( \Sigma \), the convex hull \( s_c \) of all \( p_x \) for \( x \in c \) is an \((n - 1)\)-simplex in \( \Sigma \). Two distinct chambers \( c \) and \( d \) are \( i \)-adjacent if and only if \( s_c \cap s_d \) is the convex hull of all \( p_x \) for \( x \in c \) with type distinct from \( i \) (equivalently, \( x \) is not an \((i - 1)\)-face).

This way, \( \mathcal{C} \) is realized inside \( \Sigma \) by means of a set of \((n - 1)\)-simplices, which form a tiling of \( \Sigma \). This construction is much like the one for the cube in Figure 4.9 of Example 4.3.3, where a single 2-simplex representing a chamber is colored black.

We now construct a topological covering space \( \widetilde{\Sigma} \) of \( \Sigma \). To each chamber \( c \) of \( \mathcal{C}(M) \), we assign a copy \( s_c \) of the \((n - 1)\)-simplex \( s_{\phi(c)} \) by means of a homeomorphism \( \phi_c : s_c \to s_{\phi(c)} \) of \((n - 1)\)-simplices. The space \( \widetilde{\Sigma} \) is the union of all \( s_c \) over the chambers \( c \) of \( \mathcal{C}(M) \), with the convention that, whenever two chambers \( c \) and \( d \), say, are \( i \)-adjacent, we glue the simplices \( s_c \) and \( s_d \) just as \( \phi_c(s_c) = s_{\phi(c)} \) and \( \phi_d(s_d) = s_{\phi(d)} \) are glued, which is along their unique \((n - 2)\)-simplices corresponding to an \( i \)-panel. As a consequence, for distinct chambers \( c \), \( d \) of \( \mathcal{C}(M) \), two points \( p \in s_c \) and \( q \in s_d \) are identified if and only if there is \( i \in [n] \) such that \( c \) and \( d \) lie in a common \( ([n] \setminus \{i\}) \)-cell of \( \mathcal{C}(M) \) and \( \phi_c(p) = \phi_d(q) \). The construction gives us a topological space \( \widetilde{\Sigma} \) as well as a continuous surjective map \( \widetilde{\phi} : \widetilde{\Sigma} \to \Sigma \) determined by \( \widetilde{\phi}(p) = \phi_c(p) \) whenever \( p \in s_c \).

By the equality \( gAg^{-1} \cap ([n] \setminus \{i\}) = 1 \) derived above for each \( g \in W \), the restriction of \( \phi \) to the union of all \((n - 1)\)-simplices \( s_c \) for \( c \) varying over an \(([n] \setminus \{i\}) \)-cell of \( \mathcal{C}(M) \) is a homeomorphism. For each point \( p \in s_{\phi(c)} \), where \( c \) is a chamber of \( \mathcal{C}(M) \), this enables us to find an open neighborhood \( U \) of \( p \) in \( \Sigma \) such that \( U \) is homeomorphic to an open neighborhood in \( \widetilde{\Sigma} \) of a point in \( s_c \cap \widetilde{\phi}^{-1}(p) \). We conclude that \( \widetilde{\phi} : \widetilde{\Sigma} \to \Sigma \) is a topological covering. But \( \Sigma \) is simply connected and \( \widetilde{\Sigma} \) is connected, so \( \widetilde{\phi} \) is a homeomorphism.

As \( \phi(s_c) = \phi(s_{ac}) \) for each \( a \in A \), we conclude \( A = 1 \), as required.

**Corollary 4.8.3** The connected Coxeter diagrams \( M \) for which there is a convex polytope of type \( M \) are as indicated in Table 4.2.

**Proof.** Proposition 4.1.12 shows that the diagram is linear. Theorem 4.8.2 shows that the geometry is uniquely determined by \( M \) and has \(|W| \) chambers. This number must be finite and so Theorem 4.7.3 applies. As a consequence, the only types \( M \) that can occur are as in Tables 4.2 and 4.6. But those of Table 4.6 are not linear. Example 4.1.13 shows that all types of Table 4.2 are actually realized.

**Theorem 4.8.4** Let \( n > 0 \) and let \( M \) be a Coxeter matrix over \([n + 1]\). If \( T \) is a tessellation by convex polytopes in \( \mathbb{E}^n \) of Coxeter type \( M \), then \( \Gamma(T) \) is isomorphic to \( \Gamma(\mathcal{C}(M)) \), where \((W, S)\) is a Coxeter system of type \( M \).
The proof is similar to the proof of Theorem 4.8.2 and will be omitted. We just mention that the topological space $\Sigma$ is $\mathbb{E}^n$ rather than the $(n-1)$-sphere.

**Corollary 4.8.5** The connected Coxeter diagrams $M$ for which there is a tessellation of type $M$ are as indicated in Table 4.3.

We only give an indication of the proof. Proposition 4.1.15 shows that the diagram of the geometry of a tessellation in $\mathbb{E}^n$ is linear of rank $n + 1$. Theorem 4.8.4 shows that the diagram itself does not belong to Table 4.2 but that its subdiagrams on $[n]$ and on $[n + 1] \setminus \{1\}$ do. This limits the possibilities for Coxeter diagrams $M$, but does not exclude diagrams like

```
5 -- 4
```

One approach uses the observation that each tessellation of Coxeter type $M$ is isomorphic to a tessellation obtained from the contragredient $\rho'$ of the reflection representation $\rho$ of the Coxeter group of type $M$ whose corresponding bilinear form $f_M$ (see Definition 4.4.3) is semi-positive definite with a 1-dimensional radical. To be a little more precise, this representation $\rho'$ is $(n + 1)$-dimensional, and induces a group generated by affine reflections on an affine hyperplane. Figure 4.14 illustrates this for the case $M = \tilde{A}_1$. Identifying this affine hyperplane with $\mathbb{E}^n$ and choosing an $n$-simplex as the intersection of this hyperplane with a prefundamental domain as in Theorem 4.4.16, we can rebuild the original tessellation up to isomorphism from suitable unions of these chambers. The condition that $f_M$ be semi-positive definite with a 1-dimensional radical limits the possibilities for $M$ as stated. For instance, the form $f_M$ of the Coxeter diagram $M$ depicted above has three positive eigenvalues and a negative one, and so it is excluded. Example 4.1.9(ii) gives a topological argument for the case $n = 2$.

Example 4.1.16 shows that all types of Table 4.3 are actually realized.

### 4.9 Exercises

**Section 4.1**

**Exercise 4.9.1** Let $m$ be a natural number.

(a) Show that the shadow space on 1 of a thin geometry of Coxeter type

```
1 -- 2 -- m -- 3
```

is a graph which is locally an $m$-gon.

(b) Show that there are infinitely many thin geometries of the Coxeter type of (a) if $m = 6$.

*(Hint: They can be obtained as quotients of the regular hexagon tiling of $\mathbb{E}^2$).*
Exercise 4.9.2
(a) Show that a cube of $E^3$ is a disjoint union of two regular tetrahedra (when
the cube and tetrahedra are considered as sets of vertices).
(b) Show that a hypercube of $E^4$ is a disjoint union of two regular hyperoc-
tahedra (as sets of vertices).
(c) How about hypercubes of $E^n$?
(d) Use (b) to derive a thin geometry over the diagram $D_4$ (see Table 4.6).

Exercise 4.9.3 Show that the group $G$ of automorphisms of the 24-cell has
two subgroups of the form $2\cdot\text{Alt}_4$ (a group with a normal subgroup of order
2 and a quotient isomorphic to $\text{Alt}_4$) which are sharply transitive on the
vertices, whose intersection is the center $Z(G)$ and which generate a normal
subgroup $2\cdot(\text{Alt}_4 \times \text{Alt}_4)$ of index 4 in $G$.

Exercise 4.9.4 Show that the group $G$ of automorphisms of the 600-cell has
two subgroups of the form $2\cdot\text{Alt}_5$ which are sharply transitive on the vertices,
whose intersection is $Z(G)$ and which generate a subgroup $2\cdot(\text{Alt}_5 \times \text{Alt}_5)$ of
index 2 in $G$.

Section 4.2

Exercise 4.9.5 (Symmetric groups are Coxeter groups) Let $n \geq 1$.
Consider the Coxeter system $(W,S)$ of type $A_n$. Verify that the map $S \to \text{Sym}_{n+1}$
given by $s_i \mapsto (i, i+1)$ for $i \in [n]$ extends to a group homomorphism
$\phi : W \to \text{Sym}_{n+1}$. Show that $\phi$ is an isomorphism.
(Hint: First observe that the defining relations of $W$ are satisfied, so that
$\phi$ is a well defined homomorphism. A look at the image of $S$ readily gives
that it is surjective. Prove that every element of $W$ can be written as a
product of $s_i$ ($i \in [n]$) with at most one occurrence of $s_n$, and next that if
$w = r_1 \cdots r_n$ maps to 1 under $\phi$, and all $r_i$ are of the form $s_j$ with exactly
one of them equal to $s_n$, then $\phi(s_j) \in (\phi(s_1), \ldots, \phi(s_{n-1})) = \text{Sym}_{n-1}$, which
is impossible. Finish by induction on $n$.)

Exercise 4.9.6 Consider the group $\overline{W} = \text{PSL}(F_{19}^2)$. It is a simple group of
order 3420, generated by the four elements
$$
\varpi_1 = \begin{pmatrix} 1 & 9 \\ 4 & -1 \end{pmatrix}, \quad \varpi_2 = \begin{pmatrix} 0 & 7 \\ 8 & 0 \end{pmatrix},
$$
$$
\varpi_3 = \begin{pmatrix} 0 & 8 \\ 7 & 0 \end{pmatrix}, \quad \varpi_4 = \begin{pmatrix} -1 & 4 \\ 9 & 1 \end{pmatrix}.
$$
(a) Verify that $\overline{W}$ is a quotient of the Coxeter group $W$ of type
$\begin{pmatrix} 1 & 5 & 2 \\ 3 & 5 & 4 \end{pmatrix}$.
via the group homomorphism sending $s_i$ to $\overline{s}_i$ ($i \in [4]$).

(b) Check that $(s_1s_2s_3)^{10} = (s_2s_3s_1)^{10} = 1$, that $(\overline{s}_1\overline{s}_2\overline{s}_3)^5 = (\overline{s}_2\overline{s}_3\overline{s}_4)^5 = 1$, and that the latter equalities do not hold when the bars are removed.

(c) Determine the isomorphism type of the group $\langle s_1; s_2; s_3 \rangle$.

(d) Show that $s_1s_2s_3s_4$ has order 9.

(e) Is the chamber system $C(M)/\text{Ker}(\phi)$ residually connected?

(f) Determine the full group of auto-correlations of $C(M)/\text{Ker}(\phi)$.

**Exercise 4.9.7** Let $W_n$ be the Coxeter group of type $B_n$ (cf. Table 4.4). Use Corollary 4.4.17 to verify that $W_{n-1}$ is a subgroup of $W_n$. Prove that the coset graph $\Delta(W_n, W_{n-1}, s_n)$ on $W_n/W_{n-1}$ determined by $W_{n-1}s_nW_{n-1}$ (see Definition 1.7.13) is the graph of the $n$-dimensional hypercube (see Example 4.1.13).

**Exercise 4.9.8** (Cited in Lemma 4.2.16) Let $(W, S)$ be a Coxeter system of type $M$.

(a) Prove that there is a homomorphism of groups $sg : W \to \{\pm 1\}$ determined by $sg(s) = -1$ for each $s \in S$.

(b) Let $K$ be a connected component of the graph $M'$ obtained from $M$ by omitting all edges with an even label. Prove that there is a homomorphism of groups $sg_K : W \to \{\pm 1\}$ determined by $sg_K(s) = -1$ for each $s \in K$ and $sg_K(s) = 1$ for each $s \in S\setminus K$.

(c) Show that two members of $S$ are conjugate in $W$ if and only if they belong to the same connected component of the graph $M'$ of (b).

**Exercise 4.9.9** The Coxeter diagram of a Coxeter group is not uniquely determined by the abstract group. Here are two counterexamples.

(a) Show that the groups $W(A_1 \cup I_2^{(3)})$ and $W(I_2^{(5)})$ are both isomorphic to the dihedral group of order 12.

(b) Consider the two diagrams of Figure 4.16. Prove that the two Coxeter groups are isomorphic.

(Hint: Show that replacement of the reflection $s_4$ by $s_1s_2s_4s_2s_1$ in the left hand Coxeter group leads to the same Coxeter group, but a presentation corresponding to the diagram at the right hand side, and that replacement of $s_4$ by $s_2s_1s_4s_1s_2$ in the right hand Coxeter group leads to the same Coxeter group, but a presentation corresponding to the diagram at the left hand side.)

**Section 4.3**

**Exercise 4.9.10** Consider the Coxeter system $(W, S)$ of type $H_3$, with distinguished generator set $S = \{s_1, s_2, s_3\}$. 

(a) Show that $z = (s_1 s_2 s_3)^5$ is the central element of $W$.
(b) Derive that the automorphism group of $\mathcal{C}(H_3) / \langle z \rangle$ is isomorphic to $\text{Alt}_5$.
(c) Show that $W$ is isomorphic to the direct product $\text{Alt}_5 \times C_2$ of the alternating group on five letters and the cyclic group of order 2. Conclude that $W(H_3)$ is not isomorphic to $W(A_4)$, as the latter is isomorphic to $\text{Sym}_5$, a proper semidirect product of $\text{Alt}_5$ and $C_2$.

**Exercise 4.9.11** By $\text{PGL}(2, \mathbb{Z})$ we denote the quotient of the group $\text{GL}(2, \mathbb{Z})$ of invertible $2 \times 2$ matrices with integer entries by the central subgroup consisting of the identity element and its negative. Take

\[
\rho_1 = \pm \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \rho_2 = \pm \begin{pmatrix} -1 & 1 \\ 0 & 1 \end{pmatrix}, \quad \rho_3 = \pm \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \quad \text{in} \quad \text{PGL}(2, \mathbb{Z}).
\]

(a) Prove that $\{\rho_1, \rho_2, \rho_3\}$ is a generating set for $\text{PGL}(2, \mathbb{Z})$.
(b) Use the generating set in (a) to verify that $\text{PGL}(2, \mathbb{Z})$ is a quotient of the Coxeter group of type

\[\begin{array}{ccc}
1 & \infty & 3 \\
\end{array}\]

In fact, Exercise 4.9.12 establishes that $\text{PGL}(2, \mathbb{Z})$ is isomorphic to this Coxeter group.
(c) Derive from the above that $W(A_3)$ is isomorphic to $\text{PGL}(\mathbb{F}_2^2)$ and that $W(H_3)$ is isomorphic to $\text{PGL}(\mathbb{F}_5^2)$.

**Section 4.4**

**Exercise 4.9.12** We continue Exercise 4.9.11, retaining the notation $\rho_i$ for $i = 1, 2, 3$ and writing $M$ for the Coxeter diagram of Part (b) of that exercise. There it was shown that the map $\{s_1, s_2, s_3\} \rightarrow \{\rho_1, \rho_2, \rho_3\}$ extends to a surjective group homomorphism $\psi : W(M) \rightarrow \text{PGL}(2, \mathbb{Z})$. Set $V = \mathbb{R}^2$.

(a) By $V \otimes V$ we denote the tensor product of $V$ with itself. Prove that there is a unique linear transformation $\sigma \in \text{GL}(V \otimes V)$ of order 2 with $\sigma(x \otimes y) = y \otimes x$ for all $x, y \in V$. 
(b) Let $V^2^+$ be the subspace of $V \otimes V$ linearly spanned by $d_1 = e_1 \otimes e_1$, $d_2 = \frac{1}{2}(e_1 \otimes e_2 + e_2 \otimes e_1)$, and $d_3 = e_2 \otimes e_2$ for a fixed basis $e_1, e_2$ of $V$. Prove that $V^2^+$ coincides with the subspace of $V \otimes V$ consisting of the fixed vectors of $\sigma$.

(c) Prove that there is a unique group homomorphism

$$\phi : \text{GL}(V) \to \text{GL}(V \otimes V)$$

determined by $\phi(g)(x \otimes y) = (gx) \otimes (gy)$ for $x, y \in V$.

(d) Show that for $g \in \text{GL}(V)$, the map $\phi(g)$ leaves invariant $V^2^+$ and satisfies

$$f(\phi(g)x, \phi(g)y) = \det(g)^2 f(x,y) \quad (x, y \in V^2^+),$$

where $f$ is the symmetric bilinear form on $V^2^+$ given by the matrix

$$\begin{pmatrix} 0 & 0 & 2 \\ 0 & -1 & 0 \\ 2 & 0 & 0 \end{pmatrix}$$

on the basis $d_1, d_2, d_3$.

(e) Verify that the respective images of $\rho_1, \rho_2, \rho_3$ under $\phi$ are

$$\begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad \begin{pmatrix} 1 & -1 & 1 \\ 0 & -1 & 2 \\ 0 & 0 & 1 \end{pmatrix}, \quad \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 1 \end{pmatrix},$$

and that these transformations are orthogonal reflections with respect to $f$ (see Exercise 1.9.31) on $V^2^+$ with respective roots $d_1 - d_3$, $d_1 + 2d_2$, and $d_2$.

(f) Prove that $\phi((\rho_1, \rho_2, \rho_3))$ is a Coxeter group of type $M$ and deduce that $\phi \circ \psi$ is an isomorphism. Deduce that $\text{PGL}(2, \mathbb{Z})$ is isomorphic to $W(M)$.

**Exercise 4.9.13** Let $\sigma_1, \sigma_2, \sigma_3$ be the unitary reflections on $\mathbb{C}^3$ considered in Exercise 2.8.25 and let $M$ be the Coxeter matrix

$$\begin{pmatrix} 1 & 5 & 3 \\ 5 & 1 & 3 \\ 3 & 3 & 1 \end{pmatrix}.$$
Section 4.5

Exercise 4.9.14 (Cited in proof of Proposition 4.5.2) Show that \( l(w^{-1}) = l(w) \) and \( \Phi_{w^{-1}} = -w\Phi_w \) for each \( w \) in a Coxeter group \( W \).

Exercise 4.9.15 Let \( v \) and \( w \) be elements of the Coxeter group \( W \). Prove the following statements.
(a) The equality \( l(vw) = l(v) + l(w) \) holds if and only if \( \Phi_w \subseteq \Phi_{vw} \).
(b) If \( l(vw) = l(v) + l(w) \), then \( \Phi_{vw} = \Phi_w \cup w^{-1}\Phi_v \).

Exercise 4.9.16 Let \( (W, S) \) be a Coxeter system and let \( J, K, L \) be subsets of \( S \). Show that \( JW^K \cap \langle J \rangle \langle L \rangle \langle K \rangle \subseteq \langle L \rangle \).

Exercise 4.9.17 Let \( (W, S) \) be a Coxeter system and \( J, K \subseteq S \).
(a) Prove that there is a bijection from \( JW^K \) onto the set of orbits of \( \langle J \rangle \) on \( W/\langle K \rangle \).
(b) Prove that there is a bijection between the set of orbits of \( \langle J \rangle \) on \( W/\langle K \rangle \) and the set of orbits of \( \langle K \rangle \) on \( W/\langle J \rangle \).

Exercise 4.9.18 Let \( n \geq 3 \). Let \( (W, S) \) be the Coxeter system of type \( A_n \) and set \( J = [n]\setminus\{1, n\} \). Prove that \( JW^J \) has size 7 and give minimal expressions for its elements.

Exercise 4.9.19 Let \( (W, S) \) be the Coxeter system of type \( A_n \) and set \( J = [n]\setminus\{k\} \) for some \( k \in [n] \) with \( k \leq n/2 \).
(a) Prove that \( JW^J \) has size \( k + 1 \) and give minimal expressions for its elements.
(b) Derive that \( \langle J \rangle \) has \( k + 1 \) orbits on \( W/\langle J \rangle \).

Exercise 4.9.20 Let \( (W, S) \) be the Coxeter system of type \( B_n \) (\( n \geq 2 \)). Prove that, for each element \( w \in W \), there is a minimal expression of \( w \) in \( S^+ \) with at most two occurrences of \( s_1 \).

Exercise 4.9.21 Let \( n \geq 2 \) and let \( (W, S) \) be the Coxeter system of type \( B_n \) (defined in Example 4.3.8(i)). Set \( J = S\setminus\{1\} \). Show that \( JW^J \) has size three and give minimal expressions for its elements.

Exercise 4.9.22 Let \( (W, S) \) be a Coxeter system of spherical type \( M \) and let \( R \) be the set of reflections in \( W \). Then \( R^+_1 := \{ w \in W \mid l(tw) > l(w) \} \) is called a positive root and \( R^-_1 := \{ w \in W \mid l(tw) < l(w) \} \) is called a negative root of the thin building \( C(M) \). Prove the following statements on these roots.
For each \( t \in R \), the set \( W \) is the disjoint union of the two subsets \( R_t^+ \) and \( R_t^- \), each of which is connected in \( C(M) \). Moreover, these parts are interchanged by \( t \).

(b) The map \( \rho : \Phi \rightarrow 2^W \) given by \( \rho(\alpha) = R_\alpha^\varepsilon \), where \( \varepsilon = + \) if \( \alpha \in \Phi^+ \) and \( \varepsilon = - \) otherwise, is injective.

(c) If \( c \in R_t^+ \) and \( d \in R_t^- \) are the chambers of a panel of \( C(M) \), then \( t = \alpha \beta^{-1} \).

(Hint: Apply Corollary 4.5.22 with \( v = tc \) and \( w = d \).)

(d) If \( f \in R_t^+ \) and \( g \in R_t^- \) are a panel of \( C(M) \), then \( e \in C(M) \) is a root (that is, a positive or a negative root) of \( C(M) \), and every root is obtained in this way.

(Hint: Use Corollary 4.5.22.)

Section 4.6

Exercise 4.9.23 (Cited in Theorem 4.7.3) Let \( n \geq 4 \) and consider the following set of \( 2n(n-1) \) vectors in \( \mathbb{R}^n \) with standard basis \( \varepsilon_1, \ldots, \varepsilon_n \).

\[ \Phi = \{ \pm \varepsilon_i \pm \varepsilon_j \mid 1 \leq i < j \leq n \} \]

Here, the two \( \pm \) signs stand for independent variations, so one expression indicates four distinct elements. Let \( \langle \cdot, \cdot \rangle \) be the standard inner product on \( \mathbb{R}^n \).

(a) Prove that each orthogonal reflection \( r_\alpha \) (cf. Exercise 1.9.31) with root \( \alpha \in \Phi \) leaves \( \Phi \) invariant. Denote by \( W \) the group generated by all \( r_\alpha \) for \( \alpha \in \Phi \).

(b) Prove that

\[ \Delta = \{ \varepsilon_1 - \varepsilon_2, \varepsilon_2 - \varepsilon_3, \ldots, \varepsilon_{n-1} - \varepsilon_n, \varepsilon_{n-1} + \varepsilon_n \} \]

is a subset of \( \Phi \) with the property that each element of \( \Phi \) is a linear combination of members of \( \Delta \) all of whose nonzero coefficients have the same sign.

(c) Derive that \( W \) is a finite Coxeter group of type \( D_n \) (see Table 4.6 for the diagram).

(d) Prove that \( |W| = 2^{n-1}n! \)

(Hint: Interpreting the roots of \( \Phi \) modulo 2, one obtains a surjective homomorphism \( W \rightarrow W(A_{n-1}) \); determine the order of the kernel and use the first isomorphism theorem.)

Exercise 4.9.24 (Cited in Example 4.3.8(iv)) Let \( (W, S) \) be a Coxeter system of type \( B_n \). Put \( t_n = s_{n}s_{n-1}s_n \) and set \( T = (S \cup \{t_n\}) \setminus \{s_n\} \). Prove that \( (T, T) \) is a Coxeter system of type \( D_n \).

(Hint: Construct a surjective homomorphism \( T \rightarrow W(D_n) \). Prove that \( T \) has index two in \( W \) to establish that the homomorphism is an isomorphism.)
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Exercise 4.9.25 Consider the real vector space $V = \mathbb{R}^8$, its standard basis $\varepsilon_1, \ldots, \varepsilon_8$, and the standard inner product $(\cdot, \cdot)$. Let $\Phi$ be the subset of $V$ consisting of

- all $\pm \varepsilon_i \pm \varepsilon_j$, $i < j$ (with the same convention for the two $\pm$ signs as in Exercise 4.9.23), and
- all $\frac{1}{2} \sum_i (-1)^{k_i} \varepsilon_i$ with $\sum_i k_i$ even.

(a) Verify that $|\Phi| = 240$.

(b) Prove that $\Phi$ is invariant under each orthogonal reflection $r_\alpha$ with respect to $(\cdot, \cdot)$ having a root $\alpha$ in $\Phi$; cf. Exercise 1.9.31.

(c) Consider the following elements of $\Phi$:

\[
\begin{align*}
\alpha_1 &= \frac{1}{2}(\varepsilon_1 - \varepsilon_2 - \varepsilon_3 - \varepsilon_4 - \varepsilon_5 - \varepsilon_6 - \varepsilon_7 + \varepsilon_8), \\
\alpha_2 &= \varepsilon_1 + \varepsilon_2, \quad \alpha_3 = \varepsilon_2 - \varepsilon_1, \quad \alpha_4 = \varepsilon_3 - \varepsilon_2, \\
\alpha_5 &= \varepsilon_4 - \varepsilon_3, \quad \alpha_6 = \varepsilon_5 - \varepsilon_4, \quad \alpha_7 = \varepsilon_6 - \varepsilon_5, \\
\alpha_8 &= \varepsilon_7 - \varepsilon_6.
\end{align*}
\]

Verify that the Gram matrix of $\alpha_1, \ldots, \alpha_8$, that is, the matrix of inner products $(\alpha_i, \alpha_j)$ for $i, j \in [8]$, is equal to the Gram matrix of the basis $\varepsilon_1, \ldots, \varepsilon_8$ of the reflection representation of the Coxeter group of type $E_8$ with respect to the symmetric bilinear form $f_{E_8}$ (see Table 4.6 for the diagram). Conclude that $(\langle S \rangle, S)$, where $S = \{r_\alpha \mid \alpha \in \Phi\}$, is a Coxeter system of type $E_8$.

(d) Prove that the subgroup $\langle S \rangle$ of (c) coincides with $\langle r_\alpha \mid \alpha \in \Phi \rangle$ and that $W(E_8)$ is finite.

Exercise 4.9.26 Let $n \in \mathbb{N}$, $n \geq 3$, and consider the Coxeter system $(W, S)$ of type $B_n$ with $S = \{s_1, \ldots, s_n\}$.

(a) Take $\varepsilon_1, \ldots, \varepsilon_n$ to be the standard orthonormal basis of $\mathbb{R}^n$ with respect to the standard inner product $(\cdot, \cdot)$. Prove that, up to a coordinate transformation,

\[
\{\varepsilon_i \pm \varepsilon_j, \sqrt{2} \varepsilon_k \mid i, j, k \in [n], i < j\}
\]

is the set of positive roots of the root system for $W$ in its reflection representation.

(b) Show that the subgroup $D$ of $W$ generated by $s_1, \ldots, s_{n-1}, s_n s_{n-1} s_n$ is a homomorphic image of the Coxeter group of type $D_n$.

(c) Derive from the results of Exercise 4.9.23 that $D$ is isomorphic to $W(D_n)$.

(d) Prove that $D$ has index two in $W$ and conclude that $|W| = 2^n n!$

Exercise 4.9.27 Let $(W, S)$ be a Coxeter system of irreducible spherical type $M$. Prove that the following statements are equivalent.

(a) The action of the opposition on $S$ is trivial.
(b) There is an element in \( W \) that maps to scalar multiplication by \(-1\) under the reflection representation.

(c) The longest element of \( W \) maps to scalar multiplication by \(-1\) under the reflection representation.

**Exercise 4.9.28** Let \((W, S)\) be a Coxeter system of irreducible spherical type \( M \). Prove that the opposition on \( M \) is trivial if and only if \( M \) is one of \( A_1, B_n (n \geq 3), D_n (n \text{ even}), E_7, E_8, F_4(n) (n \text{ even}), H_n (n \in \{3, 4\}) \).

**Section 4.7**

**Exercise 4.9.29** (Cited in Theorem 4.7.3) Let \((W, S)\) be a Coxeter system of type \( M \) and let \( k \geq 3 \). Suppose that \( 1, 2, \ldots, k \) is a circuit in \( M \) (so \( m_{1,k} \geq 3 \) and \( m_{i,i+1} \geq 3 \) for \( i \in [k-1] \)). Show that the word \((12 \cdots k)^{i}\) is a minimal expression in \( S^r \) for each \( i \in \mathbb{N} \). Conclude that \( W \) is an infinite group. 

(Hint: Use Theorem 4.5.11.)

**Exercise 4.9.30** By means of an example it will become clear in this exercise that finite complex linear groups generated by reflections need not be Coxeter groups. Put \( \alpha = (1 + \sqrt{-7})/2 \) and consider the following set of vectors in \( \mathbb{C}^3 \) with standard basis \( e_1, e_2, e_3 \).

\[
\Phi = \pm \left\{ \varepsilon_i, (\varepsilon_i \pm \varepsilon_j) \frac{\alpha}{2}, (\varepsilon_i \pm \varepsilon_j \pm \sigma \varepsilon_k) \frac{\alpha}{2} \mid \{i, j, k\} = [3] \right\}
\]

Supply \( \mathbb{C}^3 \) with the standard hermitian inner product \((x, y) = \sum_i x_i \bar{y}_i \). For \( \alpha \in \Phi \), let \( r_\alpha \) be the unitary reflection with respect to \((\cdot, \cdot)\) having root \( \alpha \), that is, \( r_\alpha = r_{\alpha, \phi} \) in the notation of Exercise 1.9.30, where \( \phi(x) = 2(\alpha, \alpha)^{-1}(\alpha, x) \) \( (x \in \mathbb{C}^3) \). Prove the following assertions.

(a) The size of \( \Phi \) is equal to 42.

(b) For each \( \alpha \in \Phi \), the reflection \( r_\alpha \) leaves \( \Phi \) invariant.

(c) The group \( W = \langle r_\alpha \mid \alpha \in \Phi \rangle \) is generated by \( S := \{r_{\alpha_1}, r_{\alpha_2}, r_{\alpha_3}\} \), where

\[
\alpha_1 = \varepsilon_2, \quad \alpha_2 = (\varepsilon_2 + \varepsilon_3) \frac{\alpha}{2}, \quad \alpha_3 = (\varepsilon_1 + \varepsilon_2 - \sigma \varepsilon_3) \frac{\alpha}{2}.
\]

(d) \( W \) is a homomorphic image of the Coxeter group with Coxeter matrix

\[
\begin{pmatrix}
1 & 4 & 3 \\
4 & 1 & 3 \\
3 & 3 & 1
\end{pmatrix}.
\]

(e) The order of \( W \) is equal to 336.

(f) The pair \((W, S)\) is not a Coxeter system.

(g) The center of \( W \) has order two.

(h) The group \( W \) is not isomorphic to any finite Coxeter group.
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Exercise 4.9.31 (This exercise is used in Theorem 4.8.2.) Let $M$ be a Coxeter diagram over $[n]$ and let $A$ be a subgroup of the Coxeter group $W$ of type $M$. Show that, for each $J \subseteq [n]$, the $J$-cell containing the chamber $Ag$ of $C(M)/A$ is isomorphic to $C(J)/(g^{-1}Ag \cap \langle J \rangle)$.

(Hint: The map $(g^{-1}Ag \cap \langle J \rangle)x \mapsto Agx \ (x \in \langle J \rangle)$ is an isomorphism.)

4.10 Notes

Many basic ideas about geometries are rooted in the theory of polytopes of $\mathbb{E}^n$. As for $\mathbb{E}^3$, these go back to Euclid and Archimedes among others. In Schl"afli’s classification of the regular convex polytopes, as early as 1852, the study of residues plays a major role.

The presentation given here is due to DuVal [122]. This reference includes the fascinating description of the 24-cell and the 600-cell as multiplicative groups of 24 and 120 quaternions.

The concept of a thin geometry and the abstract approach to polytopes and regularity are due to Tits who used them as a central piece for his monumental building theory [283, 285].

Another leading figure in the history of this chapter is Coxeter, whose influence appears almost in every section. In particular, he originated the classification of finite reflection groups.

Section 4.1

Well-known books on regular polytopes are [98] and, for unitary space, [99]. More recently, a theory of abstract regular polytopes and its realizations in Euclidean space has been developed, most of which is covered well in [212]. All sufficiently small examples are covered in [153]. As recent as 2007, McMullen [211] constructed new realizations of regular polytopes in $\mathbb{E}^4$.

There are many more interpretations of regularity in geometries than the weak and strong versions discussed in Remark 4.1.7. Examples are equality of orders (see Definition 2.3.7) or regularity (in the sense that the valency of each vertex only depends on its type) of their incidence graphs. Most versions of regularity are essentially distinct. An interesting regularity study occurs in the work of Walsh [298]. Thin rank 3 geometries over a linear Coxeter diagram are, up to terminology, the subject of Errera’s work [123]. Our regular thin rank 3 geometries in the maximal sense appear as ‘flexible maps’ in [100].

A modern classic on polytopes that are not necessarily regular is [315].

Euler’s formula, used in the proof of Theorem 4.1.8, can be found in [98, 1.61] and many other places.
The four regular stellated solids of Figure 4.4 are the so-called Kepler-Poinsot solids. They were discovered long before, but were characterized by Cayley in 1859; see [12].

As mentioned in Example 4.1.13, no distinction is made between the Coxeter types $B_n$ and $C_n$. This is due to the fact that the notation is adopted from Elie Cartan [60], who used the labels $A_n$ ($n \geq 1$), $B_n$ ($n \geq 2$), $C_n$ ($n \geq 3$), $D_n$ ($n \geq 4$), $E_n$ ($n = 6, 7, 8$), $F_4$, and $G_2$ in the classification of complex simple Lie groups. As Dynkin types, $B_n$ and $C_n$ differ; this is related to the difference in lattices left invariant by the corresponding Coxeter group in the reflection representation.

Section 4.2

Theorem 4.2.8 is a special case of a theorem in [286]. The name Coxeter groups refers to the fact that Coxeter studied presentations for finite linear groups generated by reflections; see [97, 95, 96, 98].

A very thorough and basic reference for Coxeter groups is [29]. A very good textbook on the subject is [168]. The combinatorial aspects are the main focus of [22]. Most textbooks on buildings, such as [2, 241, 304], devote attention to Coxeter groups.

The basic theory on presentations of groups by generators and relations is assumed known. It is discussed in [100]. A very accessible introduction to this subject is [176].

The process of coset enumeration is not an algorithm as it will not always terminate. If the finitely presented group is known to be finite, then the process will terminate in a finite number of steps; see [79] for a gentle introduction.

In its greatest generality, the word problem for groups and monoids is undecidable in the sense that there is no algorithm (for a Turing machine—the most common theoretic model for computers) deciding whether two words represent the same element in the quotient group or monoid. The solution to the word problem for Coxeter groups, presented in Corollary 4.5.11, is due to Tits [284] and Matsumoto [209]. The method is relatively convenient when applied by hand, but algorithmically cumbersome: the number of minimal expressions for the longest word in $W(A_{n-1}) = \text{Sym}_n$ is

$$\frac{n!}{1^{n-1}3^{n-2}5^{n-3}\cdots(2n-1)^0},$$

according to [265]. Faster algorithms are known; cf. [62, 63].

Section 4.3

Theorem 4.3.6 is due to Coxeter, who was the first to state results of this kind, and Tits, who proved the theorem in its full generality.
Section 4.4

Although versions were undoubtedly known to Coxeter, the proof of Theorem 4.4.16 in its full generality should be credited to Tits. The current proof is adapted from [29] by use of Lemma 4.2.20, which is due to Casselman (presented at CRM lectures in 2002). An alternative proof of linearity is given in [115].

Proofs that the order of $s_i s_j$ is equal to $m_{i,j}$ avoiding the reflection representation has been explored in [226]. A proof using more algebraic facts is given in [220, 219].

Section 4.5

The usual definition of root system is given in [29]. It differs from the one used in this section in that it has an integrality and a finiteness condition. The approach using the root system to prove properties of minimal expressions was known and probably introduced by Deodhar and Howlett; see [114].

For Weyl groups (finite Coxeter groups leaving invariant an integral lattice in the reflection representation), Papi [231] has given a characterization of subsets of $\Phi^+$ of the form $\Phi_w$ for some $w \in W$ as the subsets that are closed and whose complements in $\Phi^+$ is also closed. He also shows that the element $w$ is uniquely determined by $\Phi_w$.

The exchange condition can be found in [29]. The strong exchange condition appears in [115].

Section 4.6

All finiteness characterizations are in [29]. There are interesting combinatorial properties of $\Phi$ that we will not go into in this book. For instance, for each finite Coxeter group of rank $n$, there exist positive integers $d_1, \ldots, d_n$ with $d_1 \leq d_2 \leq \cdots \leq d_n$ such that $\Phi$ has precisely $d_1 + \cdots + d_n - n$ elements, $d_1 d_2 \cdots d_n = |W|$, and the sum $d_i + d_{n+1-i}$ is constant for $i \leq \lfloor n/2 \rfloor$. If $M = \Lambda_n$, then these integers are $2, 3, \ldots, n + 1$.

If $(W, S)$ is a Coxeter system in which $W$ is finite, then the product of all elements of $S$ (in any order) is called a Coxeter element (Coxeter transformation in [29]). It acts regularly on the corresponding root system. If its order $h$ (known as the Coxeter number of $(W, S)$) is even, then its $h/2$-th power is the longest element of $W$. This explains the form of many longest elements in Table 4.5.

Section 4.7

Most of this material is dealt with in [29]. There, and in [168], classifications of Coxeter diagrams $M$ for which $\kappa_M$ is hyperbolic are also given.

The proof of Proposition 4.7.2 did not need the precise value of the volume of the $n$-dimensional unit ball, which is well known to be $\pi^{n/2} \Gamma(n/2 + 1)$. 
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The results on polytopes and tessellations of Coxeter type, notably Theorems 4.8.2, 4.8.4, and Corollary 4.8.5, are treated in [212]. The proof of Theorem 4.8.2 given here uses similar topological arguments but stays closer to the chamber systems of Coxeter type developed in this chapter. The elementary results on topological coverings used in the proof can be found in many textbooks, like [128]. The fact that $\Sigma$ and $\Sigma$ are homeomorphic, established in the proof of Theorem 4.8.2, can also be derived by using [128, Lemma 11.17, Corollary 13.15] and showing that the fundamental group of $\Sigma$ coincides with $A$.

Several series of groups have been considered as suitable quotients of Coxeter groups for providing abstract regular polytopes. See, for instance, [200, 201] for the groups $\text{PSL}(F_p^2)$ and $\text{PGL}(F_p^2)$, where, for rank at least four, only a very limited number of values for $q$ turns out to work; the example in Exercise 4.9.6 of rank four with $q = 19$ is among these.

Section 4.9

Exercise 4.9.9(b) is due to Muhlherr [225].

Exercise 4.9.30 contains an example of a finite complex reflection group, just like Exercises 2.8.25 and 4.9.13. The classification of these groups is due to Shephard and Todd [253], was simplified in [68], and is treated in the textbook [202]. The group of Exercise 4.9.30 is isomorphic to $C_2 \times \text{PSL}(F_7^2)$, as will become clear in Exercise 10.7.32.
5. Linear Geometries

In Example 1.4.9 we introduced the projective geometry PG(V) and in Example 1.4.10 the affine geometry AG(V) associated with a vector space V of finite dimension n. In Proposition 2.4.7 the geometry PG(V) was shown to have a linear Coxeter diagram A_{n-1}, and in Proposition 2.4.10 the geometry AG(V) was shown to belong to the linear diagram A_f_n. We now turn our attention to the more general class of all geometries with a linear diagram. The shadow spaces on 1 of our motivating examples PG(V) and AG(V) are linear line spaces (in the sense that any two points are one a unique line; cf. Definition 2.5.13), and we will restrict ourselves mostly to geometries with this property. Within this class there are combinatorial structures such as matroids and Steiner systems.

In Section 5.1, we introduce affine space as an abstraction of a vector space, and in Section 5.2 we do the same for projective space. The point shadows of the geometries AG(V) are examples of affine spaces and those of PG(V) are examples of projective spaces. In Section 5.3 we make the connection between geometries with a linear diagram and matroids, whereas in Section 5.4 we show how to build a geometry with a linear diagram from a matroid. In Section 5.5 we devote attention to Steiner systems and in particular the unique Steiner system S(5, 8, 24) related to the Golay code. Finally, in Section 5.6, we study its automorphism group, which is a sporadic simple group, the Mathieu group on 24 letters. Although the last two sections are not needed for the remainder of the book, the treatment of this Mathieu group (as well as the other four Mathieu groups, which appear as groups of automorphisms of substructures in the Steiner system S(5, 8, 24)) shows how they appear naturally in diagram geometry. In Section 5.8, the notes to this chapter, we give a linear diagram for a geometry of each of the 26 sporadic finite simple groups, with references to the literature.

5.1 The affine space of a vector space

Affine spaces, the subject of this section, are abstractions of vector spaces. We formulate the abstract definition of an affine space and show that the well-known affine space associated with a vector space is an example. In Chapter
6, the abstract definition will be used for an axiomatic characterization of
the affine space of a vector space.

We state some facts without proofs because they do not go beyond ele-
mentary linear algebra. We take the scalars of a vector space to come from a
division ring rather than a field. The main reason for this greater generality
is that the class of affine spaces over a division ring will be characterized by
a simple set of axioms and that the restriction to fields would not imply an
essential simplification.

For the duration of the section, let $\mathbb{D}$ be a division ring and let $V$ be a
right vector space of dimension $n$ (possibly $n = 1$) over $\mathbb{D}$.

Recall the notion of affine plane from Definition 2.3.1 and bear in mind
that, by Theorem 2.5.15, its point shadow space is a linear space fully deter-
minding the affine plane itself.

Definition 5.1.1 A space with parallelism $(P, L, ||)$ is a line space $(P, L)$
provided with an equivalence relation $||$, called parallelism, on $L$ such that
each equivalence class forms a partition of $P$. A parallel-closed subspace of
such a space $(P, L, ||)$ is a subspace $X$ of $(P, L)$ such that, for each $l \in L$ with
$l \subseteq X$ and each $x \in X$, the parallel to $l$ containing $x$ lies in $X$.

For an arbitrary space with parallelism $(P, L, ||)$, the collection of all
parallel-closed subspaces is closed under intersection. Therefore, we can speak
of the parallel-closed subspace generated by a subset $X$ of $P$ as the inter-
section of all parallel-closed subspaces containing $X$.

An affine space is a space with parallelism in which the parallel-closed
subspace generated by any three non-collinear points is an affine plane.

Notation 5.1.2 For $p, q \in V$, we write $p + (q - p) \mathbb{D}$ to denote \( \{ p + (q - p) \lambda | \lambda \in \mathbb{D} \} \), and similarly for sums with more terms. By $A(V)$ we denote
the following space with parallelism.

1. A point of $A(V)$ is a vector of $V$.
2. A line of $A(V)$ is an affine line of $V$, that is, a coset of a 1-dimensional
   subspace of $V$. So, if $p$ and $q$ are distinct points, then $pq := p + (q - p) \mathbb{D}$
is the unique line containing $p$ and $q$.
3. Two lines are parallel if they are cosets of the same 1-dimensional sub-
space of $V$.

Proposition 5.1.3 The parallel-closed subspace generated by any three non-
collinear points of $A(V)$ is isomorphic to $A(\mathbb{D}^2)$. In particular, $A(V)$ is an
affine space.

Proof. Clearly, the line space $A(V)$ is linear. Parallelism is an equivalence
relation and all parallels to a given line partition the set of points. The
parallel-closed subspace of $A(V)$ generated by three non-collinear points $p,
q$, and $r$ is the affine plane $p + (q - p) \mathbb{D} + (r - p) \mathbb{D}$, isomorphic to $A(\mathbb{D}^2)$. $\square$
In earlier chapters (for instance, in Example 1.1.2), we have been using the term affine space in a way that is consistent with $A(V)$ being the affine space on $V$. Theorem 2.5.15 shows that, if $n < \infty$, the affine space $A(V)$ without the parallelism can be identified with the $[2]$-truncation of $AG(V)$. (The restriction to finite $n$ is due to the limitations on the construction of the geometry $AG(V)$; see Remark 1.4.11 for a construction using finite-dimensional affine subspaces of $V$ only for which the identification is still correct.) For $i \in [n]$, an affine subspace of $V$ of dimension $i - 1$ is an $i$-element of $AG(V)$ and a parallel-closed subspace of $A(V)$. Each parallel-closed subspace of $A(V)$ is an affine subspace of $V$.

Example 5.1.4 The 3-dimensional affine space $A(\mathbb{F}_3^3)$ of order three has 27 points. Figure 5.1 shows three parallel classes of lines (from a total of 13 classes). Also, three classes of planes (from a total of 13) are visible.

Remark 5.1.5 When $|\mathbb{D}| \geq 3$, each subspace of $Z := A(V)$ is parallel closed, and the parallelism of $Z$ is uniquely determined by its lines. Given a line $l$ and a point $p$ in $Z \setminus l$, there is a unique line in $Z$ contained in the affine plane of $Z$ generated by $l$ and $p$ (cf. Exercise 5.7.16), containing $p$, and disjoint from $l$. This line is parallel to $l$.

For $\mathbb{D} = \mathbb{F}_2$, the requirement that subspaces are parallel closed is crucial. If, in addition $n \geq 3$, then the parallelism is not uniquely determined by the lines: there is another parallelism than the one of Proposition 5.1.3. For instance in $\mathbb{F}_3^3$, we can start with the usual parallelism and decree that the two disjoint lines $\{(1,0,1), (0,1,1)\}$ and $\{(0,0,1), (1,1,1)\}$ in the affine hyperplane $x_3 = 1$ are assigned to the parallel class of $\{(0,0,0), (0,1,0)\}$, whereas the two disjoint lines $\{(1,0,1), (1,1,1)\}$ and $\{(0,0,1), (0,1,1)\}$ in the same hyperplane are assigned to the parallel class of the line $\{(0,0,0), (1,1,0)\}$,
and that nothing else changes. Each of the classes of the resulting equivalence relation on lines is again a partition of $F_3^2$. In fact, the line space $A(F_3^2)$ without parallelism is nothing but the complete graph on $2^n$ points.

The exploration of affine spaces will go hand in hand with projective spaces, to be introduced in the next section. In the remainder of this section we study the automorphism group of $A(V)$. For this purpose, but also for the later treatment of matroids, the notion of bases is useful.

**Definition 5.1.6** An **affine basis** of an affine space $Z$ is a set $B$ of points of $Z$ such that the parallel-closed subspace generated by $B$ is $Z$ itself and such that no proper subset of $B$ has the same property.

If $B$ is an affine basis of $A(V)$, then, for each $v \in B$, the set $\{b - v \mid b \in B \setminus \{v\}\}$ is a basis of $V$.

**Definition 5.1.7** In the vein of Definition 1.7.9, the group $\text{Aut}(A(V))$ of all **automorphisms** of $A(V)$ is the group of all permutations of the points mapping every line to a line and preserving parallelism.

Recall from Example 1.8.17 that a translation of $V$ is a map of the form $t_a$ for some $a \in V$, where $t_a(x) = x + a$ ($x \in V$), and that $T(V)$ is the subgroup of $\text{Aut}(A(V))$ consisting of all translations of $V$.

**Lemma 5.1.8** If $\dim(V) \geq 2$, the group $T(V)$ is a normal subgroup of $\text{Aut}(A(V))$.

**Proof.** This follows directly from the fact that a non-trivial translation can be characterized as an automorphism of $A(V)$ fixing each parallel class of lines and fixing no point.

An alternative way of seeing this runs as follows. Let $p, q, r$ be points of $A(V)$ and $g \in \text{Aut}(A(V))$. We first claim

$$g(p + q - r) = g(p) + g(q) - g(r). \quad (5.1)$$

To prove the claim, we first suppose that $p, q, r$ are non-collinear. The parallel-closed subspace spanned by $p, q, r$ is an affine plane in which $p + q - r$ is the unique point on both the line through $q$ and parallel to $pr$ and the line through $p$ and parallel to $qr$. In particular, since automorphisms preserve lines and parallelism, we have $g(p + q - r) = g(p) + g(q) - g(r)$. Suppose next that $p, q, r$ are distinct and collinear. Take a point $s$ off the line $pq$, so the three points $p + s, q, r + s$ are non-collinear. By the above, $g(p + q - r) = g((p + s) + q - (r + s)) = g(p + s) + g(q) - g(r + s)$. As $p, q + s,$ and $r + s$ are also
non-collinear, we find $g(p+q-r) = g(p) + g(q) - g(r)$ as well. Combining these two equalities, we find $g(p+s) - g(q+s) = g(p) - g(q)$. Applying this result to $p$, $r$, and $s$ instead of $p$, $q$, and $s$, we conclude $g(p+s) - g(r+s) = g(p) - g(r)$, and so $g(p+q-r) = g(p+s) + g(q) - g(r+s) = g(p) + g(q) - g(r)$, establishing (5.1) for distinct $p$, $q$, and $r$. Clearly, Equation (5.1) also holds if $p = r$ or $q = r$. Assume, therefore, that $p = q$ is distinct from $r$. Pick a point $u$ in $\mathcal{A}(V)$ distinct from $p$ and $r$; now $g(p+p-r) = g(p+(p+u-r)-u) = g(p) + g(p+u-r) - g(u) = g(p) + g(p) - g(r)$, again. This proves the claim.

Now, suppose $t \in T(V)$ and $g \in \text{Aut}(\mathcal{A}(V))$. There is $a \in V$ such that $t = t_a$. For $x \in V$, Equation (5.1) gives

$$gt_a g^{-1}(x) = g(g^{-1}x + a) = g(g^{-1}x) + g(a) = t_{g(a)-g(0)}(x),$$

whence $g T g^{-1} \subseteq T$. □

In the case where $\dim V = 1$, these arguments collapse (cf. Remark 5.1.14). See Exercise 5.7.4 for a remedy.

The definition of a semi-linear map and of $\Gamma L(V)$ are given in Exercise 2.8.28.

**Lemma 5.1.9** Let $V$ be a right vector space over $\mathbb{D}$.

(i) The group $\Gamma L(V)$ is a subgroup of $\text{Aut}(\mathcal{A}(V))$ and the map $\sigma : \Gamma L(V) \to \text{Aut}(\mathbb{D})$ assigning to $g$ the automorphism $\sigma_g$ of $\mathbb{D}$ induced by it is a homomorphism of groups.

(ii) The kernel of $\sigma$ is the group $\text{GL}(V)$ of all linear transformations of $V$.

If $B$ is a basis of $V$, then the vector-wise stabilizer $K$ of $B$ in $\Gamma L(V)$ is a group isomorphic to $\text{Aut}(\mathbb{D})$, and $\Gamma L(V)_B = \text{GL}(V)_B \rtimes K$. Moreover, $\Gamma L(V) \cong \text{GL}(V) \rtimes \text{Aut}(\mathbb{D})$.

(iii) The group $\Gamma L(V)$ is transitive on the set of bases of $V$.

**Proof.** (i). If $g_1 \in \Gamma L(V)$ induces $\sigma_1 \in \text{Aut}(\mathbb{D})$ and $g_2 \in \Gamma L(V)$ induces $\sigma_2 \in \text{Aut}(\mathbb{D})$, then $g_1g_2 \in \Gamma L(V)$ induces $\sigma_1\sigma_2$ and $g_1^{-1} \in \Gamma L(V)$ induces $\sigma_1^{-1}$. This shows that $\Gamma L(V)$ is indeed a subgroup of $\text{Aut}(\mathcal{A}(V))$ and that $\sigma$ is a homomorphism.

(ii). The kernel of $\sigma$ is clearly the group $\text{GL}(V)$ of all linear transformations of $V$. The homomorphism $\sigma$ is surjective: fixing a basis $B$ of $V$, we can realize $\tau \in \text{Aut}(\mathbb{D})$ as the automorphism $\sigma_g$ induced by the element $g \in \Gamma L(V)$ defined by

$$g \left( \sum_{\lambda_b \in B} b \lambda_b \right) = \sum_{\lambda_b \in B} b \tau(\lambda_b) \quad (\lambda_b \in \mathbb{D}).$$

For fixed $B$, the set of all such $g$ forms a subgroup $K$ of $\Gamma L(V)$ fixing $B$ vector-wise, which complements $\text{GL}(V)$. Clearly, $K$ is the full vector-wise stabilizer of $B$ in $\Gamma L(V)$, and is isomorphic to $\text{Aut}(\mathbb{D})$. We conclude that $\Gamma L(V)$ is the semi-direct product of the normal subgroup $\text{GL}(V)$ by $K$. 
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(iii). This is standard linear algebra. If \( B = \{b_1, \ldots, b_n\} \) and \( B' = \{b'_1, \ldots, b'_n\} \) are bases of \( V \), then there is a unique linear transformation \( g \in \text{GL}(V) \) such that \( gb_i = b'_i \) (i \( \in [n] \)), namely the map \( \sum_i b_i \lambda_i \mapsto \sum_i b'_i \lambda_i \). It sends \( B \) to \( B' \).

**Definition 5.1.10** The subgroup of \( \text{Aut}(\mathbb{A}(V)) \) generated by \( T(V) \) and \( \Gamma L(V) \), usually denoted by \( \text{AGL}(V) \), is called the **affine group** of \( V \).

**Remark 5.1.11** Since \( T(V) \) and \( \text{GL}(V) \) intersect trivially and \( T(V) \) is normalized by \( \text{GL}(V) \) according to Lemma 5.1.8, the subgroup \( \text{AGL}(V) \) of \( \text{AGL}(V) \) generated by both is a semidirect product of the two.

For \( \lambda \in \mathbb{D} \), the homothety \( h_\lambda \) (see Exercise 2.8.28) belongs to \( \Gamma L(V) \) and satisfies \( \sigma h_\lambda(x) = \lambda^{-1} x \lambda \). The homotheties form a subgroup \( H \) of \( \Gamma L(V) \), but, if \( \mathbb{D} \) is not commutative, not of \( \text{GL}(V) \). The group \( H \) is isomorphic to the multiplicative group of \( \mathbb{D}^{\text{op}} \), the opposite division ring of \( \mathbb{D} \).

**Theorem 5.1.12** Let \( V \) be a vector space of dimension \( n \) over \( \mathbb{D} \).

(i) If \( n = 1 \), then \( \text{Aut}(\mathbb{A}(V)) = \text{Sym}(V) \);

(ii) if \( n \geq 2 \), then \( \text{Aut}(\mathbb{A}(V)) = \text{AGL}(V) \).

If \( n < \infty \), this group acts flag transitively on \( \text{AG}(V) \).

**Proof.** Since \( \mathbb{A}(V) \) and \( \text{AG}(V) \) determine each other uniquely, \( \text{Aut}(\mathbb{A}(V)) = \text{Aut}(\text{AG}(V)) \). Clearly, \( \text{AGL}(V) \) is a subgroup of \( \text{Aut}(\mathbb{A}(V)) \). The final statement was already proven in Example 1.8.17.

(i) is obvious as there is only one line.

(ii). Let \( \alpha \) be an automorphism of \( \mathbb{A}(V) \). We must show that \( \alpha \in \text{AGL}(V) \).

As before, write \( t_p \) for the translation mapping \( 0 \) to \( p \in V \). Then \( \beta = t_{-\alpha(0)} \alpha \) is an automorphism of \( \mathbb{A}(V) \) fixing \( 0 \). It suffices to show that \( \beta \in \Gamma L(V) \). As \( n \geq 2 \), we can apply (5.2), which gives \( \beta(x+y) = \beta \rho \beta^{-1}(x) = \rho \beta(x) = \beta x + \beta y - \beta 0 = \beta x + \beta y \) for all \( x, y \in V \). We conclude that \( \beta \) preserves addition.

The set \( H \) of all homotheties can be characterized as the set of all automorphisms of \( \mathbb{A}(V) \) fixing the point \( 0 \) and every affine line through \( 0 \). Hence, it is a normal subgroup of the stabilizer \( \text{Aut}(\mathbb{A}(V))_0 \). In particular, \( \beta h_\lambda \beta^{-1} = h_{\rho \lambda} \), where \( \rho : \mathbb{D} \rightarrow \mathbb{D} \) is a permutation of \( \mathbb{D} \) fixing \( 0 \). Now, for \( \lambda \in \mathbb{D} \) and \( x \in V \),

\[
\beta(x \lambda) = \beta h_\lambda x = (\beta h_\lambda \beta^{-1})(\beta x) = h_{\rho \lambda}(\beta x) = (\beta x)(\rho \lambda),
\]

so, with the notation of Lemma 5.1.9(i), we have \( \sigma \beta = \rho \). It remains to show that \( \rho \in \text{Aut}(\mathbb{D}) \). On the one hand, for all \( \lambda, \mu \in \mathbb{D} \),

\[
h_{(\lambda \mu)} = \beta h_{\mu \lambda} \beta^{-1} = \beta h_{\mu} h_{\lambda} \beta^{-1} = h_{\rho \mu} h_{\rho \lambda} = h_{(\rho \lambda)(\rho \mu)}
\]

and so \( \rho(\lambda \mu) = (\rho \lambda)(\rho \mu) \). On the other hand, for \( \lambda, \mu \in \mathbb{D} \), we have \( h_{\rho(\lambda + \mu)} = \beta h_{\lambda + \mu} \beta^{-1} \); this, applied to any \( x \in V \), gives

\[
(\lambda \mu) x = (\rho \lambda)(\rho \mu)x.
\]
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\[ x \rho(\lambda + \mu) = h_{\rho(\lambda+\mu)} x = \beta h_{\lambda+\mu} \beta^{-1} x \]
\[ = \beta((\beta^{-1} x) (\lambda + \mu)) = \beta((\beta^{-1} x) \lambda + (\beta^{-1} x) \mu) \]
\[ = \beta(h_{\lambda}(\beta^{-1} x) + h_{\mu}(\beta^{-1} x)) = \beta h_{\lambda} \beta^{-1} x + \beta h_{\mu} \beta^{-1} x \]
\[ = h_{\rho(\lambda)} x + h_{\rho(\mu)} x = x(\rho(\lambda) + \rho(\mu)), \]
and so \( \rho(\lambda + \mu) = \rho \lambda + \rho \mu. \) This suffices for the proof of \( \rho \in \text{Aut}(D). \) \( \square \)

The result that the automorphism group of \( \mathbb{A}(V) \) acts flag transitively on \( \text{AG}(V) \) if \( \dim(V) < \infty \) can be extended to the point shadow space of the geometry of denumerable rank described in Remark 1.4.11.

With the methods of proof of Theorem 5.1.12, it is also possible to show the following more general result.

**Corollary 5.1.13** Suppose that \( V \) is a vector space of dimension \( n \geq 2 \) over the division ring \( D \) and \( V' \) is a vector space of dimension \( n' \geq 2 \) over the division ring \( D' \). The affine spaces \( \mathbb{A}(V) \) and \( \mathbb{A}(V') \) are isomorphic (i.e., there is a bijection from the set of points of \( \mathbb{A}(V) \) onto the set of points of \( \mathbb{A}(V') \), preserving lines and parallelism) if and only if \( D \) is isomorphic to \( D' \) and \( V \) is isomorphic (by a semi-linear map after identification of \( D \) with \( D' \)) to \( V' \). If \( n \) and \( n' \) are finite, then this is equivalent to \( D \cong D' \) and \( n = n' \).

**Remark 5.1.14** In the one-dimensional case, the translations do not form a normal subgroup of \( \text{Aut}(\mathbb{A}(V)) \). For \( 5 \leq |V| < \infty \), the only proper nontrivial normal subgroup of \( \text{Sym}(V) \) is \( \text{Alt}(V) \). The group \( T(V) \) of translations of \( V \), however, has order \( |V| \) and so is not a normal subgroup of \( \text{Sym}(V) \).

**Example 5.1.15** Let \( \mathbb{F}_q \) be the field of order \( q = p^m \) where \( p \) is a prime number and \( m \) a non-negative integer. It is known that \( \text{Aut}(\mathbb{F}_q) \) is a cyclic group of order \( m \), generated by the Frobenius automorphism \( \mathbb{F}_q \rightarrow \mathbb{F}_q \), which maps \( x \) to \( x^p \). If \( V = \mathbb{F}_q^n \), then \( T(V) \) has order \( q^n \) and \( \text{GL}(V) \) has order
\[ (q^n - 1)(q^n - q)(q^n - q^2) \cdots (q^n - q^{n-1}). \]

Consequently, \( \text{AGL}(V) \) has order
\[ mq^n \prod_{i=0}^{n-1} (q^n - q^i). \]

In particular, the affine plane of order three (Example 2.3.2) has a group of automorphisms of order 432 while the affine plane of order four (Example 2.3.2) has a group of order 5760.
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In this section we explore the shadow space on 1 of the projective geometry of a vector space. Throughout this section, \( D \) is a division ring and \( V \) is a right vector space of dimension \( n + 1 \) over \( D \). We allow for \( n \) to be \( \infty \).

Projective planes were introduced in Definition 2.2.7. They are related to line spaces as indicated in Theorems 2.2.9 and 2.5.15.

Definition 5.2.1 A linear space is called a projective space if it contains three non-collinear points and if the subspace generated by any three non-collinear points is a projective plane.

The projective space on \( V \), denoted \( \mathbb{P}(V) \), is the space whose points are the 1-dimensional subspaces of \( V \) and whose lines are the sets of 1-dimensional subspaces contained in a 2-dimensional subspace of \( V \).

Proposition 5.2.2 The subspace of \( \mathbb{P}(V) \) generated by any three non-collinear points of \( \mathbb{P}(V) \) is isomorphic to the projective plane \( \mathbb{P}(D^3) \). In particular, if \( n \geq 2 \), then \( \mathbb{P}(V) \) is a projective space. If \( 2 \leq n < \infty \), the corresponding \([2]\)-geometry is isomorphic to the \([2]\)-truncation of \( \mathbb{P}G(V) \).

Proof. If \( p \) and \( q \) are distinct points of \( \mathbb{P}(V) \), then the set \( pq \) of points \( (p \lambda + q \mu) D \) with \( \lambda, \mu \in D \) (not both zero) is the unique line on \( p \) and \( q \). So \( \mathbb{P}(V) \) is linear indeed. The subspace of \( \mathbb{P}(V) \) generated by three non-collinear points clearly consists of points and lines inside the 3-dimensional vector subspace \( W \) of \( V \) spanned by the three points. This readily implies that these three points generate \( \mathbb{P}(W) \), which is isomorphic to \( \mathbb{P}(D^3) \), a projective plane.

The final statement follows directly from the definition of lines in \( \mathbb{P}(V) \). □

Notice that \( \text{Aut}(\mathbb{P}G(V)) = \text{Aut}(\mathbb{P}(V)) \), as \( \mathbb{P}G(V) \) and \( \mathbb{P}(V) \) determine each other uniquely.

A line space consisting of a single line is trivially a projective space. However, we do not refer to such a space as a projective line, but reserve that name for a richer structure, to be defined in Section 6.2.

Remark 5.2.3 Corollary 6.3.2 will show that any thick projective space satisfying a few additional conditions is isomorphic to \( \mathbb{P}(V) \) for some vector space \( V \). We will see that projective spaces are simple matroids and as such will give rise to geometries of type \( A_n \). All of this shows how a concise set of geometric properties suffices for reconstructing the vector space and the underlying division ring. In comparison, the usual algebraic definition involves about 20 axioms.

Curiously enough, we can still improve on the definition of a projective space (Definition 5.2.1) when we use ‘Pasch’s Axiom’. Recall from Definition 2.5.13 that a space is called linear if any two points are on a unique line.
Definition 5.2.4 Let $Z$ be a linear space. A Pasch configuration in $Z$ is a set of four distinct collinear triples of points whose union has cardinality six (see Figure 5.2).

We say that $Z$ satisfies Pasch’s Axiom if, for all points $a, b, c, d, e$ of $Z$ such that $\{a, b, c\}$ and $\{a, d, e\}$ are collinear triples on distinct lines, the lines $bd$ and $ce$ have a common point.

If, in the definition of Pasch’s Axiom, the common point is called $f$, then $\{b, d, f\}$ and $\{c, e, f\}$ are two more collinear triples besides the two already mentioned, and so the four form a Pasch configuration.

Clearly, a projective space satisfies Pasch’s Axiom, since every projective plane does and, by Definition 5.2.1, any two intersecting lines lie in a projective plane. We will prove the converse, for which we need the notion of a maximal subspace.

Definition 5.2.5 A maximal subspace of a line space $Z$ is understood to be a maximal proper subspace of $Z$.

A proof of the existence of maximal subspaces in a projective space will be deferred till Proposition 5.2.10. For each hyperplane $H$ of $V$, the projective space $\mathbb{P}(H)$ is a maximal subspace of $\mathbb{P}(V)$ and conversely, every maximal subspace $A$ of $\mathbb{P}(V)$ is equal to $\mathbb{P}(B)$ for some hyperplane $B$ of $V$.

If $x, y$ are points of a linear space, we denote by $xy$ the (unique) line containing these.

Theorem 5.2.6 Let $Z$ be a linear space satisfying Pasch’s Axiom. Then $Z$ is a projective space and the following properties hold.

(i) For each non-empty subspace $X$ and every point $p \in Z \setminus X$, the subspace $(X, p)$ of $Z$ is the union of all lines $px$ where $x \in X$. 
(ii) For each maximal subspace $H$ and each line $l$ of $Z$, the subspace $H \cap l$ is non-empty.

(iii) Given two distinct maximal subspaces $H, H'$, the intersection $H \cap H'$ is a maximal subspace of both $H$ and $H'$.

**Proof.** Let $l$ be a line and $p$ a point of $Z$ with $p \notin l$. Consider the union $U$ of all lines $px$ with $x \in l$. We will show that $U$ is the plane (subspace) generated by $p$ and $l$ and that $U$ is a projective plane. Let $a, b$ be distinct points in $U$. By Pasch’s Axiom, $ab$ intersects $l$ in some point $x$. So, for $y \in ab$ with $y \neq p$, Pasch’s Axiom implies that $py$ intersects $l$, hence $y \in U$ and so $ab \subseteq U$. Thus $U$ is a (line) subspace. Moreover, every line in $U$ intersects $l$. If $p \notin ab$, the preceding arguments also show that $U$ is the union of all lines joining $p$ to a point of $ab$, i.e., $l$ may be replaced by $ab$. Therefore every line in $U$ intersects $ab$ and $U$ is a projective plane. Consequently, $Z$ is a projective space.

(i). Let $U$ be the union of all lines $xp$, for $x$ running in $X$. Clearly $X \cup \{p\} \subseteq U \subseteq \{X, p\}$. Therefore it suffices to show that $U$ is a subspace of $Z$. Let $a, b$ be distinct points in $U$. We show that the line $ab$ is in $U$. This is obvious if $p, a$, and $b$ are collinear. Assume that $p, a, b$ are non-collinear and let $\pi$ be the projective plane which they generate. Let $a', b'$ be points of $X$ such that $a \in pa', b \in pb'$. Then $a', b'$ are distinct points in $\pi$, so $a'b'$ is contained in $\pi$. For $x \in ab$, the line $px$ is in $\pi$ and intersects $a'b'$ in some point $x'$. Then $x' \in X$ and so $x \in xp \subseteq U$, showing that $x$, and hence $ab$, is contained in $U$.

(ii). We (may) assume $l \subseteq H$. If $p \notin l \setminus H$, then $\langle H, p \rangle = Z$, so, by (i), the point set of $Z$ is the union of all lines joining $p$ to some point in $H$. Thus $l$ is a line joining $p$ to a point in $H$.

(iii). By (ii), every line in $H$ intersects $H \cap H'$ in some point. Hence, if $p \notin H' \setminus H'$, then $\langle H \cap H', p \rangle$ contains every line on $p$ in $H$, whence, in view of (i), coincides with $H$. 

Theorem 5.2.6(ii) above is important enough for it to be caught in a definition.

**Definition 5.2.7** A **geometric hyperplane** of a line space $Z$ is a proper subspace of $Z$ such that each line meets it. If $Z$ is a projective space, we also write **hyperplane** instead of geometric hyperplane.

**Lemma 5.2.8** Each geometric hyperplane of a linear space Z is a maximal subspace of Z.

**Proof.** If $H$ is a geometric hyperplane of $Z$, and $a$ is a point of $Z$ outside $H$, then every point $b$ distinct from $a$ lies on the line $ab$ meeting $H$ in a point distinct from $a$ and so is contained in $\langle H \cup \{a\} \rangle$. Consequently, $\langle H \cup \{a\} \rangle = Z$ and $H$ is a maximal subspace of $Z$. □
Proposition 5.2.9 A subspace of a projective space is a hyperplane if and only if it is maximal.

Proof. By Theorem 5.2.6(ii), a maximal subspace of a projective space is a geometric hyperplane. The converse is proved in Lemma 5.2.8. □

The terminology hyperplane is justified by the correspondence of geometric hyperplanes of $\mathbb{P}(V)$ with hyperplanes of $V$ for any vector space $V$ alluded to before.

In Exercise 5.7.21 it is shown that a geometric hyperplane of a line space is not necessarily a maximal subspace. The other implication is also not valid in general. For instance, a line of an affine plane all of whose lines are thick, is a maximal subspace but not a geometric hyperplane.

The following result establishes that projective spaces possess maximal subspaces.

Proposition 5.2.10 In a projective space every subspace is the intersection of some family of hyperplanes.

Proof. Let $Z$ be a subspace of the projective space $(P,L)$. If $Z = P$, then $Z$ is the intersection of the empty family of maximal subspaces. If $Z \neq P$, it suffices to show that for each $p \in P\backslash Z$, there exists a maximal subspace containing $Z$ and not containing $p$.

Let $Z$ be the family of all subspaces of $P$ containing $Z$ but not $p$. Then $Z$ is non-empty as $Z \subseteq Z$. If $T$ is a subset of $Z$ which is totally ordered by inclusion, then $\bigcup_{T \in T} T$ does not contain $p$ and it is a subspace. Hence $\bigcup_{T \in T} T \in Z$ and, by Zorn’s Lemma, $Z$ has a maximal element, say $H$. Clearly $p \notin H$. Let us show that $H$ is a maximal subspace of $(P,L)$. Suppose $x \in P\backslash H$. Then $\langle H, x \rangle$ must contain $p$, so, by Theorem 5.2.6(i), $p$ lies on a line $xu$ joining $x$ with a point $u \in H$. But then $x$ lies on the line $pu$, which is in $\langle H, p \rangle$. We have shown that $\langle H, p \rangle = \langle H, x \rangle = P$ for all $x \in P\backslash H$. As $H$ is a subspace, we conclude that it is a maximal subspace containing $Z$ but not $p$. □

Remark 5.2.11 There is a classical link between affine spaces and projective spaces, extending the planar case, which was dealt with in Exercise 2.8.9. Here we review how an affine space $\mathbb{A}(V)$ can be completed to a projective space $\mathbb{P}(\mathbb{A}(V))$ as follows. In Section 6.4 we will deal with this correspondence on the level of abstract affine and projective spaces.

(1) A point of $\mathbb{P}(\mathbb{A}(V))$ is either a point of $\mathbb{A}(V)$ or a point at infinity, that is, the set of all lines parallel to a given line.

(2) A line of $\mathbb{P}(\mathbb{A}(V))$ is either a line of $\mathbb{A}(V)$ completed by the point at infinity to which it belongs or a line at infinity, i.e., the set of all points at infinity in an affine plane of $\mathbb{A}(V)$.
The hyperplane at infinity of \( A(V) \) is the set of all points at infinity. This set is a hyperplane of \( P(A(V)) \) whose lines are the lines at infinity.

Identification of \( A(V) \) with the set of points and lines of \( P(V \oplus \mathbb{D}) \) that are not contained in the projective subspace \( P(V) \), leads to the following result. Here, the term projective hyperplane of \( P(V) \) is used for a subspace of \( P(V) \) of the form \( P(U) \), where \( U \) is a hyperplane of \( V \).

**Proposition 5.2.12** There is a natural isomorphism \( P(V \oplus \mathbb{D}) \rightarrow P(A(V)) \) such that the projective hyperplane \( P(V) \) of \( P(V \oplus \mathbb{D}) \) maps onto the hyperplane at infinity of \( A(V) \).

**Proof.** The isomorphism is established by means of the map \((v, \lambda) \mapsto v\lambda^{-1}\) for \( \lambda \in \mathbb{D} \setminus \{0\} \) and \((v, 0) \mapsto \{a + v \mid a \in V\}\) (the class of lines parallel to \( v \mathbb{D} \)) for \( v \in V \). Details are left to the reader. \(\square\)

The proposition shows that the two constructions \( P(V) \) and \( P(A(V)) \) of projective spaces from vector spaces lead to the same class of spaces.

**Notation 5.2.13** For \( x = \varepsilon_1 x_1 + \cdots + \varepsilon_{n+1} x_{n+1} \in \mathbb{D}^{n+1} \), the projective point \( x \mathbb{D} \) of \( P(\mathbb{D}^{n+1}) \) will often be denoted by \((x_1 : \ldots : x_{n+1})\).

**Example 5.2.14** For every integer \( n \geq 1 \), we have \( P(\mathbb{D}^{n+1}) \simeq P(A(\mathbb{D}^n)) \), cf. Proposition 5.2.12. This corresponds to the classical passage from \( n \) Cartesian coordinates in \( A(\mathbb{D}^n) \) to \( n+1 \) homogeneous coordinates in \( P(\mathbb{D}^{n+1}) \). Now, on the complement in \( P(A(\mathbb{D}^n)) \) of the hyperplane at infinity of \( A(\mathbb{D}^n) \), the map \( P(A(\mathbb{D}^n)) \rightarrow P(\mathbb{D}^{n+1}) \) establishing the isomorphism is determined by \( \varepsilon_1 x_1 + \cdots + \varepsilon_n x_n \mapsto (x_1 : \ldots : x_n : 1) \quad (x \in \mathbb{D}^n) \), while on the hyperplane at infinity, realized as the set of the lines through 0 in \( A(\mathbb{D}^n) \) and therefore by points of \( P(\mathbb{D}^n) \), we have \( (x_1 : \ldots : x_n) \mapsto (x_1 : \ldots : x_n : 0) \quad (x \in \mathbb{D}^n \setminus \{0\}) \).

We next describe the group \( \text{Aut}(P(V)) \) of all automorphisms of \( P(V) \) (cf. Definition 2.5.8). Each element of \( \Gamma L(V) \) induces an automorphism of \( P(V) \), so there is a homomorphism of groups \( \psi : \Gamma L(V) \rightarrow \text{Aut}(P(V)) \). Homotheties were discussed in Exercise 2.8.28.

**Lemma 5.2.15** If \( n \geq 1 \), then \( \text{Ker}(\psi) \) is the group of homotheties in \( \Gamma L(V) \).
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Proof. Denote the group of homotheties by \( H \). Suppose that \( g \in \Gamma L(V) \) belongs to the kernel of \( \psi \). Then, for each \( v \in V \), there is \( \lambda_v \in \mathbb{D}^{op} \) such that \( gv = v\lambda_v \). Taking \( v, w \in V \) linearly independent, we obtain

\[
(v + w)\lambda_{v+w} = g(v + w) = gv + gw = v\lambda_v + w\lambda_w,
\]

whence \( \lambda_v = \lambda_{v+w} = \lambda_w \). This readily implies that \( \lambda = \lambda_v \) is independent of the choice of \( v \in V \setminus \{0\} \) (for linearly dependent vectors \( v \) and \( w \), the choice of a vector linearly independent of \( v \) and recourse to the previous case will do the job). This forces \( g = h_\lambda \in H \) and \( \text{Ker}(\psi) \subseteq H \), the subgroup of all homotheties of \( V \). It is easy to see that \( H \) actually coincides with this kernel. \( \square \)

Thanks to the lemma, the quotient group \( \text{PGL}(V) \) of \( \Gamma L(V) \) by \( H \) can be viewed as a subgroup of \( \text{Aut}(\mathbb{P}(V)) \).

**Theorem 5.2.16** Let \( V \) be a vector space of dimension \( n + 1 \) over \( \mathbb{D} \).

(i) If \( n \in \{0, 1\} \), then \( \text{Aut}(\mathbb{P}(V)) = \text{Sym}(\mathbb{P}(V)) \).

(ii) If \( n \geq 2 \), then \( \text{Aut}(\mathbb{P}(V)) = \text{PGL}(V) \).

**Proof.** (i) is obvious since \( \mathbb{P}(V) \) has only one line in this case.

(ii). Let \( H \) be a hyperplane in \( \mathbb{P}(V) \) and \( 0 \) a point outside \( H \). Take any automorphism \( \alpha \) of \( \mathbb{P}(V) \). By Lemma 5.1.9(iii), there exists \( t \in \text{PGL}(V) \) such that \( t(H) = \alpha(H) \) and \( t(0) = \alpha(0) \). Consider \( \beta := t^{-1}\alpha \). It is an automorphism of \( \mathbb{P}(V) \) stabilizing \( H \) and \( 0 \). Therefore, \( \beta \) induces an automorphism in the affine space \( \mathbb{P}(V) \setminus H \), which fixes \( 0 \). Now Theorem 5.1.12 applies to the vector space \( W \) underlying \( \mathbb{P}(V) \setminus H \) with zero vector 0, so the restriction of \( \beta \) to \( \mathbb{A}(W) \) belongs to the stabilizer \( \Gamma L(W) \) of 0 in \( \text{AFL}(W) \). By use of the isomorphism \( V \cong W \oplus U \) of Proposition 5.2.12 for a 1-dimensional subspace \( U \) of \( V \), we can embed \( \Gamma L(W) \) in \( \Gamma L(V) \) in such a way that \( g(d) = d \) for each \( g \in \Gamma L(W) \) and \( d \in U \). Thus, there is an element \( g \in \text{PGL}(V) \) such that \( \gamma := \beta g \) fixes \( \mathbb{A}(W) \) point-wise. But then, \( \gamma \) also fixes \( \mathbb{P}(V) = \mathbb{P}(\mathbb{A}(W)) \), so \( \beta = g^{-1} \in \text{PGL}(V) \). We conclude \( \alpha = t\beta \in \text{PGL}(V) \). \( \square \)

**Notation 5.2.17** The image of \( \Gamma L(V) \) in \( \text{PGL}(V) \) is denoted by \( \text{PGL}(V) \).

For \( \lambda \in \mathbb{D} \), the homothety \( h_\lambda \) in \( \text{Aut}(\mathbb{P}(V)) \) is linear if and only if \( \lambda \in Z(\mathbb{D}) \), so \( \mathbb{H} \cap \Gamma L(V) = Z(\Gamma L(V)) \cong Z(\mathbb{D}) \setminus \{0\} \), where \( Z(\Gamma L(V)) \) is the center of \( \Gamma L(V) \). Consequently, \( \text{PGL}(V) \cong \Gamma L(V)/Z(\Gamma L(V)) \).

The reader may care to use the proof of the theorem to show that if \( V \) and \( V' \) are finite-dimensional vector spaces of dimension 3 over the division ring \( \mathbb{D} \) and \( \mathbb{D}' \), respectively, then the projective spaces \( \mathbb{P}(V) \) and \( \mathbb{P}(V') \) are isomorphic if and only if \( \mathbb{D} \cong \mathbb{D}' \) and \( V \cong V' \) (by a semilinear map).
Definition 5.2.18 A projective basis of \( \mathbb{P}(V) \) is a set \( B \) of points such that, for each \( b \in B \), the difference set \( B \setminus \{b\} \) is of the form \( \{x \mathbb{D} \mid x \in E\} \) for a basis \( E \) of \( V \). If \( n = \dim(V) - 1 < \infty \), we relate a projective basis in \( \mathbb{P}(V) \) to a basis of \( V \) as follows. If \( B = \{p_1, \ldots, p_{n+2}\} \) is an ordered projective basis of \( \mathbb{P}(V) \), then a normal basis of \( V \) corresponding to \( B \) is an ordered basis \( e_1, \ldots, e_{n+1} \) of \( V \) such that \( \langle e_i \rangle = p_i \) for \( i \in \{n+1\} \) and \( (\sum_{i=1}^{n+1} e_i) = p_{n+2} \).

Lemma 5.2.19 Suppose \( n = \dim(V) - 1 < \infty \). Each ordered projective basis of \( \mathbb{P}(V) \) has a corresponding normal basis \( E \) of \( V \). If \( F \) is another such normal basis, then there is a scalar \( \lambda \) with \( E = F \lambda \).

Proof. Let \( B = \{p_1, \ldots, p_{n+2}\} \) be an ordered projective basis of \( \mathbb{P}(V) \) and let \( b_i \) be vectors of \( V \) such that \( p_i = \langle b_i \rangle \) for \( i \in \{n+2\} \). Then \( b_1, \ldots, b_{n+1} \) constitute an ordered basis of \( V \) and so there are scalars \( \mu_i \) such that \( b_{n+2} = \sum_{i=1}^{n+1} b_i \mu_i \). As \( B \) is a projective basis, we must have \( \mu_i \neq 0 \) for \( i \in \{n+1\} \). Putting \( e_i = b_i \mu_i \), for \( i \in \{n+1\} \), we obtain \( b_{n+2} = \sum_{i=1}^{n+1} e_i \) and \( E = (e_1, \ldots, e_{n+1}) \) is a normal basis of \( V \).

If \( F = (f_1, \ldots, f_{n+1}) \) is another normal basis of \( V \) for \( B \), then \( e_i = f_i \lambda_i \) for certain scalars \( \lambda_i \) and \( b_{n+2} = (\sum_i f_i) \lambda \) for some \( \lambda \). Now \( b_{n+2} = \sum_i e_i = \sum_i f_i \lambda_i \) forces \( \lambda = \lambda_1 = \cdots = \lambda_n \), so \( e_i = f_i \lambda \) for all \( i \in \{n+2\} \). \( \square \)

Recall the definition of opposite division ring from Exercise 1.9.11.

Proposition 5.2.20 Suppose \( 3 \leq \dim(V) = n+1 < \infty \). The group \( \text{PGL}(V) \) is transitive on the set of ordered projective bases of \( \mathbb{P}(V) \). The stabilizer in \( \text{PGL}(V) \) of an ordered projective basis is isomorphic to \( \text{Int}(\mathbb{D}) \), the group of all inner automorphisms of \( \mathbb{D} \).

Proof. Let \( e_1, \ldots, e_{n+1} \) and \( f_1, \ldots, f_{n+1} \) be two normal bases of \( V \) corresponding to ordered projective bases \( p_1, \ldots, p_{n+2} \), and \( q_1, \ldots, q_{n+2} \), respectively, of \( \mathbb{P}(V) \). There is an element \( a \in \text{GL}(V) \) such that \( a(e_i) = f_i \) for \( i \in \{n+1\} \) and so its image in \( \text{PGL}(V) \) maps \( p_i \) to \( q_i \) for \( i \in \{n+1\} \). It follows from Lemma 5.2.19 that \( a \) maps \( p_{n+2} \) to \( q_{n+2} \). This proves the first assertion.

Let \( B \) be a projective basis of \( \mathbb{P}(V) \) corresponding to the normal basis \( e_1, \ldots, e_{n+1} \) of \( V \). Suppose that \( a \in \text{GL}(V) \) fixes each element of \( B \). It maps a normal basis of \( V \) for \( B \) onto a corresponding normal basis for \( B \), so Lemma 5.2.19 gives a unique element \( \lambda \in \mathbb{D} \) such that \( a(e_i) = e_i \lambda \) for each \( i \in \{n+1\} \). Retaining the above notation, we see that if \( x = \sum_i e_i x_i \), then \( a(x) = \sum_i a(e_i) x_i = \sum_i (e_i \lambda x_i) = \sum_i e_i \lambda x_i \), and so \( a(x) \) has coordinates \( \lambda x_i \). In particular, the composition \( h_\lambda^{-1} \) of \( a \) with the homothety \( h_\lambda \) induces the inner automorphism \( \mu \mapsto \lambda \mu \lambda^{-1} \) of \( \mathbb{D} \) on each coordinate and fixes the normal basis \( e_1, \ldots, e_{n+1} \) vector-wise. Denote by \( \text{PGL}(V)_{[B]} \) the elementwise stabilizer of \( B \) in \( \text{PGL}(V) \). By Lemma 5.2.15 and Theorem 5.2.16, the homothety \( h_\lambda \) belongs to the kernel of the homomorphism \( \text{GL}(V) \to \text{PTL}(V) \), so the map \( \phi : \text{PGL}(V)_{[B]} \to \text{Int}(\mathbb{D}) \) determined by \( \phi(a) = (\mu \mapsto \lambda \mu \lambda^{-1}) \)
is well defined. It is clearly a surjective homomorphism. The kernel of $\phi$ consists of all elements $(H \cap GL(V))\lambda$ corresponding to some $\lambda \in Z(\mathbb{D}) \setminus \{0\}$. This shows that $\text{Ker}(\phi) = H \cap GL(V)$, so $\phi$ is an isomorphism. \(\square\)

If the division ring $\mathbb{D}$ is commutative, then $\text{Int}(\mathbb{D})$ consists of the identity only. Hence the following consequence.

**Corollary 5.2.21** If $\mathbb{D}$ is a field and $n \geq 2$, then the projective linear group $\text{PGL}(V)$ is sharply transitive on the set of ordered projective bases of $\mathbb{P}(V)$.

Later, in Section 6.2, we will impose more structure on the projective line (corresponding to the case $n = 1$) in such a way that its automorphism group is no longer the whole symmetric group.

## 5.3 Matroids

We present a straightforward definition of the dimension of a subspace of a linear space. It will help us to distinguish projective and affine spaces from arbitrary linear spaces. This is put into effect by matroids, which will supply the common ground for the well-behaved linear spaces. The section ends with Theorem 5.3.11, which assigns an $[n]$-geometry with a linear digon diagram to a matroid of dimension $n$.

**Definition 5.3.1** If $X$ is a subspace of the line space $Z$, the **dimension** of $X$, denoted $\text{dim}(X)$, is the smallest integer $n \geq -1$ such that every chain of subspaces (ordered by inclusion) contained in $X$ has at most $n + 2$ members. The **dimension** of $Z$ is the dimension of the subspace of all points of $Z$.

The dimension of the empty space is $-1$, the dimension of a singleton is $0$. The lines of a linear space are its subspaces of dimension one. A subspace of dimension two is called a **plane** of $Z$.

**Example 5.3.2** For the projective space $\mathbb{P}(V)$ associated with a vector space $V$ of finite dimension $n + 1$, these definitions fit rather nicely. The dimension $n$ of the space $\mathbb{P}(V)$ coincides with the rank $n$ of the geometry $\text{PG}(V)$, whose elements of type $i$ are the subspaces of $\mathbb{P}(V)$ of dimension $i - 1$ for $i \in [n]$.

If $V$ is defined over a division ring of size at least 3 and $n = \text{dim}(V) \geq 2$, then, according to Remark 5.1.5, the subspaces of $\mathbb{A}(V)$ of dimension $i - 1$ are parallel closed and coincide with the elements of $\text{AG}(V)$ of type $i$ for $i \in [n]$. Thus, it is tempting to define a plane of a linear space to be a subspace generated by a set of three non-collinear points. But if $V$ is defined over $\mathbb{F}_2$, the subspaces of $\mathbb{A}(V)$ of dimension $i - 1$ are just the sets of points of size $i$. 
It is not true in general that three non-collinear points of a linear space are contained in a unique plane. Moreover, there are quite interesting situations where we would like to consider planes which are not necessarily the linear subspaces generated by three non-collinear points. A typical example is provided by a sphere \( S \) in \( \mathbb{R}^3 \). The Euclidean planes in \( \mathbb{R}^3 \) induce circles on \( S \), the lines induce pairs of points. So the linear space on \( S \) induced by lines is the complete graph (Example 1.2.1), while the linear space induced by planes is much more interesting: it consists of the circles on \( S \). Hence we need a completely different approach to the concepts of plane and subspace.

To this end, we introduce yet another notion which generalizes affine and projective spaces.

**Definition 5.3.3** Consider a pair \((P,F)\) consisting of a set \(P\) of points and a collection \(F\) of subsets of \(P\) such that any intersection of members of \(F\) belongs to \(F\). The elements of \(F\) are called flats.

If \(X \subseteq P\) is a set of points, then the intersection of all flats containing \(X\), denoted \(\langle X \rangle_F\), is called the flat generated by \(X\). It is the smallest flat containing \(X\). A basis of a flat \(F\) is a subset \(B\) of \(F\) with \(\langle B \rangle_F = F\) such that no proper subset of \(B\) has the same property.

In an affine or projective space, the flats would be distinguished (or all) subspaces of a linear space.

In order to avoid the trouble of planes included in other planes and similar phenomena with higher-dimensional subspaces, we require that a flat generated by some flat \(f\) and an additional point \(p\) admits \(f\) as a maximal proper subflat. This leads to the following notion.

**Definition 5.3.4** A matroid is a pair \((P,F)\) where \(P\) is a set of points and \(F\) is a collection of subsets of \(P\), called flats, with the following properties.

1. If \(G \subseteq F\), then the intersection of all members of \(G\) belongs to \(F\). In particular (taking \(G = \emptyset\)) we have \(P \in F\).
2. If \(v \in F\) and \(x \in P\) but \(x \not\in v\), then there is a unique flat containing \(v\) and \(x\), denoted \(\langle v, x \rangle_F\), with the property that \(v\) is maximal among all flats that are properly contained in \(\langle v, x \rangle_F\).
3. If \(B \subseteq P\), then \(B\) is a basis of \(\langle B \rangle_F\) if and only if every finite subset \(X\) of \(B\) is a basis of \(\langle X \rangle_F\).

A matroid \((P,F)\) is called simple if \(\{x\} \in F\) for each \(x \in P\) and if \(\emptyset \in F\).

The dimension of a flat \(v\) of a matroid, denoted \(\dim(v)\), is the smallest cardinality \(n \geq -1\) such that every chain of flats (ordered by inclusion) contained in \(v\) has at most \(n + 2\) members. The dimension of \((P,F)\) is the dimension of the flat \(P\).

For a matroid \((P,F)\) of dimension \(n\), the collection of all elements of \(F\) of dimension \(i\) \((-1 \leq i \leq n\)) will be denoted by \(F_i\). The members of \(F_1\), \(F_2\), \(F_{n-1}\) are called lines, planes, hyperplanes of \((P,F)\), respectively.
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Remark 5.3.5 The notation $\langle B \rangle_F$ makes sense in view of the first axiom; it is the intersection of all flats containing $B$.

If $(P, F)$ is a matroid, then $\langle v, x \rangle_F = \langle v \cup \{x\} \rangle_F$. The intersection of all flats of $F$, often the empty set, has dimension $-1$. In a simple matroid, singletons have dimension $0$.

Example 5.3.6 A vector space of dimension $n \geq 1$ together with its subspaces as flats, is a non-simple matroid. Below are some simple ones.

(i). Full shadow spaces $\text{ShSp}(\Gamma, 1)$ (cf. Definition 2.5.1), where $\Gamma = \text{AG}(V)$ or $\text{PG}(V)$ with $V$ a finite-dimensional vector space, are simple matroids. But even if $\dim(V) = \infty$, taking $F$ to be the collection of all subspaces of a projective space $\mathbb{P}(V)$, and the collection of all affine subspaces of an affine space $\mathbb{A}(V)$, we obtain simple matroids. Later, in Theorem 5.3.8, we will see that each projective space with its subspaces is a matroid. As affine spaces with lines of size at least four will turn out to be restrictions of projective spaces (see Proposition 6.4.2), they will also become matroids when supplied with their subspaces.

(ii). Also the sphere $S$ in $\mathbb{E}^3$ of Example 5.3.2 fits into the present context. Take $P$ to be the set of points of $S$, and set $F_0 = \{\{x\} \mid x \in P\}$. Let $F_1$ be the set of all pairs of distinct points of $S$. Finally, let $F_2$ be the set of all circles contained in $S$. The resulting pair $(P, F)$, where $F = \emptyset \cup F_0 \cup F_1 \cup F_2 \cup \{P\}$, is a simple matroid of dimension $3$.

(iii). Firm linear spaces are simple matroids of dimension two, and conversely.

Matroids provide the right context for a development of the theory of linear independence in linear algebra. We briefly mention some key properties of matroids and leave the proofs to the reader.

Theorem 5.3.7 Each matroid $(P, F)$ satisfies the following properties.

(i) For each subset $B$ of $P$ that is a basis of $\langle B \rangle_F$ and each point $x \in P \setminus \langle B \rangle_F$, the subset $B \cup \{x\}$ is a basis of $\langle B, x \rangle_F$.

(ii) If $X \subseteq P$ and $A$ is a subset of $X$ such that $A$ is a basis of $\langle A \rangle_F$, then there exists a basis $B$ of $\langle X \rangle_F$ with $A \subseteq B \subseteq X$.

(iii) If $F$ is a flat, then any two bases of $F$ have the same cardinality.

(iv) If $B$ is a basis of $\langle B \rangle_F$, then the dimension of $\langle B \rangle_F$ is equal to $|B| - 1$.

(v) If $F_1$ and $F_2$ are flats of finite dimension, then

$$\dim \langle F_1 \cup F_2 \rangle + \dim \langle F_1 \cap F_2 \rangle \leq \dim \langle F_1 \rangle + \dim \langle F_2 \rangle.$$
Theorem 5.3.8 For each projective space, its point set supplied with all its subspaces is a simple matroid.

Proof. Let $Z$ be a projective space with point set $P$. We check the properties of a simple matroid given in Definition 5.3.4. Obviously, every intersection of subspaces is a subspace. Next, if $V$ is a subspace and $p$ a point not on $V$, then $V$ is a maximal proper subspace of $\langle V, p \rangle$ because, by Theorem 5.2.6, $\langle V, p \rangle$ is the union of all lines joining $p$ to some point of $V$. Finally let $F$ be a set of points. Then $\langle F \rangle$ is the union $U$ of all $\langle X \rangle$ where $X$ is a finite subset of $F$ (observe that if $x \in \langle X \rangle$ and $y \in \langle Y \rangle$ for finite subsets $X, Y$ of $F$, then $xy$ belongs to $\langle X \cup Y \rangle$, while $X \cup Y$ is a finite subset of $F$). Hence, if every finite subset $X$ of $F$ is a basis of $\langle X \rangle$, we see that $F$ is a basis of $\langle F \rangle$. Consequently, $P$ and its subspaces constitute a matroid. This matroid is simple as the empty set and every singleton in $P$ are subspaces of $Z$. □

Remark 5.3.9 Let $P$ be a projective space. The dimension of $P$ according to Definition 5.3.1 coincides with the dimension of the matroid of all subspaces of $P$ appearing in Theorem 5.3.8 according to Definition 5.3.4. If $\dim(P) = n$ is finite, then the maximal subspaces of $P$ are the flats of the corresponding matroid of dimension $n-1$.

Example 5.3.10 We give three ways of building new simple matroids from a given simple matroid $(P, \mathcal{F})$ of dimension $n$. It is no coincidence that the notions truncation of Definition 1.4.6 and quotient of Definition 1.3.5 reappear.

(i). Fix $m \in [n-1]$ and set $\mathcal{F}_{\leq m} = \bigcup_{j \leq m} \mathcal{F}_j$. The pair $(P, \mathcal{F}_{\leq m} \cup \{P\})$ is a simple matroid of dimension $m+1$, called truncation, of $(P, \mathcal{F})$.

(ii). Fix a subset $X$ of $P$. A flat in $\text{Restr}_\mathcal{F}(X)$ is any set $v \cap X$ such that $v \in \mathcal{F}$ and $v$ is generated by $v \cap X$. The pair $(X, \text{Restr}_\mathcal{F}(X))$ is a simple matroid of dimension $\dim(\langle X \rangle)_\mathcal{F}$, called restriction of $(P, \mathcal{F})$.

(iii). Fix $v \in \mathcal{F}_m (-1 \leq m \leq n)$. Set $P/v = \{\langle v, x \rangle \mid x \in P\setminus v\}$ and let $\mathcal{F}/v$ be the collection of all subsets of $P/v$ of the form $w/v := \{\langle v, x \rangle \mid x \in w\setminus v\}$ for $w$ running over all $w \in \mathcal{F}$ with $v \subseteq w$. The pair $(P/v, \mathcal{F}/v)$ is a simple matroid of dimension $n - m - 1$, called quotient of $(P, \mathcal{F})$.

The next result shows that these restrictions and quotients are in fact residues.

Theorem 5.3.11 Let $n \in \mathbb{N}$, $n \geq 2$, and let $(P, \mathcal{F})$ be a simple matroid of dimension $n$.

(i) The pair $(P, \mathcal{F}_1)$ is a firm linear space in which each member of $\mathcal{F}$ is a linear subspace.
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(ii) The geometry \( \Gamma(P, \mathcal{F}) = (\mathcal{F}_0, \ldots, \mathcal{F}_{n-1}, *) \), where * stands for symmetrized containment, is firm and residually connected over the diagram

\[
L_n : \quad \mathcal{L}_1 \rightarrow \mathcal{L}_2 \rightarrow \mathcal{L}_3 \rightarrow \cdots \rightarrow \mathcal{L}_{n-1} \rightarrow \mathcal{L}_n.
\]

Proof. (i) is a direct consequence of the definition. For, if \( x \) and \( y \) are distinct members of \( P \), then \( \langle x, y \rangle \mathcal{F} \) is the unique line containing these. Moreover, if \( v \in \mathcal{F} \) contains both \( x \) and \( y \), then \( \langle x, y \rangle \mathcal{F} \cap v \) is a member of \( \mathcal{F} \) containing \( \{x, y\} \) and contained in \( \langle x, y \rangle \mathcal{F} \), whence equal to \( \langle x, y \rangle \mathcal{F} \). This proves that \( v \) is a subspace of \((P, \mathcal{F})\). Firmness follows from the assumption \( n \geq 2 \).

(ii) Set \( \Gamma = \Gamma(P, \mathcal{F}) \). If \( n = 2 \), the statement follows from (i) and Theorem 2.5.15. Therefore, we assume \( n \geq 3 \) and proceed by induction on \( n \). Assume \( B \in \mathcal{F}_{i-1}, C \in \mathcal{F}_i, \) and \( D \in \mathcal{F}_{i+1} \) satisfy \( B \subset C \subset D \) for some \( i \in [n-2] \). Taking \( x \in D \setminus C \), we find that \( C' := \langle B, x \rangle \mathcal{F} \) also satisfies \( B \subset C' \subset D \) and is distinct from \( C \), as \( x \in C \setminus C \). Therefore, \( \Gamma \) is firm.

 Fix \( x \in P \), and let \( v \in \mathcal{F}_{i-1} \) for some \( i \in [n] \). Take \( y \in v \) such that \( y \neq x \). The flat \( \langle \{y\}, x \rangle \mathcal{F} \in \mathcal{F}_1 \) is incident with both \( \{x\} \) and \( \{y\} \), and \( \{y\} \) is incident with \( v \), so each element of \( \Gamma \) is connected to \( \{x\} \). Hence \( \Gamma \) is connected. Retain \( v \in \mathcal{F} \), so \( v \) is an element of \( \Gamma \) of type \( i \). As the digon diagram of \( \Gamma \) is obviously linear, the residue \( \Gamma_v \) is a direct sum of two geometries \( \Gamma' \) and \( \Gamma'' \), say, whose elements are the members \( u \in \mathcal{F} \) with \( u \subset v \) and the members \( w \in \mathcal{F} \) with \( w \supseteq v \), respectively. It is easily seen that \( \Gamma' \) is the geometry associated with the simple matroid \( \text{Restr}_{\mathcal{F}}(v) \) (cf. Example 5.3.10(ii)) and that \( \Gamma'' \) is the geometry associated with \( (P \setminus v, \mathcal{F} \setminus v) \) (cf. Example 5.3.10(iii)).

The induction hypothesis applied to \( \Gamma' \) and \( \Gamma'' \), and Theorem 2.1.6 yields that \( \Gamma_v \) is a firm, residually connected geometry with diagram \( L_{i-1} \cup L_{n-i} \). The required properties of \( \Gamma \) follow directly. \( \square \)

5.4 Matroids from geometries

In Section 5.3 we went from a global structure (the simple matroid, involving no residues) to information about rank 2 residues, the local structure captured in the diagram of a geometry. Here we proceed conversely. Theorem 5.4.3 shows how to derive a matroid from a residually connected geometry with a suitable linear diagram. We fix a set \( I \) of types.

Notation 5.4.1 Let \( \Gamma \) be a geometry over \( I \). Recall from Definition 2.5.1 that, for \( J \subseteq I \), the \( J \)-shadow of a flag \( F \) in \( \Gamma \) is denoted by \( \text{Sh}_J(F) \). Here we extend the notation to a union \( G \) of flags of \( \Gamma \) by writing \( \text{Sh}_J(G) \) for \( \bigcap_{g \in G} \text{Sh}_J(\{g\}) \). This notation is justified by the fact that it holds when \( G \) is a flag. Moreover, for \( i \in I \), we also write \( \text{Sh}_i(G) \) rather than \( \text{Sh}_{(i)}(G) \).
Proposition 5.4.2 Let $\Gamma = (X_1, X_2, \ldots, X_n, \ast)$ be an $[n]$-geometry belonging to the diagram $L_n$ for some $n \in \mathbb{N}$, $n \geq 2$. Suppose $x \in X_i$ and $y \in X_j$, where $i, j \in [n]$ satisfy $i + j \leq n$.

(i) There is an $(i + j)$-element of $\Gamma$ in $\{x, y\}$.

(ii) If $\text{Sh}_1(\{x, y\}) = \emptyset$, then there is a unique $(i + j)$-element $z$ in $\{x, y\}$ and $\{x, y\}$ consists of all elements of type $\geq i + j$ incident with $z$.

(iii) The map $u \mapsto \text{Sh}_1(u)$ is an injective map from $\bigcup X_i$ to the collection of subspaces of $\text{ShSp}(\Gamma, 1)$.

(iv) If $U$ is a non-empty set of elements of $\Gamma$ with $\text{Sh}_1(U) \neq \emptyset$, then there is $u \in \text{Sh}_1(U)$ for some $i$ smaller than or equal to the type of any element from $U$ such that $\text{Sh}_1(U) = \text{Sh}_1(u)$.

Proof. For $n = 2$, these statements are immediate from Theorem 2.5.15. We proceed by induction on $n$. Let $n > 2$.

(i). Assume $i + j = 2$, so $i = j = 1$. We need to show that $\text{Sh}_2(\{x, y\})$ is non-empty. By Lemma 1.6.3, residual connectedness of $\Gamma$ provides a $\{1, 2\}$-path from $x$ to $y$. Induction on the length of such a path allows us to assume that there are $a, b \in X_2$ and $u \in X_1$ such that $x \ast a \ast u \ast b \ast y$. If $a = b$, then $a \in \text{Sh}_2(\{x, y\})$, so we may restrict to the case where $a$ and $b$ are distinct. Now they are distinct elements of $\Gamma_u$, so, by the induction hypothesis, we can find $v \in X_3$ incident with $a, b$, and $u$. Let $F$ be a flag of type $\{3, \ldots, n\}$ containing $v$.

We know that $a$ and $b$ belong to $F^*$. Since $\{a, x\} \cup F$ and $\{y, b\} \cup F$ are chambers, we find $x, y \in F^*$ (cf. Figure 5.3). Thus, $\Gamma_F$ is a firm geometry of rank two with diagram of type $L_2$ (defined in Theorem 5.3.11) containing $x$ and $y$. Hence, there is a 2-element in $\{x, y\}^* \cap F^*$, as required.
We proceed by induction on \( i + j \) and assume \( i + j > 2 \). Without loss of generality we take \( j \geq i \), so that \( j > 1 \). Pick \( w \in \text{Sh}_{j-1}(y) \). By induction on \( i + j \) we can find \( v \in \text{Sh}_{i+j-1}(\{x, u\}) \). Taking a flag \( F \) of type \( j - 1 \) containing \( w \) and applying the induction hypothesis (with respect to \( n \)) to \( I_G \), we obtain an element \( z \in \text{Sh}_{i+j}(\{v, y\}) \). By Theorem 2.1.6, \( z \in x^* \), so \( z \in \text{Sh}_{i+j}(\{x, y\}) \), proving (i).

(ii). By (i) there exists an \((i + j)\)-element \( z \in \{x, y\}^* \). Let \( z' \in \text{Sh}_k(\{x, y\}) \) with \( k \geq i + j \). It suffices to establish \( z' \in z^* \).

Assume \( i = j = 1 \) and \( k = 2 \). By (i) applied to \( I_x \), there is a 3-element \( v \) in \( \{z, z'\}^* \). By Theorem 2.1.6 in \( I_x \), we find \( x, y \in v^* \). If \( F \) is a flag of type \( \{3, \ldots, n\} \) containing \( v \), then \( I_F \) is a rank two geometry containing \( x, y, z \), and \( z' \). By Theorem 2.5.15 (applied to \( I_F \)) and the hypothesis \( X_1 \cap \{x, y\}^* = \emptyset \), this implies \( z = z' \).

If \( i = j = 1 \) and \( k > 2 \), take a flag \( G \) of type \( \{k, k+1, \ldots, n\} \) containing \( z' \). Then \( I_G \) contains \( x, y \), so by the induction hypothesis (on \( n \)) there is a unique 2-element in \( \{x, y\}^* \cap G^* \). But by the first paragraph, this 2-element must be \( z \). Since \( z' \in G \subseteq z^* \), it follows that \( z' \in z^* \).

Having shown (ii) for \( i + j = 2 \), we continue by induction on \( n \) and on \( i + j \) and assume \( i + j > 2 \). Without loss of generality we may take \( j > 1 \). Pick \( p \in \text{Sh}_1(y) \). According to (i) applied to the residue \( I_F \) of a flag \( F \) of type \( \{k, \ldots, n\} \) containing \( z' \), there is \( u \in \{x, p, z'\}^* \cap X_{i+1} \). As \( \text{Sh}_1(\{x, p\}) = x^* \cap \{p\} \subseteq \text{Sh}_1(\{x, y\}) = \emptyset \) and \( u \in \text{Sh}_{i+1}(\{x, p\}) \), we may apply the induction hypothesis (on \( i + j \)) to \( x \) and \( p \), which gives that every element in \( \{x, p\}^* \) is incident with \( u \). In particular, \( z \) is incident with \( u \). Take \( H \) to be a flag of \( I \) that is maximal with respect to the properties of having type in \( \{j - 1\} \), containing \( p \), and lying inside \( \{u, y\}^* \). Then \( \{u, y\}^* \cap H^* \subseteq H \).

We contend that \( H = \{p\} \). For, suppose \( v \) is an element of \( H \) of type \( h \), where \( h \) is chosen in such a way that \( H \) has type \( [h] \). As \( i + h < i + j \) and \( \{x, v\}^* \cap X_1 \subseteq \{x, y\}^* \cap X_1 = \emptyset \), the induction hypothesis shows that there is a unique element \( w \in \{x, v\}^* \) of type \( i + h \) such that each element of \( \{x, v\}^* \) is incident with \( w \). In particular, \( u \in \{x, v\}^* \subseteq w^* \), and \( i + 1 \), the type of \( u \), is at least \( i + h \), the type of \( w \). Therefore, \( h = 1 \), so \( H = \{v\} = \{p\} \) and the contention holds.

As \( z \) is of type \( i + j - 1 \) in \( I_p \), which is the sum of the types \( i \) and \( j - 1 \) of \( u \) and \( y \) in \( I_p \), the elements \( u, y, z \) of \( I_H \) satisfy the hypotheses of \( x, y, z \) in (ii), respectively. By the induction hypothesis (on \( n \)) applied to \( I_p \), every element of \( I_p \) incident with \( u \) and \( y \) must be incident with \( z \) as well. Since \( z' \in p^* \cap \{u, y\}^* \subseteq \{p, u, y\}^* \), this gives \( z' \ast z \), which finishes the uniqueness part of (ii).

It remains to show that there is no element in \( \{x, y\}^* \) of type smaller than \( i + j \). Suppose that \( a \in \{x, y\}^* \) is of type \( t < i + j \). If \( t < i \), then either \( t < j \) and \( a^* \cap X_1 \) is a nonempty subset of \( \text{Sh}_1(\{x, y\}) \), or \( t \geq j \) and \( y^* \cap X_1 \) is a nonempty subset of \( \text{Sh}_1(\{x, y\}) \). Both cases contradict the hypothesis \( \text{Sh}_1(\{x, y\}) = \emptyset \), and, similarly, \( t < j \) is ruled out. Therefore, we may assume
\( t \geq i, j, \) in which case \( a^* \cap X_{i+j} \) is a subset of \( \{x, y\}^* \cap X_{i+j} = \{z\} \) of size at least two (as \( \Gamma \) is firm), contradicting the uniqueness of \( z \). We conclude \( t \geq i + j \), which ends the proof of (ii).

(iii). Suppose that \( u, v \in \bigcup X_i \) are distinct and satisfy \( \text{Sh}_1(u) = \text{Sh}_1(v) \). The shadow \( \text{Sh}_1(u) \) contains at least one point, \( p \) say. If \( l \in \text{Sh}_2(\{u, p\}) \), then, due to firmness, there is \( q \in \text{Sh}_1(l) \setminus \{p\} \). Now \( q \in \text{Sh}_1(u) = \text{Sh}_1(v) \) and, by (ii), \( v \) is incident with \( l \), whence \( l \in \text{Sh}_2(\{v, p\}) \). Using symmetry in \( u \) and \( v \), we conclude that the 2-shadows of \( u \) and \( v \) in \( \Gamma \) coincide. By the induction hypothesis, it follows that \( u = v \). Hence (iii).

(iv). If \( \text{Sh}_1(U) \) is a singleton, say \( \{x\} \), then \( \text{Sh}_1(U) = \text{Sh}_1(x) \) and we are done. Otherwise, there are distinct elements \( x \) and \( y \) in \( \text{Sh}_1(U) \). Now (ii) applied to \( x \) and \( y \) gives an element \( l \in \text{Sh}_2(\{x, y\}) \cap \text{Sh}_2(U) \), so \( \text{Sh}_2(U) \neq \emptyset \). By the induction hypothesis applied to \( \Gamma_x \), there is an element \( u \) of \( \Gamma_x \) of type at most the minimum over all types of elements from \( U \setminus \{x\} \) such that \( \text{Sh}_2(\{x, y\} \cup \{x, u\}) = \text{Sh}_2(\{x, y\}) \). Let \( w \in U \setminus \{x\} \). The unique element in \( \text{Sh}_2(\{x, w\}) \) whose existence is guaranteed by (ii), is contained in \( \{x, u\}^* \) if and only if it belongs to \( x^* \cap U^* \). Consequently, again by (ii), \( w \in u^* \) if and only if \( w \in U^* \). Hence \( \text{Sh}_1(u) = \text{Sh}_1(U) \).

Recall the definition of full shadow space from Example 2.5.9.

**Theorem 5.4.3** Let \( \Gamma = (X_1, \ldots, X_n, *) \) be an \([n]\)-geometry belonging to the diagram \( L_n \) for some \( n \in \mathbb{N} \) with \( n \geq 2 \). The full shadow space \( \text{ShSp}(\Gamma, 1) \) is a simple matroid of dimension \( n \) whose flats of dimension \( i - 1 \) are the 1-shadows of elements of \( X_i \) for \( i \in [n] \). Up to isomorphism, it is the unique simple matroid \( (P, \mathcal{F}) \) of dimension \( n \) such that \( \Gamma(P, \mathcal{F}) \cong \Gamma \).

**Proof.** For \( n = 2 \), the statements are trivial or trivial consequences of Theorem 2.5.15. Let \( n > 2 \). Put \( P = X_1 \) and, for \( i \in [n] \), set \( \mathcal{F}_{i-1} = \{\text{Sh}_1(u) \mid u \in X_i\} \). In addition, write \( \mathcal{F}_{-1} = \{\emptyset\} \) and \( \mathcal{F}_n = \{P\} \). The pair \( (P, \mathcal{F}) \), where \( \mathcal{F} = \bigcup_{-1 \leq i \leq n} \mathcal{F}_i \), is the full shadow space \( \text{ShSp}(\Gamma, 1) \). We show that it is a simple matroid.

Suppose \( G \subseteq \mathcal{F} \). By definition of \( \mathcal{F} \), there is a set \( U \) of elements of \( \Gamma \) such that \( G = \{\text{Sh}_1(v) \mid v \in U\} \). Denote by \( V \) the intersection of all members of \( G \). We want to show \( V \in \mathcal{F} \). We may suppose \( V \neq \emptyset \) and \( V \neq P \). Now \( V = \text{Sh}_1(U) \), so, according to Proposition 5.4.2(iv), there is an element \( u \) of \( \Gamma \) with \( V = \text{Sh}_1(u) \in \mathcal{F} \). This establishes \( V \in \mathcal{F} \), and hence Definition 5.3.4(1).

Next let \( U \in \mathcal{F} \) and \( x \in P \). By definition of \( \mathcal{F} \), there is \( u \in X_i \) for some \( i \in [n] \) such that \( U = \text{Sh}_1(u) \). Now \( x \in U \) if and only if \( x \neq u \). In this case, \( (x, U)_{\mathcal{F}} = U \in \mathcal{F} \) (the left hand side makes sense thanks to Definition 5.3.3). Otherwise, if \( i \leq n - 1 \), there exists a unique element \( w \in \text{Sh}_{i+1}(\{x, u\}) \) by Proposition 5.4.2(ii), and \( (x, U)_{\mathcal{F}} = \text{Sh}_1(w) \). If \( i = n \) and still \( x \notin U \), we have \( (x, U)_{\mathcal{F}} = P \), whence Definition 5.3.4(2), the second axiom. The third
axiom holds trivially. This establishes that \((P, F)\) is a matroid. Moreover, 
\[ F_0 = \{ \text{Sh}_1(u) \mid u \in X_1 \} = \{ \{ x \} \mid x \in X_1 \}, \]
so the matroid is simple.

In view of Proposition 5.4.2(iii), the map \( u \mapsto \text{Sh}_1(u) \) is a bijection from 
\[ \bigcup_{i \in [n]} X_i \text{ onto } \bigcup_{i \in [n]} F_{i-1}. \]
Uniqueness of \((P, F)\) follows.

The following corollary summarizes the axiomatic description of projective spaces obtained so far. The diagram \( A_n \) has been introduced in Table 4.2 (see also Proposition 2.4.7). In Definition 2.2.7, a projective plane is defined as a generalized 3-gon. Often, however, we will use Theorem 2.5.15 to identify it with its shadow space on points, in which case a projective plane is a line space.

**Corollary 5.4.4** Let \( \Gamma \) be an \([n]\)-geometry belonging to the diagram \( A_n \) for some \( n \in \mathbb{N} \), \( n \geq 2 \). There is a unique projective space \((P, L)\) of dimension \( n \) (up to isomorphism) such that \((P, F)\), where \( F \) is the collection of all subspaces of \((P, L)\), is a simple matroid satisfying \([P, F] \cong \Gamma\).

**Proof.** Let \( \Gamma \) be as stated and let \((P, F)\) be the simple matroid as in Theorem 5.4.3. This implies that \( P \) is the set of 1-elements of \( \Gamma \). We take \( L := F_1 \), the set of 1-shadows of 2-elements of \( \Gamma \).

By Proposition 5.4.2(ii), the elements of \( F \) are subspaces of \((P, L)\). We prove by induction on \( n \) that \( F \) coincides with the collection of all subspaces of \((P, L)\). If \( n = 2 \), there is nothing to show.

Let \( U \) be a non-empty proper subspace of \((P, L)\). First consider the case where \( U \) is a plane of \((P, L)\). We claim that it is the 1-shadow of a 3-element of \( \Gamma \). This follows by consideration of the case where \( U \) has dimension 2, so \( U \) is generated by a line \( l \) and a point \( x \in U \setminus l \). By the definition of dimension of a space, \( \{ l \cup \{ x \} \} = U \). There is a 2-element \( h \) of \( \Gamma \) with \( l = \text{Sh}_1(h) \). By Proposition 5.4.2(ii), there is a unique 3-element \( u \in x^* \cap h^* \). As \( x \) and \( l \) are contained in the subspace \( \text{Sh}_1(u) \) of \((P, L)\), we have \( U \subseteq \text{Sh}_1(u) \). The residue of \( u \) in \( \Gamma \) is a \([2]\)-geometry of type \( A_2 \), that is, a projective plane. But \( l \) is a maximal subspace of this plane strictly contained in \( U \) (cf. Exercise 5.7.16), so \( U = \text{Sh}_1(u) \in F_2 \). It also follows that any three non-collinear points generate a projective plane, so \((P, L)\) is a projective space.

For \( U \) of dimension \( > 2 \), take \( x \in U \) and consider the residue \( \Gamma_x \). This is an \([n-1]\)-geometry of type \( A_{n-1} \). The corollary applied to this residue leads to the quotient matroid \((P/x, F/x)\) of Example 5.3.10(iii). By use of the previous paragraph, the corresponding projective space \((P/x, F/x)\) can be identified with the lines on \( x \) and pencils of lines on \( x \) in a plane on \( x \). The induction hypothesis gives that the subspace \( U/x \) of this space is a flat of \((P/x, F/x)\). Hence there is a flat \( U' \in F \) with \( U/x = U'/x \). This implies \( U = U' \) and we are done.  

Here is a converse of Corollary 5.4.4.
Corollary 5.4.5 If \((P,L)\) is a projective space of finite dimension \(n\), then \(\Gamma(P,F)\), where \(F\) is the collection of subspaces of \((P,L)\), is an \([n]\)-geometry with diagram \(A_n\) whose members of type \(i\) are the \((i-1)\)-dimensional subspaces of \((P,L)\).

Proof. By Theorem 5.3.8, \(\Gamma(P,F)\) is a matroid. It follows from Theorem 5.3.11 that \(\Gamma(P,F)\) belongs to the diagram \(L_n\). For \(n = 2\), three non-collinear points generate the whole space, which is, according to the hypotheses, a projective plane, and so belongs to the diagram \(A_2\).

In view of induction on \(n\), it suffices to establish that \(\Gamma(P,F)\) belongs to the diagram \(A_3\) if \(n = 3\). To this end, consider a point \(x \in P\) and two distinct projective planes \(u, v\) containing \(x\). Take \(y \in u \setminus v\). In view of dimensions, \(v\) and \(y\) generate \(P\). We claim that \(P\) consists of the union of \(v\) and all lines passing through \(y\) and meeting \(v\) in a point. For, this union is a subspace (due to the fact that any three points are contained in a projective plane), it contains both \(y\) and \(v\), and it is obviously contained in \(P\). Applying the claim to \(u\), we see that \(l = u \cap v\) is a subspace of \(u\) with the property that each line on \(y\) in \(u\) meets it nontrivially. This implies that \(l\) is a line. As \(l\) is incident with \(x\), it follows that \(d(u,v) = 2\) in \(\Gamma_x\). This establishes that \(\Gamma_x\) is a projective plane. The structures of the other rank two subdiagrams are obvious, so we conclude that \(\Gamma\) is of type \(A_3\), as required.

We continue with an analogue for affine geometry. Recall that \(Af_n\) denotes the diagram over \([n]\) described in Proposition 2.4.10.

Corollary 5.4.6 Let \(n \in \mathbb{N}, n \geq 2\).

(i) If \(\Gamma\) is an \([n]\)-geometry belonging to the diagram \(Af_n\), then there is a unique simple matroid \((P,F)\) of dimension \(n\) (up to isomorphism) such that \(\Gamma(P,F) \cong \Gamma\). Moreover, any three non-collinear points of \(P\) generate an affine plane in \((P,F)\).

(ii) Conversely, if \((Q,G)\) is a simple matroid of dimension \(n\) in which the subspace generated by any three non-collinear points is an affine plane, then \(\Gamma(Q,G)\) is an \([n]\)-geometry with diagram

\[
\text{AFL}_n: \quad \begin{array}{cccccc}
1 & \overset{Af}{\longrightarrow} & 2 & \overset{L}{\longrightarrow} & 3 & \cdots & n-2 & \overset{L}{\longrightarrow} & n-1 & \overset{L}{\longrightarrow} & n
\end{array}
\]

Proof. The proof of (i) is very similar to the proof of Corollary 5.4.4. Part (ii) follows from Theorem 5.3.11.
in order to conclude that the shadow space is an affine space (cf. Definition 5.1.1). In the case of thick lines, Exercise 5.7.16 allows us to conclude that any three collinear points generate an affine plane in the shadow space, but the parallelism is still absent. If lines have size at least four, Theorem 6.4.8 will produce the required parallelism from a geometry with diagram $A\Gamma L_3$.

5.5 Steiner systems

This section is not needed for the main developments of the book, but continues in the next section. It focuses on combinatorial objects with high symmetry that arise from matroids whose geometries have residues isomorphic to affine or projective geometries. These objects are Steiner systems and the extended Golay code. Their automorphism groups are connected with the five sporadic simple groups known as the Mathieu groups (mentioned in Remark 5.6.4).

**Definition 5.5.1** A Steiner system with parameters $(t, k, v)$, an $S(t, k, v)$ for short, is a finite set $S$ of $v$ points together with a collection $B$ of subsets of $S$ of size $k$, called blocks, such that each subset of $S$ of size $t$ is contained in a unique member of $B$.

**Example 5.5.2** Here are some constructions of Steiner systems.

(i). Trivial Steiner systems are those with $k = v$, having a unique block, and those with $t = k$, in which every set of $t$ points is a block.

(ii). An $S(2, k, v)$ is a linear space with a point set of size $v$ all of whose lines have $k$ points. Thus, an $S(2, k, v)$ is a geometry with the following diagram, where $m = (v - k)/(k - 1)$.

```
 1  L  2
 k-1  m
```

If $q$ is a prime power, then $A(q^n)$ gives an $S(2, q, q^n)$ and $P(q^{n+1})$ an $S(2, q + 1, (q^{n+1} - 1)/(q - 1))$.

(iii). Consider a matroid of dimension three whose geometry (as in Theorem 5.3.11) belongs to the diagram

```
 1  C  2  L  3
 1  k-2  m
```

for $k, m \in \mathbb{N}$ with $k \geq 3$ and $m \geq 1$. The point order 1 indicates that lines have two points. Call the elements of type 3 (the flats of dimension 2) blocks. Each block has exactly $k$ points. Every set of three points is contained in a unique block, so we find an $S(3, k, v)$ with $v = 2 + (m + 1)(k - 2)$.

The last example generalizes to $t \geq 2$. The collection of all subsets of size $i$ of a set $S$ is denoted $\binom{S}{i}$.
Proposition 5.5.3 For arbitrary \( t \geq 2 \), an \( S(t,k,v) \) with point set \( S \) and block set \( B \) yields a \( [t] \)-geometry \( \Gamma = (S, \binom{S}{2}, \ldots, \binom{S}{t}, B, *) \), where * stands for symmetrized containment. It belongs to the following diagram, where \( m = (v - k)/(k - t + 1) \).

Proof. The Steiner system \((S,B)\) determines a simple matroid \( M(S) \) of dimension \( t \) whose flats of dimension \( i \) for \( i \in \{0,\ldots,t-2\} \) are the subsets of \( S \) of size \( i+1 \) in \( S \) and whose flats of dimension \( t-1 \) are the blocks in \( B \). The geometry \( \Gamma(M(S)) \) of Theorem 5.3.11(ii) coincides with the geometry \( \Gamma \). The orders of \( \Gamma \) as displayed in the diagram follow from the Steiner system parameters \((t,k,v)\).

The residues of type \( \{1,2\} \) are clearly of type C. The case \( t = 2 \) is covered by Example 5.5.2(ii). Let \( t \geq 3 \). If \( p \) is a point of \( S \), then the quotient matroid \( S/p \) of Example 5.3.10(iii) consists of all points distinct from \( p \), together with the collection of subsets \( Y \setminus \{p\} \) for \( Y \in B \). As \( S_p \) is an \( S(t-1,k-1,v-1) \) whose corresponding matroid satisfies \( M(S_p) = (M(S))_p \), the diagram is as stated.

Definition 5.5.4 A Steiner system with parameters \((t,k,v)\) is called locally projective if the corresponding geometry \( \Gamma \) of Proposition 5.5.3 has the following diagram for some \( m \in \mathbb{N}, m \geq 1 \).

For such an \( S(t,k,v) \), we have \( (v - k)/(k - t + 1) = m = k - t + 1 \), and so \( v = m^2 + k \). We will use this strong numerical information to pin down the structure of such systems.

Theorem 5.5.5 The geometry of a nontrivial locally projective \( S(t,k,v) \) with \( t \geq 3 \) has one of the following parameter sets.

\[
(t,k,v) = (3, m + 2, m^2 + m + 2) \quad \text{with} \quad m \in \{2, 4, 10\},
\]
\[
(4, 7, 23), \quad (5, 8, 24).
\]

Proof. Let \( t = 3 \), so \( k = m + 2 \) and \( v = m^2 + m + 2 \). The number \( v_2 \) of blocks of an \( S(3, m + 2, m^2 + m + 2) \) equals \( b_3 = (m^2 + m + 2)(m^2 + m + 1)(m^2 + m)/m(m + 2)(m + 1) \). This implies \( (m + 2) \mid m^2(m^2 - 1) \), so \( (m + 2) \mid 12 \), forcing \( m \in \{2, 4, 10\} \).

Consideration of quotients gives the same restrictions on \( m \) for \( t \geq 4 \). If \( t = 4 \), the number of blocks is \( (m^2 + m + 3)b_3/(m + 3) \), which excludes the possibilities \( m = 2 \) and \( m = 10 \). Therefore, \( m = 4 \) if \( t \geq 4 \). A similar computation shows that the number of blocks is no longer an integer if \( t \geq 6 \), so the result follows.
Remark 5.5.6 In the case where $t = 3$ and $m = 2$, Exercise 5.7.30 shows the existence of an $S(3, 4, 8)$. Existence of an $S(3, 12, 112)$ would imply the existence of a projective plane of order 10, which is contradicted by an exhaustive computer search. The possibility $m = 4$ for $t = 3$ remains. The Steiner system, being an $S(3, 6, 22)$, occurs as the quotient of an $S(4, 7, 23)$, which is in turn the quotient of a unique $S(5, 8, 24)$. The Steiner system with parameters $(5, 8, 24)$ will be studied below.

We also consider Steiner systems that extend affine planes.

Definition 5.5.7 A Steiner system $S(t, k, v)$ is called \textit{locally affine} if the corresponding matroid has the following diagram for some $m > 2$.

\[
\begin{array}{cccccccc}
1 & \cdots & 1 & c & 2 & \cdots & t-2 & 1 \\
1 & \cdots & 1 & c & t & \cdots & (m-1) & m \\
\end{array}
\]

By Proposition 5.5.3, the $t$-order $m$ of such an $S(t, k, v)$ satisfies $k = t + 2 = m = (v - k)/(k - t + 1)$, so $k = m + t - 2$ and $v = m^2 + t - 2$.

Theorem 5.5.8 A nontrivial locally affine Steiner system $S(t, k, v)$ with $t \geq 4$ satisfies one of the following conditions with $v = (k - t + 2)^2 + t - 2$.

(i) $t = 4$ and $k \in \{5, 6, 10, 12, 15, 20, 30, 60\}$.
(ii) $t = 5$ and $k \in \{6, 11\}$.
(iii) $t \in \{6, \ldots, 12\}$ and $k = 6 + t$.

Proof. Suppose $t \geq 3$ and consider an affine plane $A$ of order $m = k - t + 2$ (cf. Example 2.3.2 for terminology). The plane $A$ has $m^2$ points. In order to have a nontrivial $S(t, k, v)$ whose quotient with respect to the set of $t - 2$ points is isomorphic to $A$, we need $m > 2$. The number of blocks of such an $S(t, k, v)$ equals

\[
\frac{(m^2 + t - 2)(m^2 + t - 3) \cdots (m^2 - 1)}{(m + t - 2)(m + t - 3) \cdots (m - 1)}.
\]

If $t = 3$, this number is $(m^2 + 1)m$. If $t = 4$, we find $(m^2 + 2)(m^2 + 1)m/(m+2)$, which implies that 60 is a multiple of $m + 2$, from which the conditions of (i) follow. Proceeding this way with the count of blocks for $t \geq 5$, we reach divisibility conditions leading to (ii) and (iii).

Remark 5.5.9 Examples of thick finite projective planes are only known for orders equal to a power $q$ of a prime. In view of Exercise 2.8.9, this means we can only expect examples of non-trivial locally affine $S(4, k, v)$ if $m = k - 2 \in \{3, 4, 8, 13\}$. In fact, it is known that these are the only values of $m$ for which a Steiner system as indicated may occur. Nothing is known
about \( m = 13 \). In the cases where \( m \in \{4, 8\} \), Steiner systems \( S(4, 6, 18) \) and \( S(4, 10, 66) \) are known not to exist. As a consequence, locally affine \( S(5, 11, v) \) fail to exist and Case (iii) of Theorem 5.5.8 does not occur. The case \( m = 3 \) is well behaved: there are unique Steiner systems \( S(3, 4, 10) \), \( S(4, 5, 11) \), and \( S(5, 6, 12) \).

**Example 5.5.10** An ovoid in a projective space \( \mathbb{P} \) is a non-empty set of points \( O \) such that every line intersects \( O \) in at most two points and such that the union of all lines of \( \mathbb{P} \) whose intersection with \( O \) consists of a given point \( p \), is a projective hyperplane, denoted \( O_p \), of \( \mathbb{P} \).

Let \( D \) be a division ring and let \( O \) be an ovoid in \( \mathbb{P}(D^4) \) The restriction \( \text{Restr}(O) \) of the matroid on \( \mathbb{P}(D^4) \) to \( O \) (cf. Example 5.3.10(ii)) is a simple matroid of dimension three and determines a geometry belonging to \( \mathbb{C}_2^2 \) AG\(_D^4\) : 3 : 3 .

In the finite case, where \( D = \mathbb{F}_q \) for some prime power \( q \), the restriction \( \text{Restr}(O) \) of the ovoid \( O \) in \( \mathbb{P}(\mathbb{F}_q^4) \), together with its elements of types 1 and 3, is an \( S(3, q^2 + 1, q^2 + 1) \). It is a locally affine Steiner system.

Besides the trivial cases where \( k = v \) or \( k = t \), no Steiner system with \( t < 6 \) is known. Below, in Theorem 5.5.21, we construct a remarkable \( S(5, 8, 24) \) giving in addition remarkable \( S(4, 7, 23) \), \( S(3, 6, 22) \), \( S(5, 6, 12) \), \( S(4, 5, 11) \).

**Definition 5.5.11** Let \( v \in \mathbb{N} \). For any subset \( A \) of \( [v] \), we represent \( A \) by the vector \( \epsilon_A := \sum_{i \in A} \epsilon_i \in \mathbb{F}_2^v \). Thus, every vector \( x = \epsilon_1x_1 + \cdots + \epsilon_vx_v \in \mathbb{F}_2^v \) represents a unique subset of \( [v] \), called the **support** \( \text{supp}(x) \) of \( x \), consisting of all points \( i \in [v] \) such that \( x_i = 1 \). The **weight** \( \text{wt}(x) \) of \( x \) is the cardinality of its support.

**Remark 5.5.12** Addition in \( \mathbb{F}_2^v \) can be expressed in terms of the set \( [v] \). Indeed, if \( A, B \) are subsets of \( [v] \), then \( \epsilon_A + \epsilon_B \) represents the **symmetric difference** \( (A \setminus B) \cup (B \setminus A) \) of \( A \) and \( B \). In other words, \( \epsilon_A + \epsilon_B = \epsilon_{A \setminus B} + \epsilon_{A \cap B} \). If \( x, y \) are vectors in \( \mathbb{F}_2^v \) we have \( \text{supp}(x + y) = (\text{supp}(x) \cup \text{supp}(y)) \setminus (\text{supp}(x) \cap \text{supp}(y)) \).

We provide \( \mathbb{F}_2^v \) with the standard inner product \( f \): if 

\[
x = \sum_i x_i\epsilon_i, \quad y = \sum_i y_i\epsilon_i
\]


then

\[ f(x, y) = \sum_i x_i y_i. \tag{5.3} \]

The form \( f \) is symmetric and nondegenerate. As in Example 1.4.13, we write \( x \perp y \) if \( f(x, y) = 0 \). If \( X \subseteq \mathbb{F}_2^n \), then \( X^\perp \) denotes the set of vectors \( y \in \mathbb{F}_2^n \) such that \( y \perp x \) for all \( x \in X \). This is always a subspace of \( \mathbb{F}_2^n \). If \( x \neq 0 \) is a vector, then \( x^\perp := \{ x \}^\perp \) is a hyperplane of \( \mathbb{F}_2^n \). Observe that the standard basis is orthogonal. The set-theoretic meaning of \( f \) is obvious: the cardinality of \( \text{supp}(x) \cap \text{supp}(y) \) is even or odd according as \( f(x, y) = 0 \) or 1.

**Definition 5.5.13** In coding theory, any subset of \( \mathbb{F}_2^n \) is called a **code** of length \( n \) (or a **binary code** to indicate that the underlying field is \( \mathbb{F}_2 \)). A vector of the code is called a **code word**. The **minimum distance** of a code \( C \) is the smallest nonzero weight of the difference of any two elements of the code. If \( C \) is **linear**, that is, a linear subspace of \( \mathbb{F}_2^n \), then the minimum distance is the minimum weight of a nonzero vector in \( C \).

The **dual code** of \( C \) is the code \( C^\perp \). This is a linear code. A code \( C \) is called **selfdual** if \( C = C^\perp \).

An automorphism of a code \( C \) is a linear transformation of \( \mathbb{F}_2^n \) leaving both \( C \) and the standard basis invariant.

Let \( n \in \mathbb{N} \), \( n > 0 \), and let \( N \) be an \( n \times n \)-matrix all of whose entries are in \( \mathbb{F}_2 \). The code **\( C(N) \) of the matrix** \( N \) is the subset of \( \mathbb{F}_2^n \) consisting of all \((x_1, x_2)\) with \( x_1 \in \mathbb{F}_2^n \) and \( x_2 = N x_1 \in \mathbb{F}_2^n \).

**Lemma 5.5.14** The code \( C(N) \) of an \( n \times n \)-matrix \( N \) over \( \mathbb{F}_2 \) is linear and of dimension \( n \). It is selfdual if \( N \) is an orthogonal matrix.

**Proof.** The code \( C(N) \) is a linear subspace of \( \mathbb{F}_2^n \) because \( N(x_1 + y_1) = N(x_1) + N(y_1) \) whenever \( x_1, y_1 \in \mathbb{F}_2^n \). Also, \( \dim(C(N)) = n \) because the standard basis \( \varepsilon_1, \ldots, \varepsilon_n \) of \( \mathbb{F}_2^n \) provides \( n \) linearly independent vectors \((\varepsilon_i, N \varepsilon_i)\) in \( C(N) \), and if \( x_1 = \sum_{i=1}^n \varepsilon_i \lambda_i \), then \((x_1, N x_1) = (\sum_{i=1}^n \varepsilon_i \lambda_i, \sum_{i=1}^n N(\varepsilon_i) \lambda_i)\) is a linear combination of the vectors \((\varepsilon_i, N \varepsilon_i) \) \((i \in [n])\).

Let \( N \) be as in Definition 5.5.13 and assume \( N \) is an orthogonal matrix. We denote the standard inner products in \( \mathbb{F}_2^n \) and \( V = \mathbb{F}_2^{2n} \) introduced in (5.3) by the same letter \( f \). The orthogonality of \( N \) means \( N \in O(\mathbb{F}_2^n, f) \) and we find \( f((x_1, x_2), (y_1, y_2)) = f(x_1, y_1) + f(x_2, y_2) = f(x_1, y_1) + f(N x_1, N y_1) = 0 \). Consequently, \( C(N) \subseteq C(N)^\perp \). As \( f \) is nondegenerate, \( \dim(C(N)^\perp) = 2n - \dim(C(N)) = n \), and so \( C(N) = C(N)^\perp \).

**Example 5.5.15** By \( J_n \) we denote the \( n \times n \)-matrix over \( \mathbb{F}_2 \) all of whose entries are 1. Put \( N = J_4 - I_4 \). Then \( N \) is orthogonal, so \( C(N) \) is a selfdual code of dimension 4 and of length 8. Self-duality of \( C(N) \) implies that the supports of any two code words meet in an even number. The sum of all four
vectors \((\varepsilon_i, N \varepsilon_i) \ (i \in [4])\) of the code equals \(\sum_{i=1}^{8} \varepsilon_i\), so if a word belongs to \(C(N)\), then so does its complement. Beside 0 and the all-one word of weight eight, there are 14 words of weight 4. This accounts for all 16 words of \(C(N)\), so the minimal distance of \(C(N)\) is 4.

Now we make a particular choice for \(N\) that leads to a mathematical gem.

**Fig. 5.4.** Icosahedron with labels

### Definition 5.5.16

Let \(I\) be the icosahedron with vertex set \([12]\) as indicated in Figure 5.4. Let \(A\) be the adjacency matrix of \(I\); this means that the rows and columns label the 12 points of \(I\), that \(A_{ij} = 1\) if \(i, j\) are distinct and adjacent vertices of \(I\), and that \(A_{ij} = 0\) otherwise. Put \(N = J_{12} - A\), where \(J_{12}\) is as in Example 5.5.15. The resulting code \(C(N)\) is called the **extended** (binary) Golay code.

The adjective extended is meant to distinguish the code from its truncation on the first 23 coordinates. Here, truncation means that we throw away the last coordinate. The resulting code is famous for being perfect: every vector in \(F_2^{23}\) is at distance at most three from a unique code word. See Exercise 5.7.33.

### Lemma 5.5.17

The extended Golay code is selfdual. In particular, code words intersect evenly.

**Proof.** Observe that \(N\) is a symmetric matrix. It has seven entries equal to 1 on each row. The support of a row of \(N\) consists of two opposite vertices \(a, a'\) and a pentagon all of whose vertices are adjacent to \(a\). We call such a support a **co-pentagon** since its complement in \(I\) is a pentagon (namely, the one all of whose vertices are adjacent to \(a'\)).
The automorphism group of $I$ has three orbits on the set of pairs of distinct vertices, whence also on the set of pairs of distinct co-pentagons. Inspection of the three cases shows that two co-pentagons intersect in two or in four vertices. Hence two rows of $N$ share an even number of entries equal to 1 and therefore they are orthogonal. So, $N$ is selfdual. Hence any two vectors in $C$ have supports intersecting in an even number of points in $[v]$.

Write $j_m := \varepsilon_1 + \cdots + \varepsilon_m$ for the all one vector in $F^m_2$.

**Lemma 5.5.18** The extended Golay code $C$ has the following properties.

(i) All weights of $C$ are divisible by four.
(ii) The all one vector $j_{24}$ belongs to $C$.
(iii) If $(x_1, x_2) \in C$, then $(x_2, x_1) \in C$.

**Proof.**

(i). The weights of the elements from the basis $(\varepsilon_i, N\varepsilon_i)_{i \in [12]}$ of $C$ are $1 + 7 = 8$, are multiples of four. Suppose that $c_1, c_2 \in C$ have weights $4a_1, 4a_2$, respectively, where $a_1, a_2$ are integers. By Lemma 5.5.17, the supports of $c_1, c_2$ have an even number of common points, say $2t$, so their symmetric difference has $4a_1 - 2t + 4a_2 - 2t$ points and the weight of $c_1 + c_2$ is $4(a_1 + a_2 - t)$. Thus, the weight of every linear combination of the basis vectors of $C$ is divisible by four.

(ii). Each row of $N$ has an odd number of nonzero entries, so $Nj_{12} = j_{12}$ (where $j_{12} = \varepsilon_1 + \cdots + \varepsilon_{12}$). This implies $j_{24} = (j_{12}, Nj_{12}) \in C$.

(iii). Since $N$ is symmetric and orthogonal, $N^2 = I_{12}$ (the identity matrix). If $(x_1, x_2) \in C$, then by definition $x_2 = Nx_1$ and so $Nx_2 = x_1$, establishing $(x_2, x_1) \in C$. □

**Proposition 5.5.19** The extended Golay code $C$ has neither vectors of weight 4 nor of weight 20.

**Proof.** By Lemma 5.5.18 it suffices to show that there are no vectors of weight four. If $x = (x_1, x_2) \in C$ has weight four, then we are faced with one of the following possibilities.

<table>
<thead>
<tr>
<th>case</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{wt}(x_1)$</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>$\text{wt}(x_2)$</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

In view of Lemma 5.5.18(iii), we need only rule out cases I, II, III. Since $x_1 = 0$ forces $Nx_1 = x_2 = 0$, case I does not occur.

In case II, $x_1$ is a standard basis vector with label say $i$, and so the support of $x_2 = Nx_1$ is the number of vertices of $I$ that are not adjacent to $i$, that is $12 - 5 = 7$, a contradiction with $\text{wt}(x_2) = 3$. □
In case III, with $\text{wt}(x_1) = 2$, the fact that two rows (respectively, columns) of $N$ share either two or four entries equal to 1 (see the proof of Lemma 5.5.17), implies that $Nx_1$ has weight 10 or 6. So also case III does not occur. □

By counting arguments we derive the main result of this section about the extended Golay code $C$.

**Definition 5.5.20** The support sets of code words of $C(N)$ of weight eight are called **blocks** and those of weight twelve are called **dodecads**.

**Theorem 5.5.21** Let $C$ be the extended Golay code. Denote by $n_i$ the number of code words of weight $i$.

(i) $n_0 = n_{24} = 1$, $n_8 = n_{16} = 759$, and $n_{12} = 2576$; the other $n_i$ are zero.

In particular, $C$ has minimal distance eight.

(ii) The set $[24]$ of points together with the collection of blocks is a locally projective Steiner system $S(5, 8, 24)$.

**Proof.** Let $\text{supp}(C)$ be the subset of $[24]$ consisting of all the supports of vectors in $C$ (see Definition 5.5.11). By Lemma 5.5.18, the full set $[24]$ and the empty set are in $\text{supp}(C)$. Now, by Proposition 5.5.19, each nontrivial member of $\text{supp}(C)$ has size 8, 12, or 16.

By Lemma 5.5.18, $n_0 = n_{24} = 1$. By Proposition 5.5.19, $n_0 + n_{24} + n_8 + n_{16} + n_{12} = 2^{12} = 4096$. Therefore, $2n_8 + n_{12} = 4094$. We proceed in eight steps.

**Step 1.** On five distinct points there is at most one block.

Indeed, if $B_1$ and $B_2$ share five points, their symmetric difference has less than six points and it is in $\text{supp}(C)$, so it is empty and $B_1 = B_2$.

**Step 2.** $n_8 \leq 759$.

Indeed, by Step 1, we have $\binom{24}{5} \cdot 1 \geq \binom{8}{5} \cdot n_8$, so $n_8 \leq 759$.

Let $n_{8,i}$ be the number of vectors $x = (x_1, x_2) \in C$ such that $\text{wt}(x) = 8$ and $\text{wt}(x_1) = i$.

**Step 3.** $n_{8,i} = n_{8,8-i}$, $n_{8,0} = 0$, $n_{8,1} = 12$, and $n_8 = 24 + 2n_{8,2} + 2n_{8,3} + n_{8,4}$. The first equality follows from Lemma 5.5.18. As $x_1 = 0$ forces $x_2 = 0$, we have $n_{8,0} = 0$. The value of $n_{8,1}$ follows from the argument in the proof of Lemma 5.5.18(i). The last equality follows directly.

**Step 4.** $n_{8,2} = 60$.

Indeed, let $i, j$ be distinct vertices of $\mathcal{I}$ and let $a_{ij}$ be the number of cocentagons of $\mathcal{I}$ containing $i$ and $j$. Then $a_{ij} = 2$ or 4 according to whether $i$ and $j$ are opposite or not. Therefore, $\text{wt}(\varepsilon_i + \varepsilon_j, N(\varepsilon_i + \varepsilon_j)) = 2 + (7 - 2) + (7 - 2) = 12$ if $i, j$ are opposite and $2 + (7 - 4) + (7 - 4) = 8$ if $i, j$ are not opposite. The latter situation occurs $12 \cdot 10/2 = 60$ times.
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Step 5. \( n_{8,3} \geq 180. \)
Indeed, if \( x_1 = \varepsilon_i + \varepsilon_j + \varepsilon_k \) where \( i, j, k \) are distinct vertices of \( I \), then there are contributions to \( n_{8,3} \) from three cases, up to a permutation of indices:

1. \( d(i, j) = 1, \quad d(j, k) = 1, \quad \text{and} \quad d(i, k) = 2, \)
2. \( d(i, j) = 1, \quad d(j, k) = 2, \quad \text{and} \quad d(i, k) = 2, \)
3. \( d(i, j) = 1, \quad d(j, k) = 2, \quad \text{and} \quad d(i, k) = 3. \)

Here, \( d \) denotes the graph-theoretic distance in \( I \), as in Definition 1.6.1. A simple count gives 60 triples for each case.

Step 6. \( n_{8,4} \geq 255. \)
For \( x_1 = \varepsilon_i + \varepsilon_j + \varepsilon_k + \varepsilon_l \) with \( i, j, k, l \) distinct, the following configurations contribute to \( n_{8,4} \) to the amount indicated.

1. \( d(i, j) = d(j, k) = d(i, k) = d(l, k) = d(i, l) = 1 \) and \( d(j, l) = 2 \) gives \( 12 \cdot 5/2 = 30 \) vectors.
2. \( d(i, j) = d(j, k) = d(i, k) = 1, \quad d(i, l) = 3 \) and \( d(j, l) = d(k, l) = 2 \) gives \( 12 \cdot 5 = 60 \) vectors.
3. \( d(i, j) = d(i, k) = d(k, l) = 1 \) and \( d(i, l) = d(j, l) = d(j, k) = 2 \) gives \( 12 \cdot 5 = 60 \) vectors.
4. \( d(i, j) = d(i, k) = 1, \quad d(i, l) = 3 \) and \( d(j, k) = d(k, l) = d(j, l) = 2 \) gives \( 12 \cdot 5/2 = 30 \) vectors.
5. \( d(i, j) = 1 \) and \( d(i, k) = d(i, l) = d(j, k) = d(j, l) = d(k, l) = 2 \) gives \( 12 \cdot 5 = 60 \) vectors.
6. \( d(i, j) = d(l, k) = 1, \quad d(i, k) = d(j, l) = 2 \) and \( d(i, l) = d(j, k) = 3 \) gives \( 12 \cdot 5/4 = 15 \) vectors.

Step 7. Assertion (i) holds.
By Steps 3, 4, 5, 6, we have \( n_8 = 24 + 2n_{8,2} + 2n_{8,3} + n_{8,4} \geq 24 + 120 + 180 + 255 \geq 759 \), and so, by Step 2, \( n_8 = 759 \). According to Lemma 5.5.18, \( n_{16} = 759 \) and \( n_{12} = 4096 - 2 \cdot 759 = 2576. \)

Step 8. Assertion (ii) holds.
Every set of five points is on a unique block. This is immediate from Steps 2 and 7.

Each residue of type \( \{4, 5\} \) of the geometry of the resulting Steiner system as in Proposition 5.5.3 consists of the points and blocks of an \( S(2, 5, 21) \), which is necessarily a projective plane of order four. Therefore, the Steiner system is locally projective.

We now look for the geometry induced on a dodecad \( D \).

**Corollary 5.5.22** Fix a dodecad \( D \) of the \( S(5, 8, 24) \). Let a small block of \( D \) be any set of the form \( B \cap D \) for \( B \) a block having six points in \( D \). There are 132 small blocks. They form a locally affine Steiner system \( S(5, 6, 12) \) on \( D \).
Proof. If $B$ is a block, Theorem 5.5.21 shows that $B \cap D$ can only have 6, 4, or 2 points. (For instance, if $B \subseteq D$, then the symmetric difference would be a code word of weight 4, a contradiction.) By Theorem 5.5.21, every subset of $D$ of five points is in a unique small block. Thus, there are $\binom{12}{5}/\binom{6}{5} = 132$ small blocks. It is immediate that they form a Steiner system $S(5,6,12)$. Analyzing the residues of type $\{4,5\}$ in the geometry of this Steiner system, formed as in Proposition 5.5.3, we find they are $S(2,3,9)$, which must be affine planes of order 3.

5.6 Geometries related to the Golay code

Let $S$ be the Steiner system $S(5,8,24)$ of Theorem 5.5.21(ii) and let $\Gamma$ be the corresponding geometry as in Proposition 5.5.3. In this section, we determine its automorphism group and prove uniqueness of $S$ as a Steiner system with the parameters $(5,8,24)$. As a consequence, the Golay code is uniquely determined by its construction in $F_{24}^2$ as the linear span of all $B$ for $B$ ranging over all blocks of $S$ (cf. Definition 5.5.11). We use the information obtained on $S$ to analyze some geometries related to it. The most important new geometry is the Shult-Yanushka near-hexagon of Corollary 5.6.7.

Theorem 5.6.1 The automorphism group $M$ of $S$ acts 5-transitively on the point set $[24]$ of $S$ and flag transitively on $\Gamma$. It has order $24\cdot 23\cdot 22\cdot 21\cdot 20\cdot 48$.

Proof. Consider three distinct points $a, b, c$ of $S$. There are 21 blocks on $a, b, c$. These blocks are the blocks of the quotient matroid $S/\{a,b,c\}$, a Steiner system $S(2,5,21)$, that is, a projective plane $\pi$ of order four on the set $[24]\\{a,b,c\}$. We will use the fact that this plane is isomorphic to $\mathbb{P}(F_4^2)$, which is the content of Exercise 2.8.16.

There are 56 blocks on $a$ and $b$ that do not contain $c$. They have six points in the projective plane $\pi$. A line of $\pi$ intersects such a block in either 0 or 2 points (for the block determined by the line has exactly two points outside $\pi$ in common with it and the two blocks meet in 0, 2, or 4 points). Therefore, the set of six points in $\pi$ of such a block is a hyperoval as defined Exercise 5.7.35. Two of the 56 hyperovals intersect in an even number of points since blocks do so. Since there are three pairs of points in $\{a,b,c\}$, we find three families, denoted by $H_{ab}, H_{ac}, H_{bc}$, of 56 hyperovals each. The indices refer to the pair of points from $\{a,b,c\}$ that they contain. Hyperovals from distinct families intersect in an odd number of points, so the sets $H_{ab}, H_{ac}, H_{bc}$ are the classes of the equivalence relation ‘meeting in an even number of points’.

We proceed in 7 steps.

Step 1. Every hyperoval of $\pi$ belongs to $H_{ab} \cup H_{ac} \cup H_{bc}$.

This follows from Exercise 5.7.35.

Step 2. The group $\text{Aut}(\pi)$ acts on $\{H_{ab}, H_{ac}, H_{bc}\}$.
Indeed, given \( h, k \in H_{ab} \), then \( |h \cap k| \) is even, and so \( |g(h) \cap g(k)| = |g(h \cap k)| \) is even for every \( g \in \text{Aut}(\pi) \). As such \( g \) preserve the equivalence relation of meeting in an even number of points, they preserve the set of corresponding equivalence classes.

**Step 3.** There are 120 blocks containing \( a \) (respectively, \( b, c \)) only among the points \( a, b, c \). Each of these has 7 points in \( \pi \), and a line in \( \pi \) intersecting such a block in two points has exactly three points in common with it. This provides three families \( B_a, B_b, B_c \) of 120 so-called *Baer subplanes* of \( \pi \).

Indeed, the number of blocks containing \( a \) is \( 23 \cdot 22 \cdot 21 \cdot 20 / 7 \cdot 6 \cdot 5 \cdot 4 = 253 \), and the number of blocks intersecting \( \{ a, b, c \} \) in a only is \( 253 - 56 - 56 - 21 = 120 \). Since any two blocks intersect in an even number of points and four points at most (see Theorem 5.5.21), the other statement follows.

**Step 4.** In \( \pi \) there are exactly 360 Baer subplanes, and so each of those is in one of the three families \( B_a, B_b, B_c \). Moreover, \( \text{Aut}(\pi) \) acts on \( \{ B_a, B_b, B_c \} \).

To show this, we observe that the number of subplanes is at most \( 21 \cdot 20 \cdot 16 \cdot 9 / 7 \cdot 6 \cdot 4 = 360 \), hence the first statement. Next, two members of \( B_a \) (respectively, \( B_b, B_c \)) intersect in an odd number of points by Step 3, while two members of different collections among those three intersect in an even number of points.

**Step 5.** There are 210 blocks of \( S \) lying entirely in \( \pi \). Each of these is the symmetric difference of two lines in \( \pi \). The group \( \text{Aut}(\pi) \) is transitive on this collection.

By Steps 1, 3, and 4, there are \( 759 - 360 - 168 - 21 = 210 \) blocks with no point in \( \{ a, b, c \} \). If \( B_1 \) and \( B_2 \) are two blocks on \( \{ a, b, c \} \), then \( B_1 \cap B_2 \) has size four and so these blocks have a unique point of \( \pi \) in common. Their symmetric difference \( B_1 \oplus B_2 \) is a block (this follows immediately from Definition 5.5.20) and equals \( \langle B_1 \setminus \{ a, b, c \} \rangle \oplus \langle B_2 \setminus \{ a, b, c \} \rangle \), the symmetric difference of two lines of \( \pi \). As there are \( 21 \cdot 20 / 2 = 210 \) pairs of distinct lines in \( \pi \), each of the 210 blocks entirely contained in \( \pi \) is of this kind. The transitivity of \( \text{Aut}(\pi) \) is a direct consequence of the transitivity of \( \text{Aut}(\mathcal{P}(\mathbb{F}_4^2)) \) on the set of non-collinear triples.

A substantial part of \( \text{Aut}(\pi) \) extends to automorphisms of \( S \). Let \( l \) be a line in \( \pi \) and let \( A \) be the affine plane \( \pi \setminus l \) (cf. Exercise 2.8.9(a)). The set \( B = [24] \setminus A = \{ a, b, c \} \cup l \) is a block. The group \( \text{T}(A) \) of translations of \( A \) (cf. Example 1.8.17) has order 16. For any translation \( t \in \text{T}(A) \), let \( \overline{t} \) be its extension to \( S \) fixing \( B \) point-wise. We call \( \overline{t} \) a *translation* of \( S \).

**Step 6.** Every translation of \( S \) belongs to \( M \).

Let \( \overline{t} \) be a translation. Then \( \overline{t} \) maps a line of \( \pi \) onto a line and a symmetric difference of two lines on a similar set. Since \( \overline{t} \mid \pi \) is in \( \text{Aut}(\pi) \), it leaves invariant \( \{ h \cap \pi \mid h \in H_{ab} \cup H_{bc} \cup H_{ac} \} \) and \( \{ h \cap \pi \mid h \in B_a \cup B_b \cup B_c \} \) by Steps 3 and 4. Let \( h \in H_{ab} \) where \( h \) has two points on \( l \) and four in \( A \). Since \( t \) is of order two and fixes no point of \( A \), the sets \( \overline{t}(h) \) and \( h \) share an
even number of points in [24], so \( \overline{t}(h) \in H_{ab} \). Similarly, for \( x \in B_a \), we may assume that \( x \) has three points on \( l \) and four further points in \( A \). Now \( \overline{t}(x) \) and \( x \) share an odd number of points, so \( \overline{t}(x) \in B_a \).

**Step 7.** The theorem holds.

Using the fact that there is a unique plane of order four (Exercise 2.8.16), we see that each block is fixed point-wise by a group of 16 translations. Combining these for different blocks we instantly see that \( M \) is 5-transitive on the point set. Hence, \( |M| = 24 \cdot 23 \cdot 22 \cdot 21 \cdot 20 \cdot \alpha \), where \( \alpha \) is the order of the stabilizer of five points (and hence of the unique block containing these points) in \( M \). Let \( H \) be the image in \( \text{Sym}(B) \) of the action of the stabilizer in \( M \) of a block \( B \). By 5-transitivity of \( M \) and uniqueness of \( B \) among the blocks containing five given points, \( H \) is 5-transitive on \( B \), and so its index in \( \text{Sym}(B) \) is at most six. However, \( \text{Alt}_8 \) is a simple subgroup of \( \text{Sym}_8 \) of index 2 and therefore \( \text{Sym}(B) \cong \text{Sym}_8 \) cannot act transitively by left translation on a set of six or three cosets of \( H \). Hence, the index of \( H \) in \( \text{Sym}(B) \) is at most two and \( H \cong \text{Alt}_8 \). Thus 3\( \alpha \). Moreover, the point-wise stabilizer \( M_{[B]} \) of \( B \) in \( M \) contains the group \( T(A) \) of 16 translations, so 48 | \( \alpha \). If \( \alpha > 48 \), then there is \( g \in M \) fixing six points, \( a, b, c \) and, say, \( d, e, f \) on \( B \) and a point \( p \notin B \). The element \( g \) has order dividing four and fixes one further point on each of the three blocks containing \( \{a, b, c, d, p\} \), \( \{a, b, c, e, p\} \), and \( \{a, b, c, f, p\} \), respectively. Clearly now, \( g \) fixes all points, a contradiction. We conclude that \( \alpha = 48 \).

Finally, \( M \) acts transitively on the set of blocks, and the stabilizer of a block induces \( \text{Alt}_8 \) on it, so it is 5-transitive, whence transitive, on the set of maximal flags of its residue. \( \square \)

**Corollary 5.6.2** Each \( S(5,8,24) \) is isomorphic to the Steiner system \( S \).

**Proof.** The proof of Theorem 5.6.1 only assumed about \( S \) that it is an \( S(5,8,24) \) and pinned down the structure of blocks entirely in terms of the unique projective plane of order four and the unique substructures of hyperovals and Baer planes. \( \square \)

We next revisit the geometry of a dodecad as in Corollary 5.5.22.

**Corollary 5.6.3** The automorphism group of a dodecad of \( S \) has order \( 12 \cdot 11 \cdot 10 \cdot 9 \cdot 8 \). It acts 5-transitively on a dodecad and flag transitively on the rank 5 geometry underlying the Steiner system \( S(5,6,12) \) induced on it.

**Proof.** If \( D \) is a dodecad and if \( g \in M \) leaves \( D \) invariant and fixes five points of \( D \), then \( g \) fixes a sixth point of \( D \). Hence, by the fact that the stabilizer of a block in \( M \) induces \( \text{Alt}_8 \) on it, \( g \) fixes the eight points of a block \( B \) intersecting \( D \) in six points. Moreover, the symmetric difference of \( D \) and \( B \) is another block \( B' \), invariant under \( g \). If \( a, b, c \) are points of \( D \) fixed by \( g \),
then, in the projective plane \( \pi \) obtained by removing \( a, b, c \), the block \( B' \) is the symmetric difference of two lines whose common point is also fixed by \( g \). Therefore, \( g \) is a translation and, in fact, the identity.

Hence, \( D \) is invariant under at most \( 12 \cdot 11 \cdot 10 \cdot 9 \cdot 8 \) elements of \( M \) and \( D \) has at least \( 24 \cdot 23 \cdot 22 \cdot 21 \cdot 20 \cdot 48/12 \cdot 11 \cdot 10 \cdot 9 \cdot 8 = 2576 \) transforms under \( M \). By Theorem 5.5.21 there are exactly 2576 dodecads. So, all statements follow at once.

\[ \square \]

**Remark 5.6.4** The five sporadic simple group **Mathieu groups** \( M_{24}, M_{23}, M_{22}, M_{12} \) and \( M_{11} \) occur as follows in the automorphism groups of the Steiner systems constructed.

1. \( M_{24} = M \), the automorphism group of \( S \).
2. \( M_{23} \) is the stabilizer of a point of \( S \) in \( M_{24} \), and so acts on an \( S(4,7,23) \).
   It is the full automorphism group of this Steiner system.
3. \( M_{22} \) is the stabilizer of two points of \( S \) in \( M \). It is a subgroup of index 2 in the full (set-wise) stabilizer in \( M \) of an unordered pair of points in \( S \), which is full automorphism group of the quotient Steiner system \( S(3,6,22) \).
4. \( M_{12} = \text{Aut}(D) \), the stabilizer of a dodecad \( D \) in \( M \) as discussed in Corollary 5.6.3. It is the full automorphism group of the Steiner system \( S(5,6,12) \) of Example 5.5.22.
5. \( M_{11} \) is the stabilizer of a point of \( S(5,6,12) \) in \( M_{12} \). It is the full automorphism group of the resulting \( S(4,5,11) \).

Table 5.1 lists some information on these groups, which can be used to reconstruct the geometries as group geometries by means of subgroups of the Mathieu groups.

The stabilizer of a point of \( S(4,5,11) \) in \( M_{12} \) is often referred to as \( M_{10} \). It is not a sporadic group, but isomorphic to \( P\Gamma L(2,9) \) (which has a subgroup of index two isomorphic to \( \text{Alt}_6 \), but is not isomorphic to \( \text{Sym}_6 \)).

We next investigate how \( M \) acts on the set of ordered pairs of blocks of \( S \) and obtain an interesting geometry and line space, involving the projective space \( \mathbb{P}(F^2_4) \).

**Definition 5.6.5** By Lemma 5.5.18, the extended Golay code \( C \) of Definition 5.5.16 contains the all one vector \( j_{24} \). Let \( R \) denote the set of blocks of \( S \). If \( B \) and \( B' \) are disjoint blocks, the vector \( j_{24} + \varepsilon_B + \varepsilon_{B'} \) also belongs to \( C \) and has weight 8, so its support is another block, say \( B'' \) of \( S \). The **Shult-Yanushka space** has point set \( R \) and line set \( L \) consisting of the unordered triples \( \{ B, B', B'' \} \) of mutually disjoint members of \( R \).
Table 5.1. Mathieu groups and diagrams. The subscripts of nodes indicate, from top to bottom, the order, the number of elements, and the structure of the stabilizer of an element of the corresponding type.

| $i$ | $|M_i|$ | diagram |
|-----|--------|---------|
| 24  | 24 · 23 · 22 · 21 · 20 · 48 | ![Diagram 1](image1.png) |
| 23  | 23 · 22 · 21 · 20 · 48 | ![Diagram 2](image2.png) |
| 22  | 22 · 21 · 20 · 48 | ![Diagram 3](image3.png) |
| 12  | 12 · 11 · 10 · 9 · 8 | ![Diagram 4](image4.png) |
| 11  | 11 · 10 · 9 · 8 | ![Diagram 5](image5.png) |

Fig. 5.5. The distribution diagram of the collinearity graph of $(R, L)$. The intersection of two blocks has size 8, 0, 4, 2 according to whether they are at mutual distance 0, 1, 2, 3 in $R$.

Proposition 5.6.6 The distribution diagram of the collinearity graph of the Shult-Yanushka space is as in Figure 5.5. Moreover, for each distance $i \in [3]$, the group $\text{Aut}(S)$ acts transitively on the set of ordered pairs of vertices at mutual distance $i$.

**Proof.** Put $M = \text{Aut}(S)$. The 5-transitivity of $M$ on the point set of $S$, proved in Theorem 5.6.1, gives that $M$ is transitive on $R$. Let $B$ be a block and let $G = M_B$ be its stabilizer in $M$; its structure is $C_4^4$. Alt$_8$. We proceed in seven steps.

**Step 1.** The group $G$ acts transitively on the set of 280 blocks intersecting $B$ exactly in four points.

There are indeed $\binom{5}{4} \cdot (5 - 1) = 280$ such blocks because there are five blocks on each set of four points. If $B'$, $B''$ are two such blocks, the fact that $G$ induces Alt$_8$ on $B$, allows us to assume that $B \cap B' = B \cap B''$, and then there is a translation of $S$ (cf. Step 6 of the proof of Theorem 5.6.1) fixing $B$ point-wise and mapping $B'$ onto $B''$.

**Step 2.** The group $G$ acts transitively on the set of 448 blocks intersecting $B$ exactly in two points.
Given two points of $B$, there are $(6 \cdot 5/2) \cdot 4 = 60$ blocks meeting $B$ in four points and containing the two given points. Hence, the number of blocks meeting $B$ in exactly two points is $(8 \cdot 7/2)(77 - 1 - (6 \cdot 5/2) \cdot 4) = 448$. If $B', B''$ are such blocks, we may assume without loss of generality that $B \cap B' = B \cap B''$. Now, the symmetric difference $B \oplus B'$ is a dodecad $D'$ and $B \oplus B''$ is a dodecad $D''$. Here, $B$ intersects $D'$ and $D''$ in six points. As $M$ is transitive on the set of dodecads and $\text{Aut}(D)$ is transitive on the set of blocks intersecting a dodecad in six points (see Corollary 5.6.3), the statement follows.

**Step 3.** There are 30 blocks disjoint from $B$, providing the affine hyperplanes of an affine space $\mathbb{A}(F_2^3)$ on the 16 points off $B$.

There are indeed $759 - 1 - 280 - 448 = 30$ such blocks. Recall from the proof of Theorem 5.6.1 that we may view $B$ as the subset $\{a, b, c\} \cup l$, where $l$ is a line of the projective plane induced on the set complement of $\{a, b, c\}$ (of size 21). By Step 5 of that proof, every block disjoint from $B$ is the symmetric difference of two lines. The intersection of these two lines belongs to $l$, and so their union is contained in the affine plane $A$ on $\pi \setminus l$. The group $T(A)$ of 16 translations fixing $B$ point-wise determines the structure of an affine space $\mathbb{A}(F_2^3)$ on $A$. Each symmetric difference of two lines of $\pi$ meeting $l$ in a point is an affine hyperplane of this space. An easy count shows that there are $5 \times \binom{4}{2} = 30$ such symmetric differences, thus accounting for all affine hyperplanes of $\mathbb{A}(F_2^3)$.

**Step 4.** The group $G$ acts transitively on the set of 30 blocks disjoint from $B$ and $\text{Alt}_8$ is isomorphic to $\text{GL}(F_2^3)$.

If $p$ is a point off $B$, then $G_p$ is isomorphic to $\text{Alt}_8$. Therefore, the latter is a subgroup of the linear group $\text{GL}(F_2^3) = \text{SL}(F_2^3) = \text{PSL}(F_2^3)$, namely the stabilizer of $p$ in the affine group of the affine space $\mathbb{A}(F_2^3)$. Since $\text{Alt}_8$ and $\text{GL}(F_2^3)$ have the same order, these groups are isomorphic. Finally, $\text{GL}(F_2^3)$ acts transitively on the set of hyperplanes containing $p$, so $G$ acts transitively on the set of 30 affine hyperplanes.

**Step 5.** The group $M$ acts transitively on the set of pairs of vertices at distance two in $(R, L)$, and the vertices at distance two from $B$ are the 280 blocks intersecting $B$ in four points.

The neighborhood $N$ of the vertex $B$ of $R$ has 30 vertices and the graph induced on $N$ has connected components made up of two vertices. Any two vertices in $N$ not in the same component represent non-parallel hyperplanes of the affine space induced by $T(A)$ and so meet in four points. This shows that two vertices are at mutual distance two if and only if they meet in four points of $S$. As $M$ is transitive on $R$, it follows from Step 1 that $M$ is also transitive on the set of all pairs of vertices of $R$ at mutual distance two.

**Step 6.** If $B$ and $B'$ are blocks intersecting in four points, then $B' \setminus B$ is an affine plane in the affine space $\mathbb{A}(F_2^3)$ induced by $T(A)$ on $[24] \setminus B$. 
Indeed, every translation fixing $B$ point-wise and mapping some point of $B'\setminus B$ to some point of $B'\setminus B$, must leave $B'$ invariant and so leaves $B'\setminus B$ invariant. Hence $B'\setminus B$ is an affine subspace on four points, that is, an affine plane.

**Step 7.** If $B$ and $B'$ are blocks intersecting in four points, then there are exactly three blocks disjoint from both of these. It suffices to observe that in the affine space induced by $T(A)$, a plane is disjoint from three affine hyperplanes.

In conclusion, in Steps 3, 4, and 5, the $G$-orbits of blocks distinct from $B$ have been found, and in Step 7, the number of blocks adjacent to the two blocks $B$ and $B_0$ at mutual distance two has been determined as 3. As these are on distinct lines on $B_0$, there are at least three blocks (one more on each line on $B'$ having a block collinear with $B$) at distance two from $B$ and collinear with $B'$. It readily follows that this is the exact number, and so, there must be $30 - 3 - 3 = 24$ blocks collinear with $B'$ and meeting $B$ in exactly two points. The remaining parameters of the distribution diagram can be derived directly from those found.

**Corollary 5.6.7** The Shult-Yanushka space $(R, L)$ belongs to the diagram $\begin{array}{ccc} % 
2 & 6 & 4 \\
& 6 & 4 \\
& 6 & 1 \\
\end{array}$ Moreover, for each line $l \in L$ and each point $p \in R$, there is a unique point $q$ on $l$ nearest $p$.

**Proof.** All statements are straightforward consequences of the information given by the distribution diagram. \qed

We will see that the the geometry of the Shult-Yanushka space can be viewed as a truncation of an interesting rank three geometry.

**Definition 5.6.8** A space $(R, L)$ satisfying the ‘nearest point on a line’ property stated at the end of Corollary 5.6.7 is called a **near-hexagon**.

If $B_1$ and $B_2$ are blocks meeting in four points, then $B_1 \cup B_2$ has size 12, and so does its complement $[24]\setminus(B_1 \cup B_2)$. By Step 7 of the proof of Proposition 5.6.6, there are three blocks contained in $[24]\setminus(B_1 \cup B_2)$. Take two of these, say $B_3$, $B_4$. They meet in four points. The six sets $B_1 \cap B_2$, $B_1 \setminus B_2$, $B_2 \setminus B_1$, $B_1 \cap B_3$, $B_2 \setminus B_3$, $B_3 \setminus B_1$, $B_3 \setminus B_4$, $B_4 \setminus B_3$ of size four partition $[24]$. Moreover, the union of any two of these is a block of $S$. Such a partition of $[24]$ in six subsets $E_i (i \in [6])$ of size four each, such that the union of any two is a block, is called a **sextet** of $S$. We let $Q$ be the collection of all sextets of $S$.

The **Shult-Yanushka geometry** is the incidence system $(R, L, Q, *)$ with the following incidence $*$, where $C \in R$, $B := \{B_i \mid i \in [3]\} \in L$, and $E := \{E_i \mid i \in [6]\} \in Q$.

1. $E * C$ if there are $i, j \in [6]$ such that $C = E_i \cup E_j$.
2. $E * B$ if $B_k * E$ for each $k \in [3]$. 

\[ \begin{array}{ccc} % 
2 & 6 & 4 \\
& 6 & 4 \\
& 6 & 1 \\
\end{array} \]
5.6 Geometries related to the Golay code

(3) \( B \ast C \) if \( C = B_i \) for some \( i \in [3] \).

**Theorem 5.6.9** The Shult-Yanushka geometry \( \Gamma = (R, L, Q, \ast) \) is a [3]-geometry belonging to the diagram

\[
\begin{array}{ccc}
1 & 2 & 3 \\
\hline
\frac{1}{759} & \frac{2}{3795} & \frac{6}{1771}
\end{array}
\]

Its point residues are isomorphic to the \( \{1, 2\} \)-truncation of \( \text{PG}(F_2^4) \) with 15 points and 35 lines. The \( \{1, 2\} \)-truncation of \( \Gamma \) is the Shult-Yanushka near-hexagon. Moreover, \( \text{Aut}(S) \) acts flag transitively on \( \Gamma \).

**Proof.** The statement on the \( \{1, 2\} \)-truncation is immediate from Corollary 5.6.7.

Let \( E := \{E_i \mid i \in [6]\} \) be a sextet. The residue \( \Gamma_E \) of \( E \) in \( \Gamma \) has 15 blocks of the form \( E_i \cup E_j \) for distinct \( i, j \in [6] \) and 15 lines consisting of unordered triples of mutually disjoint blocks of \( \Gamma_E \). By Proposition 5.6.6, the mutual distances between blocks in the collinearity graph of \( (R, L) \) are at most two. The incidence structure is readily identified with the generalized quadrangle of order \((2, 2)\) of Example 2.2.10. This explains the double bond in the diagram of the theorem.

In view of Proposition 5.6.6, the number of sextets is \( 759 \cdot 280/15 \cdot 8 = 1771 \) and \( \text{Aut}(S) \) acts transitively on these. Since two blocks meeting in four points are incident with a unique sextet, and, by Proposition 5.6.6, \( \text{Aut}(S) \) is transitive on the set of such pairs of blocks, the stabilizer in \( \text{Aut}(S) \) of a sextet is transitive on the set of blocks. Moreover, the stabilizer of a point and a sextet incident with it, is easily seen to be transitive on the set of three lines through the block and incident with the sextet. Hence the transitivity results.

It remains to consider the residue \( \Gamma_B \) of a block \( B \). From the distribution diagram in Figure 5.5 we read off that there are 30 blocks collinear with \( B \), and hence 15 lines on \( B \). Suppose \( l := \{B, B_1, B_2\} \) and \( m := \{B, C_1, C_2\} \) are lines on \( B \). As \( |B_i \cap C_j| \leq 4 \), we find \( |B_i \cap C_j| = 4 \) for all \( i, j \in [2] \), so \( l \) and \( m \) contain blocks from the unique sextet \( E \) determined by \( B_1 \) and \( C_1 \) as in Definition 5.6.8. This proves that \( \Gamma_B \) is the geometry of a linear space with 15 points and 35 lines of size three.

In order to prove that \( \Gamma_B \) is isomorphic to the geometry of \( \text{PG}(F_2^4) \), we use Proposition 1.8.7 to identify the residue \( \Gamma_B \) with the coset incidence system \( \Gamma(G_B, (G_B, G_B, E)) \), where \( \{B, l, E\} \) is the chamber of \( \Gamma \) of the previous paragraph. The group \( G_B \) has order \( |M/759| = 16 \cdot |\text{Alt}_8| \). By Steps 3 and 4 of Proposition 5.6.6, it has a normal subgroup \( T := T(A) \), where \( A = \pi \setminus B \), for a projective plane \( \pi \) on the complement in \([24]\) of an unordered triple \( \{a, b, c\} \) of points of \( B \), is as in the proof of Theorem 5.6.1. As each block of \( S \) disjoint from \( B \) is the symmetric difference of two lines of \( \pi \) meeting in a point of \( B \), the group \( T \) lies in the kernel of the action of \( G_B \) on the set of lines of \( \Gamma \) containing \( B \). Therefore,
the quotient of $G_B$ by $T$, which is isomorphic to $H := \text{PSL}(\mathbb{F}_2^4)$ by Step 4 of the proof of Proposition 5.6.6, acts on the set of lines of $\Gamma$ containing $B$. The stabilizer of the line $l$ of $\Gamma_B$ in $G_B/T$ coincides with the stabilizer of a point $p$ of $\text{PG}(\mathbb{F}_2^4)$ in $H$. Similarly, $T$ acts trivially on sextets incident with $B$, and the stabilizer of the sextet $E$ of $\Gamma_B$ in $G_B/T$ coincides with the stabilizer of a line $n$ on $p$ in $H$. We conclude $\Gamma_B \cong \Gamma(G_B,(G_{B,l},G_{B,E})) \cong \Gamma(G_B/T,(G_{B,l}/T,G_{B,E}/T)) \cong \Gamma(H,(H_p,H_n)) \cong \text{PG}(\mathbb{F}_2^4)$, where the second isomorphism is direct from the definition of coset incidence systems and the third is another consequence of Proposition 1.8.7.

\begin{remark}
The argument at the end of the proof of Theorem 5.6.9 is needed as $\text{PG}(\mathbb{F}_2^4)$ is not the only linear space on 15 points all of whose lines have size three. To see this, consider the linear space obtained from $\text{PG}(\mathbb{F}_2^4)$ by replacing the lines of a plane by the lines of another model of the Fano plane.

Exercise 5.7.37 shows the remarkable feature of this geometry that it is not the $[3]$-truncation of a rank 4 geometry whose 4-elements in residues of flags of type 1 correspond to planes of $\text{PG}(\mathbb{F}_2^4)$.
\end{remark}

5.7 Exercises

Section 5.1

\begin{exercise}
Show that the affine space of a 2-dimensional vector space (cf. Proposition 5.1.3) is an affine plane as defined in Definition 2.3.1.
\end{exercise}

\begin{exercise}
Let $V$ be a vector space. In line with Definition 4.3.1, an affine hyperplane in $A(V)$ is a coset $a + U$ of a hyperplane $U$ in $V$ (i.e., a linear subspace of $V$ of codimension 1). Suppose that $L = b + W$ is a line of $A(V)$ with $b \in V$ and $W$ a 1-dimensional subspace of $V$. Show that $L \cap H$ is a unique point unless $W \subseteq U$, in which case $L$ is either disjoint from $H$ or contained in it.
\end{exercise}

\begin{exercise}
Let $\mathbb{D}$ be a division ring and let $V$ be a right vector space over $\mathbb{D}$. Establish the assertions made in Remark 5.1.5:
\begin{enumerate}
  \item Suppose $|\mathbb{D}| \geq 3$. Prove that if $Z$ is a subset of $V$ with the property that, for every two distinct members $p, q$ of $Z$, all points of the affine line $pq$ also belong to $Z$, then $Z$ is an affine subspace of $A(V)$.
    \begin{itemize}
      \item \textbf{Hint}: If $x \in Z$ and $l$ is a line in $Z$, then a point $y$ on the line parallel to $l$ and through $x$ is on a line through the intersection of a line through $x$ meeting $l$ and a line through $y$ meeting $l$.
    \end{itemize}
  \item Suppose $|\mathbb{D}| = 2$ and $\dim(V) = 2$. Show that the property in (a) fails for $Z = \{(0,0), (0,1), (1,0)\}$.
\end{enumerate}
\end{exercise}
Exercise 5.7.4 Let $V$ be a right vector space over the division ring $\mathbb{D}$. The construction of the affine space $\mathbb{A}(V)$ in Proposition 5.1.3 leads to a trivial structure if $\dim(V) = 1$, while $V$ is not trivial. A way to improve on this is to define $\mathbb{A}(V)$ on the basis of points, lines, parallelism (as in Definition 5.1.1), and dilatations, which are maps $V \rightarrow V$, $x \mapsto xa + v$, where $a \in \mathbb{D} \setminus \{0\}$ and $v \in V$.

(a) Show that the dilatations constitute a group, which we denote by $\text{Dil}(\mathbb{A}(V))$.

(b) Show that, when $\dim(V) \geq 2$, the group $\text{Dil}(\mathbb{A}(V))$ consists precisely of those automorphisms of $\mathbb{A}(V)$ that map every line to a parallel.

(c) From now let $\dim(V) = 1$, and require of an automorphism of $\mathbb{A}(V)$ not only that it be as in Definition 5.1.7 but also that it maps every dilatation to a dilatation, i.e., that it normalizes $\text{Dil}(\mathbb{A}(V))$. (In the case where $\dim(V) \geq 2$ this is immediate from Theorem 5.1.12.) Show that the group $\text{T}(V)$ of all translations of $V$ is a normal subgroup of $\text{Aut}(\mathbb{A}(V))$.

(d) Show that a dilatation fixing two points is the identity.

(e) Is a dilatation without fixed points necessarily a translation?

(f) Observe that there are translations and dilatations with a unique fixed point in Examples 2.3.2 and 5.1.4.

Exercise 5.7.5 If $\mathbb{A}(V)$ is an affine space, $A$ its automorphism group, $U$ an affine subspace of $\mathbb{A}(V)$ and $A_U$ the group induced on $U$ by the stabilizer $A_U$ of $U$, then $A_U \cong \text{Aut}(U)$. Prove this. (For the case where $\dim(U) = 1$, take Exercise 5.7.4 into account.)

Exercise 5.7.6 Let $n \in \mathbb{N}$. Show that the affine group $\text{AGL}(\mathbb{F}^n)$ is isomorphic to a subgroup of $\text{GL}(\mathbb{F}^{n+1})$.

(Hint: View the affine space $\mathbb{A}(\mathbb{F}^n)$ as the affine hyperplane $\{x \in \mathbb{F}^{n+1} \mid x_{n+1} = 1\}$ of $\mathbb{A}(\mathbb{F}^{n+1})$ and extend the elements $\text{AGL}(\mathbb{F}^n)$ to elements of $\text{AGL}(\mathbb{F}^{n+1})$ fixing $0 \in \mathbb{F}^{n+1}$.)

Exercise 5.7.7 Assume that we allow $\mathbb{D} = \mathbb{Z}$ (a ring but not a division ring) and $V = \mathbb{Z}^2$ in Proposition 5.1.3. What goes wrong and what does still work for $\mathbb{A}(\mathbb{Z}^2)$?

Exercise 5.7.8 In this exercise, we continue with the dilatation structure introduced in Exercise 5.7.4. Let $V$ and $W$ be right vector spaces over the division ring $\mathbb{D}$. A dilatation homomorphism from $\mathbb{A}(V)$ to $\mathbb{A}(W)$ is a map $\alpha$ from the point set of $\mathbb{A}(V)$ to the point set of $\mathbb{A}(W)$ such that

(a) if $l$ is a line of $\mathbb{A}(V)$ and $a, b$ are points of $l$ with $\alpha(a) \neq \alpha(b)$, then $\alpha(l)$ is a line of $\mathbb{A}(W)$ and $\alpha$ restricted to the point set of $l$ is an injection;

(b) if $l, l'$ are parallel lines of $\mathbb{A}(V)$ and if $\alpha(l)$ is a line, then $\alpha(l')$ is a line parallel to $\alpha(l)$;
(c) If $\delta$ is a dilatation of $A(V)$ fixing a point $a$, and $X$ is a subspace of $A(V)$ containing $a$ such that $\alpha|_X$ is injective, then the bijection $\alpha|_X \delta \alpha|_X^{-1}$ is induced on $X$ by a dilatation of $A(W)$ fixing $\alpha(a)$.

Show that, for every semi-linear map $\beta : V \to W$ (cf. Exercise 2.8.28) and every $w \in W$, the map $A(V) \to A(W), x \mapsto \beta(x) + w$ is a dilatation homomorphism, and that every dilatation homomorphism is obtained in this way.

**Exercise 5.7.9** Verify that the line space on six points with four lines depicted in Figure 5.6 is the dual line space of the affine plane of order two. Show that its automorphism group is not transitive on the set of triples generating the line space.

![Fig. 5.6. The dual affine plane of order two.](image)

**Section 5.2**

**Exercise 5.7.10** Let $\mathbb{P} = \mathbb{P}(F^2)$ be the projective line over a field $F$ and consider $G := \text{PGL}(F^2)$ in its action on $\mathbb{P}$.

(a) Show that $G$ is transitive on the set of ordered triples of points from $\mathbb{P}$.
(b) Show that $G_{0,1,\infty}$, the stabilizer in $G$ of the points $0 = (0:1), 1 = (1:1)$, and $\infty = (1:0)$, is the trivial group.
(c) Derive from the above that, if $F = \mathbb{F}_q$, the order of $G$ equals $q(q^2 - 1)$ (as stated in Example 5.1.15).

**Exercise 5.7.11** (This exercise is used in Theorem 9.5.7.) Let $Z$ be a linear space satisfying Pasch’s Axiom and let $X$ be a set of points of $Z$ such that $\langle p, q \rangle \cap \langle r, s \rangle$ is nonempty for all $p, q, r, s \in X$ with $p \neq q$ and $r \neq s$. Prove that the subspace of $Z$ generated by $X$ is a projective plane.
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**Exercise 5.7.12** (This exercise is used in Lemma 7.1.8.) Let \( Z \) be a linear space. The hyperplane dual of \( Z \), denoted \( Z^* \), is the line space whose point set consists of all geometric hyperplanes of \( Z \) and whose lines are pencils, a pencil being the set of all geometric hyperplanes containing the intersection \( H \cap H' \) of two distinct geometric hyperplanes \( H \) and \( H' \) of \( Z \).

(a) Prove that \( Z^* \) is a linear space.
(b) If all lines of \( Z \) have three points, prove that \( Z^* \) is a projective space.

**Exercise 5.7.13** Consider a division ring \( D \) and its opposite \( D^{op} \) (cf. Exercise 1.9.11). Consider the hyperplane dual \( P(V)^* \) of \( P(V) \) introduced in Exercise 5.7.12.

(a) Show that \( P(V)^* \) is isomorphic to \( P(V^{op}) \). (Recall from Exercise 1.9.13 that \( V^{op} \) is the dual vector space of \( V \).)
(b) Prove that if \( D \) is isomorphic to \( D^{op} \) and \( V \) is finite dimensional, then \( P(V) \) is selfdual, i.e., \( P(V) \cong P(V)^* \).

**Exercise 5.7.14** Let \( V \) be a vector space and \( P \) the projective space \( P(V) \).

(a) Show that a direct sum decomposition \( V = A \oplus B \) provides complementary subspaces of \( P \), i.e., subspaces \( P(A), P(B) \) of \( P \) such that
\[
\langle P(A), P(B) \rangle = P \quad \text{and} \quad P(A) \cap P(B) = \emptyset.
\]
(b) Verify that, conversely, every pair of complementary subspaces of \( P \) is derived from a direct sum decomposition in \( V \).
(c) Let \( C, D \) be complementary subspaces of \( P \). The projection of \( P \) on \( D \) from \( C \), denoted by \( \rho_{CD} \), is defined on \( P \setminus C \), and maps a point \( x \) to \( \langle C, x \rangle \cap D \), which is a point of \( C \). Show that \( \rho_{CD} \) maps every subspace of \( P \) not contained in \( C \) onto a subspace of \( D \). Show also that \( \rho_{CD} \) corresponds to the natural homomorphism of vector spaces \( V \to V/C \), where \( C \) is identified with the subspace of \( V \) corresponding to it.

**Exercise 5.7.15** Let \( \mathbb{F}_q \) be the finite field of order \( q \) and let \( n \in \mathbb{N} \).

(a) Show that the affine space \( A(\mathbb{F}_q^n) \) has
\[
\frac{q^n(q^n-1)\cdots(q^n-q^{i-1})}{q^i(q^i-1)\cdots(q^i-q^{i-1})}
\]
subspaces of dimension \( i \) for \( 1 \leq i \leq n \).
(b) Prove that its group of dilatations (cf. Exercise 5.7.4) has order \( q^n(q-1) \).
(c) Show that the projective space \( P(\mathbb{F}_q^{n+1}) \) has
\[
\frac{q^{n+1}-1}{q-1} = q^n + q^{n-1} + \cdots + 1
\]
points and establish similar formulae for its number of subspaces of dimension \( i \).
Exercise 5.7.16 (Cited in Remark 6.4.6) Prove that, if \( Z \) is an affine plane and each line of \( Z \) has at least three points, then each line of \( Z \) is a maximal subspace.

Exercise 5.7.17 Show that, in a thick projective space, all lines have the same cardinality.

Exercise 5.7.18 Let \( X \) and \( Y \) be distinct non-empty subspaces of a projective space. Show that the subspace \( \langle X, Y \rangle \) is the union of all lines joining some point of \( X \) to some point of \( Y \).

Exercise 5.7.19 Let \( Z \) be a linear space and \( \mathcal{H} \) is a collection of geometric hyperplanes of \( Z \) satisfying the following two properties.

1. For any two geometric hyperplanes \( H, H' \) in \( \mathcal{H} \), every point of \( Z \setminus (H \cap H') \) belongs to a member of \( \mathcal{H} \) containing \( H \cap H' \).
2. For any point \( p \) of \( Z \), there exists a geometric hyperplane in \( \mathcal{H} \) not containing \( p \).

Prove that \( Z \) is a projective space.

Exercise 5.7.20 Let \( (P, B) \) be a finite set \( P \) of points together with a family \( B \) of subsets of \( P \) called blocks such that \( P \) is not the union of two blocks and there is some integer \( \lambda \geq 1 \) with the property that every pair of points is contained in \( \lambda \) blocks. Let a line be the intersection of all blocks containing two given points. Assume that every block intersects every line. Prove that \( P \) is the set of points of a projective space whose hyperplanes are the blocks and whose lines are the lines of \( (P, B) \).

Exercise 5.7.21 Let \( H \) be the generalized hexagon of Example 2.2.15.

(a) Suppose \( n \in \mathbb{N} \) is even and positive. Verify that, in a generalized \( n \)-gon, the set of points at distance at most \( \frac{n}{2} - 1 \) in the point collinearity graph from a given point is a geometric hyperplane.

(b) Show that, in \( H \), the subgraph of the collinearity graph induced on the set of points at distance three from a given point \( x \) has two connected components.

(c) Prove that joining one of the components of (b) to the set of points at distance at most two to \( x \) in the collinearity graph of \( H \), we obtain a geometric hyperplane of \( H \) strictly containing the one described in (a).

(d) Conclude that, in general, a geometric hyperplane of a generalized hexagon need not be a maximal subspace.
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Section 5.3

Exercise 5.7.22 Let $B$ be the set of bases of flats of a matroid $(P, \mathcal{F})$ of finite dimension.

(a) Derive the following properties of $B$.

(1) $\emptyset \in B$.

(2) If $B \in B$ and $A \subseteq B$, then $A \in B$.

(3) If $A, B \in B$ with $|A| = |B| + 1 < \infty$, then there is $x \in A \setminus B$ such that $B \cup \{x\} \in B$.

(b) As in Exercise 3.7.7, we write $2^P$ for the power set of $P$. Define the dimension map $\dim: 2^P \to \mathbb{Z}$ by

$$\dim(A) = -1 + \max\{|X| \mid X \subseteq A, \ X \in B\}.$$  

Prove that $\dim(P)$ is the dimension of $(P, \mathcal{F})$.

(c) Call $X \subseteq P$ closed with respect to $\dim$ if, for all $x \in P \setminus X$, we have $\dim(X \cup \{x\}) = \dim(X) + 1$. Show that $\mathcal{F}$ is the collection of closed subsets of $P$. Conclude that $(P, \mathcal{F})$ is determined by $(P, B)$.

Exercise 5.7.23 Fix a number $n \in \mathbb{N}$. Let $P$ be a set and let $B$ be a collection of subsets of $P$ of size at most $n$ satisfying (1), (2), (3) of Exercise 5.7.22(a). Define the dimension map $\dim: 2^P \to \mathbb{Z}$ by use of $B$ as in Part (b) of that exercise and let $\mathcal{F}$ be the collection of all subsets of $P$ that are closed with respect to $\dim$. Prove that $(P, \mathcal{F})$ is a matroid. Relate $B$ to the set of its bases.

Exercise 5.7.24 Let $G = (V, E)$ be a finite graph. Let $B$ be the collection of subsets $X$ of $E$ such that $(V, X)$ is a forest (that is, a graph without circuits). Verify that the pair $(E, B)$ satisfies (1), (2), (3) of Exercise 5.7.22(a). Describe the flats of the corresponding matroid as in Exercise 5.7.23.

Exercise 5.7.25 (This exercise is used in Proposition 9.1.7.) In Example 5.3.10, we encountered matroid quotients. According to Theorem 5.3.8 these apply to projective spaces. Let $K$ be a subspace of a projective space $\mathbb{P}$. Show that the matroid quotient with respect to $K$ of the matroid obtained from $\mathbb{P}$ is not the quotient space described in Exercise 2.8.24, but the map $\mathbb{P}\setminus K \to \mathbb{P}/K$ corresponding to natural homomorphism $V \to V/K$ of vector spaces as in Exercise 5.7.14(c).

Section 5.4

Exercise 5.7.26 Let $(P, L)$ be the $4 \times 4$-grid, which is a generalized quadrangle with point order three and line order one. Verify that the pair $(P, \mathcal{F})$, where $\mathcal{F}$ is the collection of subspaces of $(P, L)$, is not a matroid.

(Hint: Consider a set $v$ of three mutually non-collinear points, and a point $x \notin v$ with $\langle v, x \rangle = P$ in the notation of Definition 2.5.11.)
Exercise 5.7.27 Define a **Hilbert geometry** to be a firm and residually connected geometry $\Gamma$ over the diagram 

![diagram](image)

in which any two planes are incident with some line. These assumptions are equivalent to the incidence axioms of Hilbert in his Foundations of Geometry.

(a) Give examples of Hilbert geometries. Think of a rank three projective space and a set $Z$ of points in it such that no line intersects $Z$ in a single point.

(b) Call $\Gamma$ **dihedral** if there is a line which is incident with exactly two planes. Show that each of these planes is projective (any two lines have a common point in it) and that at least one of these planes has a line of two points. Derive a complete classification of the dihedral Hilbert geometries.

(c) Suppose that $\Gamma$ is not dihedral. Show that all point residues are thick projective planes of the same order $n$ and that there are $n^3 + n^2 + n + 1$ planes in $\Gamma$.

Section 5.5

Exercise 5.7.28 Let $X$ be a set of points in $\mathbb{P}(\mathbb{F}_q^4)$, where $q > 2$. Prove that $X$ is an ovoid if and only if no three points of $X$ are collinear and $|X| = q^2 + 1$.

Exercise 5.7.29 Let $q$ be a prime power. Show that $\mathbb{P}(\mathbb{F}_q^n)$ has no ovoids if $n > 4$.

(*Hint:* Show that such an ovoid $O$ would have $q^{n-2} + 1$ points and that each hyperplane $H$ meeting it in more than one point meets it in an ovoid of $H$.

Count the number of pairs $(p, H)$ of a point $p \in O$ and a hyperplane $H$ on $p$ meeting $O$ in more than one point to derive that the number of hyperplanes meeting $O$ in an ovoid equals $(q^{n-2} + 1)(q^{n-1} - q) / ((q - 1)(q^{n-3} + 1))$, which is not an integer if $n > 4$.)

Exercise 5.7.30 (This exercise is used in Remark 5.5.6.) Let $S$ be the set of eight vectors of $\mathbb{F}_2^3$ and let $B$ be the set of 2-dimensional linear subspaces of $\mathbb{F}_2^3$ and their translates. Prove that $(S, B)$ is an $S(3, 4, 8)$.

Exercise 5.7.31 Let $G$ be a $t$-transitive permutation group on a set $X$ of size $v > t$ for some $t \geq 2$ and let $B$ be a subset of $X$ of size $k$. Show that $(X, B)$, where $B$ is the $G$-orbit of $B$, is an $S(t, k, v)$ if and only if $[B] = \binom{v}{t} / \binom{k}{t}$ (cf. Exercise 2.8.12(d)).

Exercise 5.7.32 Consider the point set $X$ of $\mathbb{P}(\mathbb{F}_{11}^2)$ with the natural action of the group $G := \text{PSL}(\mathbb{F}_{11}^2)$. Set $B = \{ (1 : i) \mid i = 0, 1, 3, 4, 5, 9 \}$ and let $B$ be the $G$-orbit of $B$ in $X$. Prove that $(X, B)$ is an $S(5, 6, 12)$.

(*Hint:* Notice that $i$ runs through the squares of $\mathbb{F}_{11}$.)
Exercise 5.7.33 Consider the **Golay code**, that is, the code \( C' \) in \( \mathbb{F}_2^{23} \) obtained from the extended Golay code by truncating the last coordinate.

(a) Prove that the Golay code \( C' \) is a linear code of minimal weight 7.

(b) Show that each vector in \( \mathbb{F}_2^{23} \) is at distance at most three from a unique code word. In coding terms, this says that the Golay code is a perfect 3-error correcting code.

(\textit{Hint:} Count the number of words at distance at most three from a code word and verify that it equals \( 2^{23} \).)

Exercise 5.7.34 Let \( \Delta' \) be the graph on 100 vertices of Remark 2.4.13. Fix a vertex \( \infty \) of \( \Delta' \) and take \( X \) to be the set of vertices of \( \Delta' \) adjacent to \( \infty \). Let \( B \) be the collection of all subsets of \( X \) that are the common neighbor set of \( \infty \) and a vertex of \( \Delta' \) at distance two from \( \infty \). Prove that \((X;B)\) is an \( S(3;6;22) \) Steiner system.

Section 5.6

Exercise 5.7.35 Consider the projective plane \( \mathbb{P} \) of order four. By Exercise 2.8.16, we may take \( \mathbb{P} = \mathbb{P}(\mathbb{F}_3^3) \). A **hyperoval** in \( \mathbb{P} \) is a set \( H \) of six points such that each line of \( \mathbb{P} \) meets \( H \) in either 0 or 2 points.

(a) Let \( \kappa : \mathbb{F}_3^3 \to \mathbb{F}_4 \) be a quadratic form (cf. Definition 4.4.2) and let \( \mathbb{P}_\kappa \) be the set of zeros \( \langle x \rangle \in \mathbb{P} \) of the quadratic equation \( \kappa(x) = 0 \). Denote by \( f \) the bilinear form of \( \kappa \). Show that, if \( \mathbb{P}_\kappa \) has no lines and contains at least two points, then it has five points, and the union of it with \( \text{Rad}(f) \) (a singleton) is a hyperoval.

(b) Prove that \( \text{Aut}(\mathbb{P}) \) is transitive on the set of triples of non-collinear points. Conclude that, if \( H \) is a hyperoval, then, up to a change of \( H \) by a member from its \( \text{Aut}(\mathbb{P}) \)-orbit, we may assume that \( \langle e_i \rangle \) belongs to \( H \) for each \( i \in [3] \). Determine the quadratic forms \( \kappa \) such that \( \langle e_i \rangle \in \mathbb{P}_\kappa \) and show that \( H \) is as in (a) for one of these forms.

(c) Derive that \( \text{Aut}(\mathbb{P}) \), which is isomorphic to \( \text{PGL}(\mathbb{F}_3^3) \), is transitive on the collection of hyperovals, whereas its subgroup isomorphic to \( \text{PSL}(\mathbb{F}_3^3) \) has three orbits of hyperovals, each of size 56.

Exercise 5.7.36 Let \( D \) be a dodecad of the S(5,8,24) Steiner system \( S \). Denote its complement by \( D' \) and its stabilizer in \( \text{Aut}(S) \) by \( M_{12} \). The stabilizer \( G \) in \( \text{Aut}(S) \) of the pair \( \{D, D'\} \) admits \( M_{12} \) as a normal subgroup of index two.

(a) Show that \( G \) is the automorphism group of \( M_{12} \).

(b) If \( p \in D \) and \( M_{11} \) is the stabilizer of \( p \) in \( M_{12} \), show that \( M_{11} \) acts as a 3-transitive group on \( D' \).
(c) Consider the 3-transitive action of $M_{11}$ on the set $D'$. Let $p' \in D'$ and let $(M_{11})_{p'}$ be its stabilizer. Show that $(M_{11})_{p'}$ acting on $D' \backslash \{p'\}$ is the group $\text{PSL}(F_{11}^2)$, acting 2-transitively on this set. Use this example to show that $M_{11}$ acts flag transitively on a geometry of diagram

\[
\begin{array}{ccccccc}
1 & 2 & 3 & 5 & 6 & 4 \\
12 & 66 & 220 & 165 &  & \\
\end{array}
\]

Here, underneath each node of the diagram, we have listed its order on top of the total number of elements of the corresponding type.

**Exercise 5.7.37** Show that the Shult-Yanushka geometry for $M_{24}$ (Definition 5.6.8) does not extend to a geometry of type

\[
\begin{array}{cccc}
1 & 2 & 3 & 4 \\
2 & 2 & 2 & 2 \\
759 & 3795 & 1771 & 2 \\
\end{array}
\]

### 5.8 Notes

Around 300 B.C., Euclid of Alexandria, who lends his name to Euclidean geometry, published thirteen books, usually referred to as the Elements, on various topics, ranging from number theory to geometry. He was not the first to study axioms for geometry related to the real physical space, but probably the first to publish them. In 1899, Hilbert proposed 21 axioms for Euclidean space. He was inspired by (amongst others) Moritz Pasch, who had published the axiom bearing his name (Definition 5.2.4) in 1882, as part of a proof that Euclid’s axioms were incomplete. The characterizations of projective space were given soon after, notably by Veblen and Young, cf. [295].

**Section 5.1**

Non-Desarguesian planes have been the subject of an enormous amount of work. See for instance [239, 150, 112, 166]. In the literature, systems of axioms for affine spaces appeared much later than systems for projective spaces. The result mentioned in our proposition, which provides a convenient system of axioms for affine geometry, is essentially due to [204].

The facts stated in Example 5.1.15 on $\text{Aut}(F_q)$ and $\text{GL}(F_q^n)$ are proved in many textbooks, like [87], to name one.

**Section 5.2**

The material on geometries in Section 5.2 is based on a long and intricate history, an excellent account of which is provided by Baer [11].

The diagrams of projective spaces and the first ‘From local to global’ Theorem are due to Tits [279]. The present extension to more general diagrams is due to Buekenhout [43].
Section 5.3

Matroids and the abstract theory of linear dependence were introduced by Whitney [309]. See [21] for a discussion of the relations to other subjects. An excellent introduction to matroid theory is [307]. Often, matroids are introduced via bases, as indicated in Exercises 5.7.22 and 5.7.23.

Section 5.4

Geometries over the diagram
\[
\begin{array}{cccccccc}
1 & L & 2 & \cdots & \cdots & n
\end{array}
\]
with \( n \geq 4 \), embed in a projective space of dimension \( n \) by a result due to Kantor [180].

Section 5.5

Steiner systems were first coined by Steiner [269] in 1853. A Steiner system \( S(t,k,v) \) coincides with what is known as a \( t-(v,k,1) \)-design. Classical texts on this topic are [112, 10, 206, 20]; good introductions are [18, 88].

The nonexistence of a projective plane of order 10, indicated in Remark 5.5.6, is based on computer computations by Lam et al. [196]. This leaves open the intriguing question whether there are thick finite projective planes whose order is not a prime power.

The study of affinely planar spaces with lines of cardinality three was initiated by [150], who also gave the first exotic examples. He was followed by many authors.

Steiner systems with diagram
\[
\begin{array}{cccc}
1 & C & 2 & A_1 & 3
\end{array}
\]
are called \textit{inversive planes} in view of the classical model over the reals, which underlies the study of inversions (a kind of transformation). Example 5.5.10 shows how to obtain inversive planes. No other inversive planes than those contructed in this way are known. Dembowski [112, Theorem 6.2.14] showed that every finite inversive plane with even 3-order \( q \) can be obtained from an ovoid in \( P(F^4_4) \). The nonexistence, mentioned in Remark 5.5.9, of locally affine systems \( S(4,k,v) \) with \( k \in \{12,20,30,60\} \), as appearing in the conclusion of Theorem 5.5.8, is an immediate consequence. It is proved by Kantor [180] that \( k = 10 \) does not lead to a locally affine \( S(4,k,v) \).

The known ovoids in \( P(F^4_4) \) comprise the class of quadrics and of Suzuki ovoids, constructed by Tits [282] following the discovery of the Suzuki groups; see [292, 161] for more background.

In this section, we have given constructions of all known locally projective and affine Steiner systems. All of these are uniquely determined by their parameters.
In the years 1861–1873 Mathieu found the first five sporadic simple groups. In 1931, Carmichael [59] found the $S(5, 8, 24)$ Steiner system, which is also known as the Witt design. The relationship between $S(5, 8, 24)$ and $M_{24}$ was worked out by Witt in [313]. The construction of $S(5, 8, 24)$ from the extended Golay code follows [9]. The construction of the extended Golay code in Definition 5.5.16 follows Brouwer in [32], which gives a concise overview of block designs. See [208] for uniqueness proofs of these systems as Steiner systems with the given parameters.

For $t = 2$, there seem to be a lot of Steiner systems. Take $k = 3$. According to Wilson [311], an $S(2, 3, v)$ exists if and only if $v = 6n + 1$ or $6n + 3$ for some integer $n$, so the small values of interest for $v$ are $7, 9, 13, 15, 19, 21, \ldots$. Let $N(v)$ be the number of pairwise nonisomorphic $S(2, 3, v)$. It is known that $N(7) = N(9) = 1, N(13) = 2, N(15) = 80,$ and $N(19) = 11084874829$ (cf. [191]). An extensive treatment of this subject can be found in [89].

For $t = 3$ and $k = 4$, a lot of nontrivial Steiner systems $S(t, k, v)$ are known. The existence of an $S(3, 4, v)$ for all $v \equiv 2$ or $4 \pmod{6}$ is due to [151]. See [190, 121, 154] for estimates of the numbers of isomorphism classes. For $t \geq 4$ only finitely many nontrivial $S(t, k, v)$ are known; for $t \geq 6$ none.

Section 5.6

The Mathieu groups are extensively treated in [142]. Hyperovals (cf. Exercise 5.7.35) in $P(P^2_4)$ are discussed in [161]. Up to automorphisms, these are all of the form $\{e_1 + \lambda e_2 + \lambda^2 e_3 \mid \lambda \in F_4\} \cup \{e_2, e_3\}$. This means that the hyperoval is the union of a quadric and the radical of the corresponding symmetric bilinear form. For fields of even order higher than eight, this is not always the case; see, for instance, [65].

The Shult-Yanushka near-hexagon appears in [258]. Proposition 5.6.6 shows that the collinearity graph of the Shult-Yanushka space is distance transitive in the terminology explained in [35].

The second generation proof of the classification of finite simple groups is being rewritten in [132, 133, 134, 135, 136, 137], and further forthcoming volumes. In individual papers, such as [15], the role of diagram geometry appears to be useful for certain uniqueness proofs of sporadic groups.

In Section 2.9 we mentioned sporadic groups that act flag transitively on geometries with a rank 2 residue isomorphic to the Petersen graph or the tilde geometry. Here we give a rough indication of the diagram score on the 26 sporadic groups (cf. [90]). For most of these groups, firm residually connected geometries of high rank have been found. Table 5.2 lists linear diagrams of high rank pertaining to geometries on which the sporadic group acts flag transitively. For instance, for $J_1$, a systematic search in [138] has shown that two firm residually connected geometries of rank four exist on which $J_1$ acts flag transitively; the example in Table 5.2 appeared in [171] as a residue of a rank five geometry for the sporadic group ON.
It will be clear that there is no universal picture here for the sporadic groups (which justifies the adjective sporadic). Of course, the diagrams do not represent all residually connected geometries that have been found for the sporadic groups. Several more can be found in [43, 47, 171, 169], to name a few references.

Thanks to the Feit-Thompson Theorem [132], each non-abelian finite simple group has a conjugacy class of involutions. The permutation action of $G$ on such a class often leads to an interesting graph on which the group acts. Such graphs have been studied extensively for the Fischer groups, as well as for the Monster $M$ and several of its subgroups which are sporadic.

The Fischer groups play a special role in that they can be viewed as extreme cases of root filtration spaces, which will be introduced in Section 6.7; see Chapter 11. In Table 5.2 we have mentioned this fact rather than the following linear diagrams over which flag transitive geometries exist that can be found in [43]:

\[
\begin{align*}
\text{Fi}_{22} & : C \quad \text{4} \\
\text{Fi}_{23} & : C \quad C \quad \text{4} \\
\text{Fi}_{24} & : C \quad C \quad C \quad \text{4}
\end{align*}
\]

The overall conclusion is that each sporadic group acts flag transitively on a residually connected geometry of rank at least three with a linear diagram.

**Section 5.7**

Exercises 5.7.12 and 5.7.19 stem from work of Teirlinck [272]. Exercise 5.7.20 is due to Dembowski and Wagner [113].

Contrary to what Exercise 5.7.21 might suggest, it does not happen often that the complement of a geometric hyperplane in the collinearity graph of a generalized polygon is not connected; see [31].

The Hilbert geometry of Exercise 5.7.27 reflects the combination axioms, seven of the 20 axioms (actually 21, but one turned out redundant) used in Hilbert’s Foundations of Geometry [160].
<table>
<thead>
<tr>
<th>year</th>
<th>discoverer</th>
<th>name</th>
<th>diagram</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1861</td>
<td>Mathieu</td>
<td>$M_{11}$, $M_{12}$</td>
<td>cf. Table 5.1</td>
<td>§5.6.4</td>
</tr>
<tr>
<td>1873</td>
<td>Mathieu</td>
<td>$M_{22}$, $M_{23}$, $M_{24}$</td>
<td>Pet$_3$, Pet$_4$, Til$_3$</td>
<td>[170, 172]</td>
</tr>
<tr>
<td>1965</td>
<td>Janko</td>
<td>$J_1$</td>
<td>1  1  1  2</td>
<td>[171]</td>
</tr>
<tr>
<td>1968</td>
<td>Higman-Sims</td>
<td>HS</td>
<td>$c, c^*$</td>
<td>[159, 198]</td>
</tr>
<tr>
<td>1968</td>
<td>Conway</td>
<td>Co$_1$, Co$_2$, Co$_3$</td>
<td>Til$_3$, Pet$_4$</td>
<td>[170, 172]</td>
</tr>
<tr>
<td>1969</td>
<td>Suzuki</td>
<td>Suz</td>
<td>1  1  6  4</td>
<td>[43]</td>
</tr>
<tr>
<td>1969</td>
<td>Janko</td>
<td>$J_2$</td>
<td>1  1  6  2</td>
<td>[43]</td>
</tr>
<tr>
<td>1969</td>
<td>Janko</td>
<td>$J_3$</td>
<td>1  1  1  15</td>
<td>[15]</td>
</tr>
<tr>
<td>1969</td>
<td>McLaughlin</td>
<td>McL</td>
<td>1  1  2  2</td>
<td>[16]</td>
</tr>
<tr>
<td>1969</td>
<td>Held</td>
<td>He</td>
<td>Til$_3$</td>
<td>§2.9</td>
</tr>
<tr>
<td>1971</td>
<td>Fischer</td>
<td>$F_{122}$, $F_{123}$, $F_{124}$</td>
<td>Fischer space</td>
<td>§11.9</td>
</tr>
<tr>
<td>1972</td>
<td>Lyons</td>
<td>Ly</td>
<td>$G_2$</td>
<td>[181]</td>
</tr>
<tr>
<td>1973</td>
<td>Rudvalis</td>
<td>Ru</td>
<td>1  1  2  4</td>
<td>[303, 215]</td>
</tr>
<tr>
<td>1973</td>
<td>Fischer</td>
<td>BM</td>
<td>Pet$_3$</td>
<td>[172]</td>
</tr>
<tr>
<td>1973</td>
<td>Griess</td>
<td>M</td>
<td>Til$_5$</td>
<td>[172]</td>
</tr>
<tr>
<td>1973</td>
<td>Thompson</td>
<td>Th</td>
<td>1  1  1  10</td>
<td>[47]</td>
</tr>
<tr>
<td>1973</td>
<td>Norton</td>
<td>HN</td>
<td>1  1  1  10</td>
<td>[47]</td>
</tr>
<tr>
<td>1976</td>
<td>O’Nan</td>
<td>ON</td>
<td>1  1  1  10</td>
<td>[47]</td>
</tr>
<tr>
<td>1976</td>
<td>Janko</td>
<td>$J_4$</td>
<td>Pet$_4$</td>
<td>[172]</td>
</tr>
</tbody>
</table>
6. Projective and Affine Spaces

In Definitions 5.2.1 and 5.1.1, projective and affine spaces were introduced by means of axioms, and in Propositions 5.2.2 and 5.1.3, the spaces $\mathbb{P}(V)$ and $\mathbb{A}(V)$, where $V$ is a vector space, were shown to be examples. In this chapter we show that bye and large there are no further examples.

For projective spaces, this result is stated in Theorem 6.3.1. Table 6.1 of Remark 6.3.5 gives an overview of the relations established between projective spaces and projective geometries. The result for affine spaces depends on it and occurs in Corollary 6.4.3. The case of a projective line is given special attention in Section 6.2. In Theorem 5.2.16(i), it became clear that extra structure is needed to characterize the projective line coming from a division ring $\mathbb{D}$. This is taken care of by perspectivities, which were introduced in Exercise 1.9.30 and will be further investigated in Section 6.1. They will be used in the characterization of abstract projective spaces as projective spaces of vector spaces.

Once the classification work is over, we look at different aspects of projective geometries. In Section 6.5, we prove the existence of many thin subgeometries of $\text{PG}(V)$ of type $\text{A}_n$, where $V$ is a vector space of dimension $n+1$. These subgeometries are called apartments and play a role in the study of $\text{Aut}(\text{PG}(V))$ as well as in the theory of buildings, to be developed in Chapter 11. In Section 6.6 we briefly analyze other physical viewpoints of $\text{PG}(V)$: the shadow spaces of these projective geometries on $i$ for $i \in \{2, \ldots, n-1\}$. Finally, Section 6.7 is devoted to shadow spaces of $\text{PG}(V)$ on $\{1, n\}$; these satisfy certain universal axioms collected under the name root filtration space. We explore some of the basic properties of these root filtration spaces, which will be used later (in Section 7.9 for polar spaces, and in Section 11.4 for root shadow spaces of spherical buildings). In Theorem 6.7.26, these shadow spaces are characterized as special root filtration spaces.

6.1 Perspectivities

Recall from Definition 2.5.12 that a line space is thick if each line has at least three points and if every point is on at least three lines. In this section (Theorem 6.1.5) we show that thick projective spaces of dimension at least three (cf. Definition 5.3.1) admit many automorphisms.
We begin by extending the notion of perspectivity from $\mathbb{P}(V)$, introduced in Exercise 1.9.30, to arbitrary linear spaces.

**Definition 6.1.1** Let $H$ be a geometric hyperplane and let $c$ be a point of a linear space $Z$. A **perspectivity** of $Z$ with center $c$ and axis $H$ is an automorphism of $Z$ fixing all points of $H$ and mapping every line containing $c$ onto itself.

A perspectivity of a thick linear space necessarily fixes its center.

**Example 6.1.2** Let $V$ be a right vector space over the division ring $\mathbb{D}$. Let $\phi$ be a nondegenerate linear form on $V$ and $H$ the maximal subspace of $\mathbb{P}(V)$ consisting of all points on which $\phi$ vanishes, i.e., $H = \mathbb{P}(\text{Ker}(\phi))$. Let $p, a, b$ be vectors in $V$ such that $\langle p \rangle, \langle a \rangle, \langle b \rangle$ are distinct collinear points of $\mathbb{P}(V)$. Without loss of generality, we may assume that $p = a - b$. Assume furthermore that $\langle a \rangle$ and $\langle b \rangle$ are not in $H$. The map

$$\alpha : V \to V, \quad x \mapsto x - (a - b)\phi(a)^{-1}\phi(x),$$

that is, $\alpha = r_{(a-b)\phi(a)^{-1},\phi}$ in the notation of Exercise 1.9.30, induces a perspectivity on $\mathbb{P}(V)$ with center $\langle p \rangle$ and axis $H$, mapping $\langle a \rangle$ to $\langle b \rangle$. Indeed, $\alpha$ is a linear map with $\alpha(a) = b$. If $x \in \text{Ker}(\alpha)$, then $x = (a-b)\phi(a)^{-1}\phi(x)$, whence $\phi(x) = \phi(a-b)\phi(a)^{-1}\phi(x) = \phi(x) - \phi(b)\phi(a)^{-1}\phi(x)$; since $\phi(b) \neq 0$ this implies $\phi(x) = 0$, whence $x = 0$, showing that $\alpha$ is invertible. Furthermore, for $y \in \text{Ker}(\phi)$, we have $\alpha(y) = y$, so $H$ is an axis. Clearly, $\langle y \rangle, \langle \alpha(y) \rangle, \langle p \rangle$ are collinear, so $\langle p \rangle$ is a center.

**Lemma 6.1.3** Let $H$ be a geometric hyperplane in a thick linear space $Z$.

(i) Each automorphism of $Z$ fixing each point of $H$ as well as a point outside $H$ is a perspectivity with axis $H$ and center $c$.

(ii) Each nontrivial perspectivity of $Z$ has a unique center and a unique axis.

(iii) If $o, a, b$ are collinear points with $a, b$ not in $H \cup \{o\}$, then $\text{Aut}(Z)$ has at most one perspectivity $\alpha$ with axis $H$ and center $o$ such that $\alpha(a) = b$.

**Proof.** Let $\alpha$ be a nontrivial automorphism of $Z$ fixing point-wise a geometric hyperplane $H$.

(i). Assume that $\alpha$ fixes a point $c$ outside $H$. As $H$ is a geometric hyperplane, every line $l$ on $c$ intersects $H$ in a point $h$, whence $\alpha(l) = \alpha(c)\alpha(h) = ch = l$. Thus, $c$ is a center of $\alpha$.

(ii). Suppose that $\alpha$ is a perspectivity with distinct centers $c$ and $c'$, and let $d$ be a point of $Z$ outside $cc'$ (it exists because of thickness). Then $\alpha(d) = d$ as $\alpha(d)$ is on the distinct lines $cd$ and $c'd$ meeting at $d$. Let $x \in cc'$. Then $dx$ contains at least a third point $d'$, which is also fixed by $\alpha$ in view of the first
argument. So $\alpha(d'd') = d'd'$ and $\{\alpha(x)\} = d'd' \cap c'c = \{x\}$, forcing $\alpha$ to be the identity. This contradiction shows that the center is unique.

Suppose that $\alpha$ is a perspectivity with distinct axes $H$ and $H'$. Let $x$ be a point of $Z$ outside $H \cup H'$. If $p$ is a point in $H \backslash H'$, then $p$ is distinct from $x$ and $px$ meets $H'$ in some point $p' \neq p$ (as $H'$ is a geometric hyperplane). In view of $\alpha(pp') = \alpha(p)\alpha(p') = pp'$, we must have $\alpha(x) \in pp'$. Since $Z$ is thick, there is a point $q \in H \backslash H'$ with $q \neq p$. In particular, $x$ lies on the two distinct $\alpha$-invariant lines $pp'$, $qq'$, so $\alpha(x) = x$. It follows that $\alpha$ is the identity, proving uniqueness of the axis.

(iii). If $\alpha$ and $\alpha'$ satisfy all assumptions, then $\beta = \alpha^{-1} \alpha'$ is a perspectivity with center $o$ and axis $H$ fixing $a$. By (i), $a$ is a second center of $\beta$. Now (ii) implies that $\beta$ is the identity, so $\alpha = \alpha'$.

In the case of projective spaces, we can characterize perspectivities as follows.

**Proposition 6.1.4** Let $\alpha$ be an automorphism of a thick projective space $Z$.

(i) If $\alpha$ fixes all points of some maximal subspace (i.e., has an axis), then $\alpha$ is a perspectivity.

(ii) If $\alpha$ fixes all lines through a point $c$ (i.e., has a center), then $\alpha$ is a perspectivity.

**Proof.** (i). Let $H$ be a maximal subspace of $Z$ that is point-wise fixed by $\alpha$. According to Proposition 5.2.9, the subspace $H$ is a hyperplane. If $\alpha$ fixes some point of $Z$ off $H$, then Lemma 6.1.3(i) shows that $\alpha$ is a perspectivity. Therefore, we assume that $\alpha$ fixes no point outside $H$.

For a point $p$ of $Z$ off $H$, the line $po(p)$ intersects $H$ in some point $c$ and $\alpha(pc) = \alpha(p)c$; hence $po(p)$ is invariant under $\alpha$. We claim that $c$ is a center of $\alpha$. Let $x$ be a point of $Z$ off $H$. We show that $\alpha$ leaves $cx$ invariant. If $x \in pc$, then $cx = po(p)$, and we are done. Suppose therefore that $x$ is not on $pc$. Let $\Pi$ be the plane generated by $p$, $c$, $x$. Then $px$ is in $\Pi$ and meets $H$ in a point, $d$ say, distinct from $c$. We have $\Pi = \langle p, c, x \rangle = \langle p, c, d \rangle$ and $\alpha(\Pi) = \langle \alpha(p), c, d \rangle = \Pi$. Hence $\alpha(x) \in \Pi$ and, by Pasch’s Axiom, the lines $po(p)$ and $xc(x)$ meet in a point $e$ in $\Pi$. These two lines are $\alpha$-invariant, so $e$ is fixed by $\alpha$, which forces $e = c$.

(ii). This is left to the reader; see Exercise 6.8.1.

**Theorem 6.1.5** Suppose that $Z$ is a thick projective space of dimension at least three. If $H$ is a maximal subspace and $o$, $a$, $b$ are collinear points with $a$, $b$ not in $H \cup \{o\}$, then there exists a perspectivity with center $o$, axis $H$, mapping $a$ onto $b$.

**Proof.** We construct a perspectivity $\alpha$ with the required properties. We (may) assume $a \neq b$, for otherwise the identity is appropriate. For $x \in H \cup \{o\}$ we
put \( \alpha(x) = x \); moreover, \( \alpha(a) = b \). For any point \( x \) of \( Z \) outside \( H \cup ab \), we let \( \alpha(x) \) be determined by \( \{ \alpha(x) \} = ax \cap yb \), where \( y \) is the unique point in \( ax \cap H \). To complete the construction of \( \alpha \), we choose an auxiliary point \( e \) of \( Z \) outside \( H \cup ab \). For \( x \in ab \setminus (H \cup \{a, b\}) \), we put \( \alpha_e(x) = ab \cap h_e \alpha(e) \) where \( h_e \) is the unique point in \( e \in x \cap H \). It is readily checked that \( \alpha_e \) is a well-defined permutation of the point set of \( Z \).

To show that \( \alpha_e \) does not depend on the choice of \( e \in Z \setminus (H \cup ab) \), retain \( x \in ab \setminus (H \cup \{a, b\}) \) and set \( f \in Z \setminus (H \cup ab \cup \{e\}) \). We claim \( \alpha_e(x) = \alpha_f(x) \) if \( e \cap f \cap ab = \emptyset \). To see this, let \( m \) be the line \( \langle a, e, f \rangle \cap H \) and put \( m' = \langle e, f, x \rangle \cap H \). Notice that, due to the assumption \( e \cap f \cap ab = \emptyset \), we have \( h_e \neq h_f \), so \( m' = h_e h_f \) is a line as well. Moreover, the planes \( \langle a, e, f \rangle \) and \( \langle e, f, x \rangle \) do not coincide, so they meet in \( ef \), which has a point, \( h \), say, in common with \( H \). Thus, \( \{h\} = m \cap m' = ef \cap H = ef \cap m \).

By construction, the point \( ea \cap H \) lies in \( bo(e) \) and \( fa \cap H \) lies in \( bo(f) \), so the line \( m \) lies in the plane \( \langle b, \alpha(e), \alpha(f) \rangle \) and so coincides with \( \langle b, \alpha(e), \alpha(f) \rangle \cap H \). Therefore, \( m = \langle a, e, f \rangle \cap \langle b, \alpha(e), \alpha(f) \rangle \) and the lines \( EF \) and \( \alpha(e) \alpha(f) \) meet in the point \( h \) of \( m \). In particular, \( \langle \alpha(e), m' \rangle = \langle \alpha(e)h, h h_f \rangle = \langle \alpha(f)h, h_f \rangle = \langle \alpha(f), m' \rangle \), so \( \langle \alpha(e), m' \rangle = \langle \alpha(f), m' \rangle \).

Now \( \{\alpha_e(x)\} = ab \cap \langle \alpha(e)h, h h_f \rangle = ab \cap \langle \alpha(e), m' \rangle \) (for otherwise \( ab \subseteq \langle \alpha(e), h_e, h_f \rangle \), so, as \( e \in xh_e \subseteq \langle ab, h_e \rangle \) and \( f \in \langle ab, h_f \rangle \), the line \( ef \) lies in the plane \( \langle a, h_e, h_f \rangle \) containing \( ab \), a contradiction with \( ab \cap ef = \emptyset \)), and similarly, \( \{\alpha_f(x)\} = ab \cap \langle \alpha(f), m' \rangle = ab \cap \langle \alpha(f), m' \rangle = \{\alpha_f(x)\}. \) We have established the claim that \( \alpha_e(x) = \alpha_f(x) \) whenever \( e \cap f \cap ab = \emptyset \).

If \( e \cap f \cap ab = \emptyset \), we can select a point \( g \) of \( Z \) outside \( H \cup ab \) such that both \( eg \) and \( fg \) are disjoint from \( ab \), and a double application of the claim shows \( \alpha_e(x) = \alpha_g(x) = \alpha_f(x). \) The conclusion is that, indeed, \( \alpha_e \) does not depend on the choice of \( e \). We write \( \alpha(x) = \alpha_e(x) \), thus obtaining a permutation \( \alpha \) of the point set of \( Z \).

It remains to show that \( \alpha \) maps every line onto a line. If \( l \cap ab = \emptyset \), then \( \langle a, l \rangle = \langle a, l' \rangle \) is a plane intersecting \( H \) in a line \( l' \) (cf. Theorem 5.2.6(iii)) and so \( \alpha(l) \subseteq \langle \alpha(a), l' \rangle \) while \( \alpha(l) \subseteq \langle a, l \rangle \). Since these two planes are distinct, \( \alpha(l) \) is contained in a line. On the other hand, every point of \( \langle \alpha(a), l' \rangle \cap \langle a, l \rangle \) is the image under \( \alpha \) of a point in \( \langle a, l' \rangle \cap \langle a, l \rangle = l \), so \( \alpha(l) \) coincides with the line \( \langle \alpha(a), l' \rangle \cap \langle a, l \rangle \).

If \( l \cap ab \) is a point \( d \), assume first that \( l \) is not in \( \langle a, e \rangle \), where \( e \) is the auxiliary point introduced earlier. Set \( H = \langle a, l \rangle, l' = \langle e, l \rangle \cap H \), and \( l'' = \langle \alpha(e), l' \rangle \cap H \). Then \( l' \) and \( l'' \) are necessarily lines. For each \( x \in \cap d \), we have \( \alpha(x) \in l'' \). Also, \( \alpha(d) \in l'' \) by construction of \( \alpha(d) \). Thus \( \alpha(l) \subseteq l'' \), and equality follows as in the previous case. Finally, assume \( l \subseteq \langle a, e \rangle \). Let \( q \) be a point outside the plane \( \langle a, e \rangle \). (Observe that \( q \) exists as \( Z \) has more than one plane.) Set \( l'' = \langle q, l \rangle \cap H, l'' = \langle \alpha(q), l' \rangle \cap \langle a, l \rangle \). Then \( l' \) and \( l'' \) are lines, again. For each \( x \in l \), we have \( \alpha(x) \in l'' \), and so \( \alpha(l) \subseteq l'' \), allowing us to finish as earlier. □
**Remark 6.1.6** The perspectivity $\alpha$ found in the proof of the theorem seems to depend on the choice of the auxiliary point $e$. However, Lemma 6.1.3(iii) shows that this is not the case. This independence of choice is related to the Desargues configuration, which was studied before, in Exercise 2.8.18, as a geometry by itself. Figure 2.21 is redrawn in Figure 6.1 with the points relabelled to $1, \ldots, 10$. The remarkable configuration is now used in connection with the existence of perspectivities on projective planes.

**Definition 6.1.7** A thick projective plane is called **Desarguesian** if, for every set of ten distinct points $1, 2, \ldots, 10$ in which the following nine sets of triples are collinear,

- $\{1, 2, 3\}; \{1, 4, 5\}; \{1, 6, 7\}$ on three distinct lines,
- $\{2, 4, 10\}; \{4, 6, 8\}; \{2, 6, 9\}$ on three distinct lines,
- $\{3, 5, 10\}; \{5, 7, 8\}; \{3, 7, 9\}$ on three distinct lines,

the (tenth) triple $\{8, 9, 10\}$ is collinear as well (cf. Figure 6.1).

**Theorem 6.1.8** A thick projective plane is Desarguesian if and only if it has a perspectivity with center $o$ and axis $H$ mapping $a$ to $b$, for all maximal subspaces $H$ and distinct collinear points $o, a, b$ with $a, b$ not in $H$.

**Proof.** Since a perspectivity maps lines onto lines, we only need show that it can be well defined. But this is exactly what the Desargues configuration proves. Indeed, in Figure 6.1, choose $1$ to be the center $o$, let $H$ contain the triple $8, 9, 10$, and put $a = 4$ and $b = 5$. Now consider the point $6$. The line
46 through it meets $H$ in 8, so the image of 6 under a perspectivity $\alpha$ with center $a$ and axis $H$ mapping $a$ to $b$ would have to be on the line 58. On the other hand it must be on the line 16 and so it must be 7. Similarly $\alpha$ will map 2 to the unique point 3 on the lines 12 and 5(10). But suppose now, that we would have used the fact that $\alpha$ maps 6 to 7 rather than 4 to 5 in order to find the image of 2. The image under $\alpha$ would be the unique point on the lines 12 and 79. Thus, for $\alpha$ to be well defined it is necessary and sufficient that the Desargues configuration holds, which means that, building up nine of the ten points with the corresponding lines, we find that the tenth point (here, 9) is incident with each of the three remaining lines of the configuration (here, 26, 8(10), and 37) of which only two points are drawn. \qed

**Remark 6.1.9** In view of Theorem 6.1.5, every thick projective space containing at least two planes is Desarguesian in the sense that there are many perspectivities. Accordingly, all of its planes are Desarguesian. However, not all projective planes are Desarguesian; see Example 2.3.4 and Exercise 6.8.3 for counterexamples.

We finish this section with some properties of perspectivities which will help us later on (Section 6.2) in the study of the projective line. Besides, they are of interest in their own right.

**Proposition 6.1.10** Let $Z$ be a thick projective space. For a hyperplane $H$ and a point $p$ of $Z$, denote by $\pi(p, H)$ the set of perspectivities with center $p$ and axis $H$. 

![Fig. 6.2. Coincidence of the points $AB(a)$ and $BA(a)$, where $A$ is a perspectivity with center $p$ and axis $H$ and $B$ is a perspectivity with center $q$ and axis $K$.

**Proposition 6.1.10** Let $Z$ be a thick projective space. For a hyperplane $H$ and a point $p$ of $Z$, denote by $\pi(p, H)$ the set of perspectivities with center $p$ and axis $H$. 


(i) \( \pi(p, H) \) is a permutation group of the point set of \( Z \) fixing \( p \) and \( H \) and if \( a \) is a point of \( Z \) outside \( \{p\} \cup H \), then the stabilizer \( \pi(p, H)_a \) in \( \pi(p, H) \) of \( a \) is trivial.

(ii) Every automorphism \( \alpha \) of \( Z \) satisfies \( \alpha \pi(p, H)\alpha^{-1} = \pi(\alpha(p), \alpha(H)) \).

(iii) If \( q \in H \) and \( K \) is a hyperplane containing \( p \), then \( \pi(p, H) \) centralizes \( \pi(q, K) \).

(iv) The sets \( \pi(p) \) of all perspectivities with center \( p \) and \( \pi'(H) \) of all perspectivities with axis \( H \) are subgroups of \( \text{Aut}(Z) \).

Proof. Parts (i), (ii) and (iv) are left to the reader—they are easy consequences of Lemma 6.1.3 and Proposition 6.1.4.

The proof of Part (iii) is illustrated in Figure 6.2. Let \( A \in \pi(p, H) \) and \( B \in \pi(q, K) \). Clearly, \( A \) and \( B \) both fix \( p \) and \( q \). Its image \( A(a) \) lies in \( ap \backslash (H \cup K) \) and the point \( BA(a) \) lies in \( qA(a) \backslash (H \cup K) \). Thanks to the two points \( A(a) \) and \( BA(a) \), the image \( B(a) \) is determined by \( \{B(a)\} = aq \cap pBA(a) \) (as \( a \in aq \cap pA(a) \)) and \( AB(a) \) is the unique point of \( pB(a) \cap qA(a) \) (as \( B(a) \in pB(a) \cap qa \)), which forces \( AB(a) = BA(a) \). The same equation is readily verified for \( a \in H \cup K \), so we conclude \( AB = BA \), as required. \( \square \)

6.2 Projective lines

At first sight, a line of a projective space has no structure. But if it belongs to a bigger projective space, perspectivities induce a structure on each line that it leaves invariant. Using this structure, we are able to prove that every Desarguesian projective line (a thick projective line for which the structure guarantees many perspectivities) is of a specific form that is completely determined by a division ring. This is the content of Theorem 6.2.11.

The following definition is inspired by Proposition 6.1.10. It is employed only for thick lines. As the difference between maximal subspaces and points, both used in the definition of perspectivities, vanishes for projective lines, the definition involves pairs of points.

**Definition 6.2.1** A **projective line** is a pair \( (P, \pi) \) consisting of a set \( P \) of points of cardinality at least three and a map \( \pi : P \times P \to \text{Sym}(P) \) assigning to each ordered pair \( (p, q) \) a set \( \pi(p, q) \) of permutations of \( P \), whose members are called **perspectivities** of \( P \) with **center** \( p \) and **axis** \( q \), satisfying the following four properties.

1. The set \( \pi(p, q) \) is a permutation group of \( P \) fixing \( p \) and \( q \), and if \( a \) is a point in \( P \backslash \{p, q\} \), then \( \pi(p, q)_a = 1 \).
2. Every perspectivity \( \alpha \) is an automorphism in the sense that \( \alpha \pi(p, q)\alpha^{-1} = \pi(\alpha(p), \alpha(q)) \) for all \( p, q \in P \).
3. If \( p \neq q \), then \( \pi(p, q) \) centralizes \( \pi(q, p) \).
The sets \( \pi(p) := \bigcup_{q \in P} \pi(p, q) \) of all perspectivities with center \( p \) and \( \pi^\vee(q) = \bigcup_{p \in P} \pi(p, q) \) of all perspectivities with axis \( q \) are subgroups of \( \text{Sym}(P) \).

We refer to \( \pi(p, q) \) as the **perspectivity set** with center \( p \) and axis \( q \).

An isomorphism \( \phi : (P, \pi) \to (R, \rho) \) between two projective lines \( (P, \pi) \) and \( (R, \rho) \) is a bijection \( \phi : P \to R \) such that, for all \( p, q \in P \), we have \( \phi\pi(p, q)\phi^{-1} = \pi(\phi(p), \phi(q)) \).

Often, \( \pi \) is clear from the context, in which case we also write \( P \) instead of \( (P, \pi) \) for the projective line.

**Example 6.2.2 (Structure induced from higher-dimensional space)**

A trivial example of a projective line on a set \( P \) of cardinality at least three is the pair \( (P, \pi) \) where \( \pi \) assigns the singleton consisting of the identity map on \( P \) to each pair from \( P \).

In order to exhibit the motivating example for Definition 6.2.1, we let \( Z \) be a thick projective space of dimension at least two (possibly a non-Desarguesian plane) and select a line \( P \) of \( Z \). We will show that \( Z \) induces on \( P \) the structure of a projective line.

For \( q \in P \), let \( \mathcal{H}_q \) be the family of all maximal subspaces of \( Z \) on \( q \) which do not contain \( P \). Now, for \( (p, q) \in P^2 \), the set \( \pi(p, q) \) is defined as the set of restrictions to \( P \) of perspectivities of \( Z \) with center \( p \) and axis \( H \in \mathcal{H}_q \). Then Proposition 6.1.10 shows that this defines indeed a projective line on \( P \). We refer to this structure as the **projective line on \( P \) induced from \( Z \)**.

**Remark 6.2.3** A **Moufang set** is a set \( X \) of cardinality at least three together with a family \( U_x \ (x \in X) \) of subgroups of \( \text{Sym}(X) \) such that

1. for each \( x \in X \), the group \( U_x \) fixes \( x \) and is regular on \( X \setminus \{x\} \);
2. for all \( x, y \in X \) and \( g \in U_y \), we have \( gU_xg^{-1} = U_{yx} \).

The subgroup \( \langle U_y \mid y \in X \rangle \) of \( \text{Sym}(X) \) is called the **projective group** of the Moufang set. If \( (P, \pi) \) is a Desarguesian projective line, then the collection \( \pi(p, p) \ (p \in P) \) is a Moufang set. The converse is false. Exercise 6.8.5 gives a sufficient (but not a necessary) criterion for a Moufang set to be a projective line.

**Definition 6.2.4** If \( P \) is a projective line, with perspectivity sets \( \pi(p, q) \), for all \( p, q \in P \), then the **dual projective line** \( P^\vee \) has the same points as \( P \) and perspectivity sets \( \pi^\vee(p, q) \) given by \( \pi^\vee(p, q) = \pi(q, p) \) for all \( p, q \in P \).

It is readily verified that \( P^\vee \) is indeed a projective line. Observe that the notation \( \pi^\vee(q) \) of Definition 6.2.1 coincides with the one of Definition 6.2.4. Obviously, \( P^{\vee \vee} = P \).

So far, the structure of a line can still be entirely trivial in that \( \pi(p, q) \) may consist of the identity only for each pair \( (p, q) \in P^2 \). We therefore focus on nontrivial cases.
Definition 6.2.5 A projective line \((P, \pi)\) is **Desarguesian** if \(\pi(p, q)\) acts transitively on \(P \setminus \{p, q\}\) for all \(p, q \in P\).

Taking \(p = q\), we see that even if \(P\) has only three points, nontrivial perspectivities exist. Also, for \(|P| \leq 4\), the group generated by all perspectivities coincides with \(\text{Sym}(P)\) (for it contains the transpositions). But, as we will see later, for \(|P| \geq 5\) the group \(\text{Aut}(P)\) is a proper subgroup of \(\text{Sym}(P)\).

The result below comes back to Example 6.2.2.

**Proposition 6.2.6** If \(Z\) is a Desarguesian projective plane or a projective space of dimension at least three, and \(P\) is a line of \(Z\), then the projective line on \(P\) induced from the perspectivities on \(Z\) is a Desarguesian projective line.

**Proof.** This is immediate from Theorems 6.1.8 and 6.1.5. \(\square\)

It will become clear later (Section 6.3) that the choice of the line \(P\) in a Desarguesian projective plane does not affect the structure of the projective line induced on \(P\) from \(Z\).

**Example 6.2.7** Let \(V\) be a 2-dimensional right vector space over the division ring \(\mathbb{D}\). The projective space \(\mathbb{P}(V)\) has the following structure of a Desarguesian projective line. For \(p, q \in \mathbb{P}(V)\), let \(\pi(p, q)\) be

1. the image in \(\text{PGL}(V)\) of the group of all linear transformations of \(V\) fixing the subspace \(q\) of \(V\) point-wise and the subspace \(p\) of \(V\) set-wise, if \(p \neq q\);
2. the image in \(\text{PGL}(V)\) of the group of all transvections of \(V\) fixing \(p\) point-wise, i.e., those linear transformations \(\alpha\) for which \(\alpha(p) = p\) and \(\alpha(x) - x \in p\) for all \(x \in V\), if \(p = q\).

The check that this indeed defines a projective line is relegated to Exercise 6.8.4. This projective line is denoted \(\mathbb{P}^1(\mathbb{D})\).

Let us describe the perspectivity sets \(\pi(p, q)\) in terms of matrices. If \(p = (1:0)\) and \(q = (0:1)\) (cf. Notation 5.2.13), then, \(\pi(p, q)\) is the image in \(\text{PGL}(V)\) of the set of matrices

\[
\begin{pmatrix}
\lambda & 0 \\
0 & 1
\end{pmatrix}
\]

for \(\lambda \in \mathbb{D}\setminus\{0\}\),

and \(\pi(p, p)\) is the image in \(\text{PGL}(V)\) of the set of matrices

\[
\begin{pmatrix}
1 & \lambda \\
0 & 1
\end{pmatrix}
\]

for \(\lambda \in \mathbb{D}\).

For any other pair \(p', q'\) of points in \(\mathbb{P}(V)\), there is a linear transformation \(T \in \text{GL}(V)\) mapping \(p\) to \(p'\) and \(q\) to \(q'\), and so we can compute \(\pi(p', q')\)
as $\pi(Tp, Tq) = Tr(p, q)T^{-1}$. For instance, taking $T$ to be the $2 \times 2$ matrix corresponding to the permutation $(1, 2)$, we find
\[
\pi(q, p) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} \lambda & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} = \begin{pmatrix} 1 & 0 \\ 0 & \lambda \end{pmatrix}
\text{ for } \lambda \in \mathbb{D} \setminus \{0\}.
\]

There is yet another way of describing this projective line, namely by means of the affine picture. Then, as in Example 5.2.14, we present $\mathbb{P}(V)$ by means of $[f_1]$, thereby identifying $\frac{q}{p}$ with $(q : p)$ and $1$ with $(1 : 0)$.

For instance, $p = 1$ and $q = 0$. Then $(1 : 0)$ is the set of translations of $D$, that is, the maps $t_a : D \cup \{\infty\} \to D \cup \{\infty\}$ given by $t_a(x) = x + a$ for $a \in D$. Moreover, for $a \in D$, the perspectivity set $\pi(a, \infty)$ consists of the maps $x \mapsto x\lambda + a(1 - \lambda)$, where $\lambda \in D$, $\lambda \neq 0$. For $a = 0$, we retrieve the above description of $\pi(q, p) = \pi(0, \infty)$. In order to describe the group of automorphisms of the projective line generated by all perspectivity sets, it suffices to take one more generator: the element $w \in \text{PGL}(D^2)$ given by $w(x) = -x^{-1}$. The reason lies in the facts that $w$ interchanges $0$ and $\infty$, and that $\text{PGL}(V)$ is $2$-transitive on the projective line with stabilizer $B := \langle \pi(\infty, \infty), \pi(0, \infty), w\pi(0, \infty)w^{-1}\rangle = \langle \pi(\infty, \infty) \rangle \times \langle \pi(0, \infty), \pi(\infty, 0) \rangle$ of $\infty$, so $\text{PGL}(V) = B \cup BwB = B \cup \pi(\infty, \infty)wB$ (cf. Exercise 2.8.12, where $\text{PGL}(V)$ is seen to act even $3$-transitively).

**Proposition 6.2.8** For each division ring $D$, the projective line $\mathbb{P}^1(D)$ is Desarguesian. The group generated by its perspectivities is $\text{PGL}(D^2)$.

**Proof.** Let $p = (1 : 0)$ and $q = (0 : 1)$. It is clear from the presentation of $\pi(p, q)$ in Example 6.2.7 that the $\pi(p, q)$-orbit of $(1 : 1)$ is the set $\{\lambda : 1 \mid \lambda \in D \setminus \{0\}\}$. But this coincides with $\mathbb{P}(D^2) \setminus \{p, q\}$. Similarly, the $\pi(p, p)$-orbit of $(0 : 1)$ is the set $\{\lambda : 1 \mid \lambda \in D \setminus \{0\}\}$, which coincides with $\mathbb{P}(D^2) \setminus \{p\}$. For other points $p', q'$ the transitivity of $\pi(p', q')$ and of $\pi(p', p')$ follows by conjugation with a coordinate transformation in $\text{PGL}(D^2)$. We conclude that $\mathbb{P}^1(D)$ is Desarguesian.

The element $w \in \text{PGL}(D^2)$ of Example 6.2.7 has a preimage in $\text{GL}(D^2)$ that can be expressed as
\[
\begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & -1 \\ 0 & 1 \end{pmatrix}.
\]
This implies that it is a product of three perspectivities. The subgroup $B$ of $\text{PGL}(D^2)$ of Example 6.2.7 is already known to be generated by perspectivities, so the second statement of the proposition follows from the expression of $\text{PGL}(D^2)$ as the union of the two double cosets $B$ and $BwB$. $\square$

Below we prove the converse: every Desarguesian projective line can be constructed in this way.
**Definition 6.2.9** For \( t \in \mathbb{N}, t > 0 \), the action of a group on a set \( X \) is said to be **sharply \( t \)-transitive** if it is \( t \)-transitive on \( X \) and the point-wise stabilizer of a set of \( t \) points in \( X \) is trivial. Instead of sharply \( 1 \)-transitive, we also say just **sharply transitive** or **regular**.

Property (1) of Definition 6.2.1 expresses the fact that \( \pi(p, q) \) is sharply transitive if \( P \) is a Desarguesian projective line containing \( p \) and \( q \).

**Lemma 6.2.10** If \( P \) is a Desarguesian projective line and \( p \) is a point, then \( \pi(p) \) is a sharply \( 2 \)-transitive permutation group on \( P \setminus \{p\} \).

**Proof.** By Definition 6.2.5, the group \( \pi(p, p) \) is transitive. If \( q \) is a point distinct from \( p \), then \( \pi(q) = \pi(p, q) \), and this group is sharply transitive on \( P \setminus \{p, q\} \).

**Theorem 6.2.11** Let \( (P, \pi) \) be a Desarguesian projective line and let 0, 1, and \( \infty \) be three distinct members of its point set \( P \). There is a unique division ring \( D \) such that

(i) as a set, \( D = P \setminus \{\infty\} \);
(ii) 0 is the zero element of \( D \);
(iii) 1 is the unit element of \( D \);
(iv) for \( a, b \in D \), we have \( a + b = t_b(a) \), where \( t_b \) is the unique member of \( \pi(\infty, \infty) \) mapping 0 to \( b \);
(v) for \( a \in D \setminus \{0\} \) and \( b \in D \), we have \( ab = \lambda_a(b) \), where \( \lambda_a \) is the unique member of \( \pi(0, \infty) \) mapping 1 to \( a \).

Moreover, \( (P, \pi) \cong \mathbb{P}^1(D) \).

**Proof.** Since the underlying set \( D \) and all essential operations (subtraction and division are uniquely determined by addition and multiplication) are described in the assertion, uniqueness is immediate. We proceed in fifteen steps.

**Step 1. Addition on \( D \).**

For \( a, b \in D \), by Lemma 6.2.10, there is a unique member \( t_b \) of \( \pi(\infty, \infty) \) mapping 0 to \( b \); now \( a + b \) is defined to be \( t_b(a) \). It belongs to \( D \) as \( t_b(a) \neq t_b(\infty) = \infty \).

**Step 2. Multiplication on \( D \).**

For \( a, b \in D \), by Lemma 6.2.10, if \( b \neq 0 \), there is a unique member \( \lambda_b \) of \( \pi(0, \infty) \) mapping 1 to \( b \); now \( ba = \lambda_b(a) \). It lies in \( D \) as \( ba = \lambda_b(a) \neq \lambda_b(\infty) = \infty \). Furthermore, set \( \lambda_0(a) = 0 \), so 0a = 0. Now \( a0 = \lambda_a(0) = 0 \) because \( \lambda_a(0) \in \pi(0, \infty) \).

**Step 3. The element 1 is the identity element of \( D \).**
Indeed, $\lambda_1$ is the unique element of $\pi(0, \infty)$ mapping 1 to 1 and so is the identity. Hence $1x = x$ for all $x \in \mathbb{D}$. Moreover, $x1 = x$ as both sides are equal to $\lambda_x(1)$.

**Step 4.** $\mathbb{D} \setminus \{0\}$ is a group with respect to multiplication.

First note that $\lambda_a \lambda_b$ and $\lambda_{ab}$ are both perspectivities in $\pi(0, \infty)$ mapping 1 to $ab$, so they coincide. Therefore,

$$(ab)c = \lambda_{ab}(c) = \lambda_a \lambda_b(c) = abc,$$

proving that multiplication is associative. If $b \in \mathbb{D} \setminus \{0\}$, then $\lambda_b^{-1}$ is a perspectivity in $\pi(0, \infty)$ mapping 0 to 1. Put $b^{-1} = \lambda_b^{-1}(1)$. Then $bb^{-1} = \lambda_b \lambda_b^{-1}(1) = 1$ and $b^{-1}b = \lambda_b^{-1}(1) = 1$. Thus each nonzero element of $\mathbb{D}$ has an inverse.

**Step 5.** $\mathbb{D}$ is a group with respect to addition.

The argument is similar to the one for Step 4.

**Step 6.** The distributivity laws for multiplication and addition on $\mathbb{D}$ hold.

By Condition (2) of Definition 6.2.1, the perspectivity $\lambda_a$ is an automorphism satisfying $\lambda_a t_y \lambda_a^{-1} = t_{\lambda_a y}$. Evaluating both sides at $\lambda_a(x) \in \mathbb{D}$, we find $\lambda_a t_y(x) = t_{\lambda_a y}(\lambda_a x)$, that is, $ax + y = ay + x$, whence left distributivity.

Right distributivity can be shown to hold as follows. Consider the set $\pi(\infty, 0)$ of perspectivities with center $\infty$ and axis 0. By (3) of Definition 6.2.1, it centralizes the maps $\lambda_a$ for $a \in \mathbb{D}$. Let $\sigma \in \pi(\infty, 0)$ be the element mapping 1 onto $b$. Then $\sigma(ax) = \lambda_a \sigma(x) = \sigma(\lambda_a x) = \sigma(ax)$ and so, taking $x = 1$, we find $\sigma(a) = ab$ for all $a \in \mathbb{D}$. Moreover, $\sigma t_a \sigma^{-1} = t_{\sigma a}$ applied to $\sigma(x)$ gives $\sigma(x + a) = \sigma(x) + \sigma(a)$ for all $x \in \mathbb{D}$, whence $(x + a)b = xb + ab$, which proves right distributivity.

**Step 7.** The additive group on $\mathbb{D}$ is commutative.

For $0 = 0(a + b) = (1 + (-1))(a + b) = (a + b) + (-1)(a + b) = a + b + (-1)a + (-1)b = a + b - a - b$. Adding first $b$ and then $a$ to each side, we find $b + a = a + b$.

**Step 8.** For $b \in \mathbb{D} \setminus \{0\}$, the unique element $\mu_b$ of $\pi(\infty, 0)$ mapping 1 to $b$ satisfies $\mu_b(x) = xb$ for all $x \in \mathbb{D}$.

As $\mu_b \in \pi(0, \infty)$, it leaves $\mathbb{D}$ invariant and fixes 0. In particular, $\mu_b(0) = 0 b$. Let $x \in \mathbb{D} \setminus \{0\}$. By Condition (3) of Definition 6.2.1, the element $\mu_b$ commutes with every element of $\pi(0, \infty)$, so $\mu_b(x) = \mu_b \lambda_x(1) = \lambda_x \mu_b(1) = x\mu_b(1) = xb$, as required.

**Step 9.** For $a \in \mathbb{D} \setminus \{0\}$, the unique element $u_a$ of $\pi(0, 0)$ mapping $\infty$ to $a^{-1}$ satisfies $u_a(x) = a^{-1}u_1(ax)$ and $u_a(a) = u_a^{-1}(x^{-1})$ for all $x \in \mathbb{D} \setminus \{0\}$.

The map $\lambda_a$ normalizes $\pi(0, 0)$, so, there is $c \in \mathbb{D} \setminus \{0\}$ such that $\lambda_a u_b \lambda_a^{-1} = u_c$. Now $ab^{-1} = \lambda_a(b^{-1}) = \lambda_a u_b(\infty) = \lambda_a u_b \lambda_a^{-1}(\infty) = u_c(\infty) = c^{-1}$ gives $c = ba^{-1}$, so $\lambda_a u_b \lambda_a^{-1} = u_{ba^{-1}}$. Taking $b = 1$ and replacing $a$ by its inverse, we find the first equality.

It follows from Step 7 that $\pi(0, 0)$, being a conjugate of $\pi(\infty, \infty)$ by Condition (2) of Definition 6.2.1, is commutative. Thus, for all $a, x \in \mathbb{D} \setminus \{0\}$,
we have \( u_{a^{-1}}(x^{-1}) = u_{a^{-1}} u_x(\infty) = u_x u_{a^{-1}}(\infty) = u_x(a) \), which settles the second equality.

**Step 10.** If \( x \in \mathbb{D} \setminus \{0\} \), then \( u_1(x) = xu_1(x^{-1}) \), and so \( u_1(-1) = \infty \).

Using both formulas of Step 9, we find \( u_1(x) = xu_2(1) = xu_1(x^{-1}) \), as required for the first equality. For \( x = -1 \), this implies \( u_1(-1) = -u_1(-1) \).

As \( u_1(-1) \neq 0 \), this implies \( u_1(-1) = \infty \) if \( \text{char}(\mathbb{D}) \neq 2 \). So, assume that the characteristic of \( \mathbb{D} \) is even. If \( u_1(x) = \infty \), then we would have \( \infty = u_1(x) = xu_1(x^{-1}) \), and so \( u_1(x^{-1}) = \infty \), which would imply \( x = x^{-1} \) as \( u_1 \) is injective on \( \mathbb{D} \setminus \{0\} \), and so \( x = 1 = -1 \). Therefore, the second equality holds for all characteristics.

**Step 11.** Let \( w \) be the element \( t_{-1}u_1 t_{-1} \) or \( u_{-1} t_1 u_{-1} \) of \( \langle U_0, U_\infty \rangle \). This element satisfies \( w(\infty) = 0 \), \( w(0) = \infty \), and \( w(1) = -1 \).

Simple computations give these results:

\[
\begin{align*}
u_{-1} t_1 u_{-1}(\infty) &= u_{-1} t_1(-1) = u_{-1}(0) = 0; \\
u_{-1} t_1 u_{-1}(0) &= u_{-1}(1) = u_1(-1) = \infty; \\
u_{-1} t_1 u_{-1}(1) &= u_{-1} t_1(\infty) = u_{-1}(\infty) = -1; \\
t_{-1} u_1 t_{-1}(\infty) &= t_{-1} u_1(\infty) = t_{-1}(1) = 0; \\
t_{-1} u_1 t_{-1}(0) &= t_{-1} u_1(-1) = t_{-1}(1) = \infty; \\
t_{-1} u_1 t_{-1}(1) &= t_{-1} u_1(0) = t_{-1}(0) = -1.
\end{align*}
\]

**Step 12.** Each \( w \in G \) with \( w(\infty) = 0 \), \( w(0) = \infty \), and \( w(1) = -1 \) satisfies the following equalities for all \( a, b \in \mathbb{D} \).

\[
\begin{align*}
w &\lambda_a w^{-1} = \mu_{-w(a)} \quad \text{if } a \neq 0 \\
w(ab) &= -w(b)w(a) \\
w(-1) &= 1 \\
w(a^{-1}) &= w(a)^{-1} \\
w(-a) &= -w(a) \\
wt_a w^{-1} &= uw(a) \\
u_1(b) &= w(w^{-1}(b) - 1)
\end{align*}
\]

The equalities trivially hold if \( a = 0 \) or \( b = 0 \), so we assume \( a, b \neq 0 \).

Condition (2) of Definition 6.2.1 implies \( w\pi(0, \infty)w^{-1} = \pi(\infty, 0) \), so, for each \( a \in \mathbb{D} \setminus \{0\} \), there is \( z \in \mathbb{D} \setminus \{0\} \) such that \( w\lambda_a w^{-1} = \mu_z \). Applying both sides to \( -1 \), we find \( w(a) = -z \), so \( w\lambda_a w^{-1} = \mu_{-w(a)} \). This shows that \( w(aw^{-1}(b)) = -bw(a) \). Substitution of \( b \) by \( w(b) \) gives \( w(ab) = -w(b)w(a) \).

Substituting \( b = a^{-1}, a = b = -1 \), and \( b = -1 \) in the product formula just obtained, we find the three equalities \( w(a^{-1}) = w(a)^{-1}, w(-1) = 1, \) and \( w(-a) = -w(a) \), respectively.

Condition (2) of Definition 6.2.1 also implies \( w\pi(\infty, \infty)w^{-1} = \pi(0, 0) \), so, for each \( a \in \mathbb{D} \setminus \{0\} \), there is \( y \in \mathbb{D} \setminus \{0\} \) such that \( w\nu_a w^{-1} = u_y \). Applying
both sides to \( \infty \), we find \( w(a) = y^{-1} \), so \( wt_1w^{-1} = u_w(a)^{-1} \). By Step 9, it follows that \( w(w^{-1}(b) + a) = w(a)u_1(w(a)^{-1}b) \). Setting \( a = -1 \) gives \( u_1(b) = w(w^{-1}(b) - 1) \). This settles Step 12.

**Step 13.** The elements \( t^{-1}u_1t^{-1} \) and \( u_1t_1u_1 \) of \( G \) coincide and are involutions of \( G \) with the properties of \( w \) in Step 12.

Fix \( w_1 := t^{-1}u_1t^{-1} \) and \( w_2 := u_1t_1u_1 \). By Step 11, these elements of \( G \) are as \( w \) of Step 12. Notice that \( w \) interchanges \( 1 \) and \( -1 \) as well as 0 and \( \infty \), so that \( w^{-1} \) also satisfies the conditions on \( w \) of Step 12. Therefore, \( w_2 = wt_1(w^{-1}t_1w)t_1w^{-1} = wt_1u_1(w^{-1}(t_1)t_1w^{-1} = wt_1u_1t_1w^{-1} = w w_1^{-1}w^{-1}, \)

where we used \( w_{-1} = u_1 \) (which follows from \( u_{-1} = w_1w^{-1} \)). We found \( w_2 = w w_1^{-1} w^{-1} \). Substituting \( w = w_1 \), we see \( w_2 = w_1^{-1} \).

By use of the formula for \( w_1 \) of Step 12, the equality \( w_1 = t^{-1}u_1t^{-1} \) applied to \( a \in \mathbb{D} \) gives \( w_1(a) + 1 = w_1(w_1^{-1}(a - 1) - 1) \). Applying \( w^{-1} \) to both sides gives \( w_1^{-1}(w_1(a) + 1) = w_1^{-1}(a - 1) - 1 \). Substituting \( -w_1(a) \) for \( a \) leads to \( w_1^{-1}(-w_1^2(a) + 1) = w_1^{-1}(-w_1(a) - 1) - 1 = -w_1^{-1}(w_1(a) + 1) - 1 = w_1^{-1}(a - 1) \), where the latter equality is obtained from the equality in the previous sentence and we used the equality \( w(-x) = -w(x) \) of Step 12. We conclude \( w_1^{-1}(-w_1^2(a) + 1) = w_1^{-1}(1 - a) \), so, \( -w_1^2(a) + 1 = -a + 1 \), proving \( w_1^2 = id \). It follows that \( w_1 = w_1^{-1} = w_2 \).

**Step 14.** The involution \( w = t^{-1}u_1t^{-1} \) of Step 13 satisfies \( w(a) = -a^{-1} \) for each \( a \in \mathbb{D} \setminus \{0\} \).

For \( x \in \mathbb{D} \setminus \{0\} \), we have \( w(x) = t^{-1}u_1t^{-1}(x) = w(w^{-1}(x - 1) - 1) - 1 \). After addition of 1 to both ends and application of \( w \), this gives

\[
 w(w(x) + 1) = w(x - 1) - 1. \quad (6.1)
\]

Put \( b = w(a) \) and \( y = ab \). If \( y = -1 \), then \( w(a) = b = a^{-1}y = -a^{-1} \), as required. So it suffices to establish \( y = -1 \). By Step 12, we have \( w(y) = -w(b)w(a) = -y \). Substitution of this result in Equation (6.1) gives \( w(1 - y) = w(y - 1) - 1 \). Suppose \( y \neq 1 \). Then \( w(1 - y) = -w(y - 1) \in \mathbb{D} \setminus \{0\} \), so \( 2w(y - 1) = 1 \). If \( \mathbb{D} \) has characteristic two, this gives the contradiction \( 0 = 1 \), so \( y = -1 \), and we are done. Otherwise, we find \( y - 1 = w(1/2) = -2 \) (for (6.1) gives \( w(w(2) + 1) = w(1) - 1 = -2 \), so \( w(2) + 1 = -w(2) \), whence \( w(2) = -2 \) and \( w(1/2) = -2 \)), so \( y = -1 \), indeed.

It remains to consider the case where \( \mathbb{D} \) has characteristic distinct from two and \( y = aw(a) = 1 \) for some \( a \in \mathbb{D} \setminus \{0\} \). Clearly, \( a \neq 1, -1 \). Observe that the above yields \( w(x) = \pm x^{-1} \) for each \( x \in \mathbb{D} \setminus \{0\} \). Equation (6.1) for \( x = a \) and \( x = a^{-1} \) gives \( w(a^{-1} + 1) = w(a - 1) - 1 \) and \( w(a + 1) = w(a^{-1} - 1) - 1 \). Extracting factors \( a \) from arguments of \( w \), we find

\[
 w(a + 1) = w(a^{-1} + 1)a = -w(a)w(a^{-1} + 1) = -a^{-1}(w(a - 1) - 1)
\]

\[
 = -a^{-1}(w((1 - a^{-1})a) - 1) = -a^{-1}(-w(a)w(1 - a^{-1}) - 1)
\]

\[
 = -a^{-1}(a^{-1}(-w(a - 1) - 1) = -a^{-1}(a^{-1}(w(a + 1) - 1) - 1),
\]
which leads to \((a + a^{-1})w(a + 1) = 1 - a^{-1}\). We know that there is a sign \(\varepsilon \in \{\pm\}\), such that \(w(a + 1) = \varepsilon(a + 1)^{-1}\). Substituting this in the equation just obtained after multiplying both sides by \(w(a + 1)^{-1}\) from the right, we find \(a + a^{-1} = \varepsilon(1 - a^{-1})(1 + a) = \varepsilon(a - a^{-1})\), a contradiction for both sign choices. Therefore, \(w(a) = -a^{-1}\) for all \(a \in \mathbb{D}\). 

**Step 15.** \((P, \pi) \cong \mathbb{P}^1(\mathbb{D})\). The isomorphism is determined by the identity map on \(P = \mathbb{D} \cup \{\infty\}\). Step 14 shows that \(w\) acts on \(P\) as the element \(w\) of Example 6.2.7 and Proposition 6.2.8. By the theory of 2-transitive groups, this fixes the complete description of \((P, \pi)\) in terms of \(\pi(\infty, \infty), \pi(0, \infty),\) and \(w\). 

**Remark 6.2.12** The maps \(t_b\) and \(\lambda_a\) of Theorem 6.2.11 come from linear transformations on \(\mathbb{D}^2\) with matrices as described in Example 6.2.7, so the group generated by all perspectivities of the Desarguesian projective line \(\mathbb{P}^1(\mathbb{D})\) is contained in \(\text{PGL}(\mathbb{D}^2)\). By use of Theorem 6.2.11, one easily finds that the full automorphism group of the projective line coincides with \(\text{PGL}(\mathbb{D}^2)\). This shows that the goal set out in the beginning of this section has been achieved.

**Definition 6.2.13** If \(\mathbb{D}\) is a division ring, then the equation \(x^2 = 1\) has one solution if \(\mathbb{D}\) has characteristic two and two solutions otherwise. The group \(\pi(\infty, 0)\) of automorphisms of the Desarguesian projective line \(\mathbb{P}^1(\mathbb{D})\) consists of all maps \((y : 1) \mapsto (xy : 1)\) for some \(x \in \mathbb{D}, x \neq 0\). In particular, there is a unique involution \(\sigma_{\infty,0}\) in \(\pi(\infty, 0)\) if the characteristic of \(\mathbb{D}\) is not even. Thus, \(\sigma_{\infty,0} = (y : 1) \mapsto (-y : 1)\). By double transitivity of the group generated by all projectivities, there is a unique involution \(\sigma_{p,q}\) for any two points \(p\) and \(q\) of \(\mathbb{P}^1(\mathbb{D})\). For any ordered triple \((p, q, r)\) of points of \(\mathbb{P}^1(\mathbb{D})\), the ordered quadruple \((p, q, r, \sigma_{p,q}(r))\) is called an **harmonic quadruple**.

Uniqueness of the involution makes that isomorphisms of projective lines preserve harmonic quadruples.

**Corollary 6.2.14** If \((p, q, r, s)\) is an harmonic quadruple, then \((p, q, s, r)\), and \((q, p, s, r)\), and \((r, s, p, q)\) are also harmonic. If \(p = (a : 1), q = (b : 1)\), and \(r = (c : 1)\), then \(\sigma_{p,q}(r) = (d : 1)\) where

\[
d = a + (2(b - a)^{-1} - (c - a)^{-1})^{-1}.
\]

**Proof.** The matrix

\[
t = \begin{pmatrix}
a & 1 + a(b - a)^{-1} \\
1 & (b - a)^{-1}
\end{pmatrix}
\]

is invertible and satisfies \(t(\infty) = p\) and \(t(0) = q\). Moreover, \(\sigma_{\infty,0}\) is induced by the diagonal matrix with entries \(-1, 1\), so \(\sigma_{p,q}(r) = t \sigma_{\infty,0} t^{-1}(r) = (d : 1)\). This proves the last assertion. The harmonicity of the three quadruples listed is readily checked by means of the equation for \(d\). 

\(\square\)
6.3 Classification of projective spaces

We reach a major (and classical) result, namely the connection of projective spaces of dimension at least three with vector spaces over some division ring. The proof will be quite long since so many axioms need to be checked in verifying that a structure is a vector space over a division ring.

The reader may want to compare the proof below with Theorem 6.2.11 for projective lines, and may even look for a shorter proof using that result. In contrast to the one-dimensional case, we need to distinguish between the vector space $V$ and the division ring $D$.

**Theorem 6.3.1** Let $Z$ be a thick projective space of dimension at least two with point set $P$. Let $H$ be a maximal subspace of $Z$ and $o$ a point of $P \setminus H$. Set $V = P \setminus H$. Assume that the group $\pi(o,H)$ of perspectivities of $Z$ with center $o$ and axis $H$ is transitive on $\ell \setminus \{o,h\}$, where $\ell$ is a line on $o$ and $\{h\} = \ell \cap H$, and that, for each $a \in V$ there is a perspectivity $t_a$ with axis $H$ and center in $H$ mapping $o$ to $a$. There is a unique left vector space structure on $V$ and a unique division ring $D$ satisfying the following five properties.

1. As a set, $D = \pi(o,H) \cup \{0\}$, where $0$ is regarded as the function $V \to V$ mapping each point to $o$, and where $\pi(o,H)$ is identified with its restriction to $V$.
2. Each $a, b \in V$ satisfy $a + b = t_a(b)$.
3. For $\lambda \in D$ and $b \in V$, we have $\lambda b = \lambda(b)$, i.e., the image of $b$ under $\lambda$.
4. For $\lambda, \mu \in D$, we have $\lambda \mu = \lambda \circ \mu$, i.e., the composition of the maps $\lambda$ and $\mu$.

Moreover, $Z$ is isomorphic to $\mathbb{P}(A(V))$.

The conditions may seem somewhat technical, but the main point is that the required perspectivities exist if there are at least two projective planes in $Z$ (cf. Theorem 6.1.5) or if $Z$ is a Desarguesian plane (cf. Theorem 6.1.8).

For those who would expect us to find a right vector space, we refer to Exercise 5.7.13, where it is shown that a left vector space over $D$ amounts to a right vector space over $D^{op}$.

As for $\pi(o,H)$, there is no harm in regarding its members as maps $V \to V$, because they fix every point of $H$.

**Proof.** First, we verify that the left vector space structure on $V$ is uniquely determined by the conditions. The only structure not specified is the addition on $D$. But it is forced to be the map

$$f + g : x \mapsto f(x) + g(x) \quad (x \in V),$$

in view of distributivity of scalar multiplication on $V$. (At this point, there is no guarantee that $f + g$ is an element of $D$.)
So far for the uniqueness of the structure on $V$ of a left vector space over $D$. In the following six steps, we verify that, with the specified operations, $V$ is indeed a left vector space over $D$. By $T$ we denote the set of all perspectivities with center in $H$ and axis $H$. By Proposition 6.1.4(i) it is a group, so that each element of this group is of the form $t_a$ for some $a \in V$. For, if $a, b \in V$, then $t_at_b$ is a perspectivity with axis $H$ and so, if it does not belong to $T$, has a center $p$, say, in $V$. But then $t_b$ and $t_a^{-1}$ are perspectivities with center in $H$ and coinciding on $H \cup \{p\}$, so must be equal, whence $t_at_b = t_a \in T$.

**Step 1.** The set $V$ together with addition is a commutative group with identity $o$.

Let $a, b \in V$. Observe that $a + o = t_o o = a$. The perspectivity with axis $H$ and center in $H$ mapping $a$ onto $o$, belongs to $T$ and is the inverse of $t_o$. Hence it is of the form $t_{-a}$ for some element $-a \in V$, and $(-a) + a = t_{-a} t_o (a) = o$.

It remains to show that $+$ is commutative. By Proposition 6.1.10(iii), $T$ is commutative, so $a + b = t_at_b (o) = t_b t_o (o) = b + a$, and Step 1 is proved.

**Step 2.** Multiplication in $D \setminus \{0\}$ is a group structure with identity $t_o$.

This comes down to the obvious statement that the set of all perspectivities with center $o$ and axis $H$, form a group.

**Step 3.** We check the axioms relating $D$ and $V$. Let $f, g \in D$ and $x, y \in V$. The relations $f(g(x)) = fg(x)$ and $(f + g)x = f(x) + g(x)$ are clear from the construction of multiplication and addition on $D$. Also $1 = t_o \in D$ satisfies $t_o (x) = x$.

**Step 4.** For $x, y \in V$ and $f \in D$ we have $f(x) + f(y) = f(x + y)$.

After a little rewriting, this equation reads $ft_xt_o^{-1} = t_{f(x)}$ for $x \in V$ and $f \in D \setminus \{0\}$. But, in view of Lemma 6.1.3(iii), this is immediate from the observation that the corresponding automorphisms of $Z$ at both sides of the equation are perspectivities with the same axis and center that map $o$ to $f(x)$.

**Step 5.** Addition in $D$ is an abelian group structure with identity $0$.

We need only show that the sum of two elements in $D$ is again in $D$ and that each element has an inverse, all other verifications being routine. The proofs
of these two facts are developed along the same argument. Let \( f, g \in \mathbb{D} \) with \( f \neq o, g \neq o \), and let \( x, y \in V \) be points such that \( o, x, y \) are non-collinear.

The lines \( xy \), \( f(x)f(y) \), \( g(x)g(y) \) of \( Z \) are `parallel' in the sense that they meet in a point of \( H \). Consider the points \( z = f(y) + g(x), u = f(x) + g(x) \) (on \( ox \)), and \( v = f(y) + g(y) \) (on \( oy \)) (cf. Figure 6.3).

Several times below, we will use the fact that, for \( s \) a perspectivity with axis \( H \) and \( m, n \) points of \( V \), the lines \( mn \) and \( s(m)s(n) \) are parallel. Applying this observation with \( s = t_{g(x)}f \), and \( m = o, n = y \), we see that \( g(x)z \) is parallel to \( oy \); similarly, with \( s = t_{f(y)}g \), we find that \( f(y)z \) is parallel to \( ox \). The translation \( t_{g(x)} \) transforms \( f(x)f(y) \) in \( uz \) and so \( uz \) is parallel to \( xy \). Similarly, the translation \( t_{f(y)} \) transforms \( g(x)g(y) \) to \( zv \), and so \( zv \) is parallel to \( xy \). Hence \( uz \) and \( zv \) are parallel, so they have a common point in \( H \). Since they also meet in \( z \), this forces \( uz = zv \), whence \( uv \) is parallel to \( xy \).

If \( f(x) + g(x) \neq o \), then, \( f(y) + g(y) \neq o \) for all \( y \in V \setminus \{o\} \), for otherwise \( f(x) + g(x) \) is on both \( ox \) and the line from \( o \) to \( xy \cap H \), whence \( a \). Hence the perspectivity \( h \) of center \( o \), axis \( H \), that maps \( x \) onto \( f(x) + g(x) \), transforms \( y \) to \( f(y) + g(y) \). By repeating the argument for \( y \) as before and \( x' \in ox \), we find that \( h \) also sends \( x' \) to \( f(x') + g(x') \). This shows that \( f + g = h \) belongs to \( \mathbb{D} \).

Suppose, on the other hand, that \( f(x) + g(x) = o \). Then \( f(y) + g(y) = o \) for all \( y \in V \) and \( g \) is an additive inverse of \( f \). In particular, the inverse of each nonzero \( f \in \mathbb{D} \) exists: if \( o, x, f \) are given, we take \(-f\) to be element of \( \mathbb{D} \) that transforms \( x \) to \(-f(x)\) (the image of \( o \) under the translation mapping \( f(x) \) on \( o \)).

**Step 6.** With the above structure, \( \mathbb{D} \) is a division ring.

Let \( p \in V \) and \( a, b, c \in \mathbb{D} \). Then, by Steps 4 and 5,

\[
(a(b + c))p = a((b + c)(p)) = a(b(p) + c(p)) = at_{c(p)}b(p) \\
= at_{c(p)}a^{-1}ab(p) = (at_{c(p)}a^{-1})(ab(p)) \\
t_{ac(p)}(ab(p)) = ac(p) + ab(p) \\
= (ac + ab)(p),
\]

whence \( a(b + c) = ab + ac \). Also, \((a + b)c)p = (a + b)(cp) = a(cp) + b(cp) = (ac)p + (bc)p \) for all \( p \in V \), and so \((a + b)c = ac + bc\).

We have established that \( V \) is a left vector space over \( \mathbb{D} \). Finally, it is readily checked that the map sending a point of \( V = \mathbb{P} \setminus H \) onto itself and a point \( p \) of \( H \) onto the point at infinity (i.e., the parallel class) of lines containing \( p \), determines an isomorphism \( Z \to \mathbb{P}(A(V)) \).

**Corollary 6.3.2** Every thick projective space of dimension at least three and every thick Desarguesian projective plane is isomorphic to \( \mathbb{P}(V) \) for some vector space \( V \) over a division ring. Every thick Desarguesian projective line is isomorphic to \( \mathbb{P}^1(\mathbb{D}) \) for some division ring \( \mathbb{D} \).
Proof. Let \( Z \) be a thick projective space of dimension at least three or a thick Desarguesian projective plane. As a consequence of Proposition 5.2.10, there is a maximal subspace \( H \) of \( Z \). If \( \dim(Z) \geq 3 \), then Theorem 6.1.5 shows that the conditions of Theorem 6.3.1 are satisfied. If \( Z \) is Desarguesian, then so does Theorem 6.1.8. Therefore, Theorem 6.3.1 applies in these cases, and shows that there is a vector space \( U \) over a division ring \( D \) such that \( Z \) is isomorphic to \( \mathbb{P}(A(U)) \). Setting \( V := U \oplus D \), we conclude from Proposition 5.2.12 that \( Z \) is isomorphic to \( \mathbb{P}(V) \).

The final statement is a direct consequence of Theorem 6.2.11. \( \square \)

Remark 6.3.3 If we drop the existence condition on perspectivities, the projective plane needs no longer be associated with a(n associative) division ring; see Example 2.3.4.

Theorem 6.3.1 also has an important consequence for homomorphisms as introduced in Definition 2.5.8 and isomorphism of projective lines as introduced in Definition 6.2.1.

Corollary 6.3.4 Suppose that \( \phi : \mathbb{P}(V) \rightarrow \mathbb{P}(W) \) is a homomorphism of thick projective spaces of vector spaces \( V \) and \( W \) of dimension at least three over division rings \( D \) and \( E \), respectively, mapping lines onto lines. There is an isomorphism \( \sigma : D \rightarrow E \) and a \( \sigma \)-linear map \( V \rightarrow W \), whose projectivization is \( \phi \). The same conclusion holds for every isomorphism \( \phi : \mathbb{P}^1(D) \rightarrow \mathbb{P}^1(E) \) for division rings \( D \) and \( E \).

Proof. This follows directly from the uniqueness statements in Theorem 6.3.1. \( \square \)

Remark 6.3.5 We summarize the projective results by means of Table 6.1.

<table>
<thead>
<tr>
<th>Table 6.1. Dependencies among projective geometry constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{P}(D^{n+1}) )</td>
</tr>
<tr>
<td>( \downarrow )</td>
</tr>
<tr>
<td>Proposition 2.4.7</td>
</tr>
<tr>
<td>( \downarrow )</td>
</tr>
<tr>
<td>( \mathbb{P}(\mathbb{A}^{n+1}) )</td>
</tr>
<tr>
<td>Proposition 2.4.7</td>
</tr>
</tbody>
</table>

At the left hand side the algebraic constructions of the geometric objects \( \mathbb{P}(D^{n+1}) \) and \( \mathbb{P}(\mathbb{A}^{n+1}) \) appear; the right hand side contains the axiomatic
notions of a projective space and a geometry of type $\Lambda_n$. The top contains line spaces; the bottom deals with geometries.

We can go around as follows. A thick projective space of finite dimension $n \geq 3$ is of the form $\mathbb{P}(\mathbb{D}^{n+1})$ by Corollary 6.3.2. The latter is a projective space (Definition 5.2.1) by Proposition 5.2.2. A projective space of dimension $n$ corresponds to a residually connected geometry of type $\Lambda_n$ by Corollaries 5.4.4 and 5.4.5. In the particular case where the space is $\mathbb{P}(\mathbb{D}^{n+1})$, the geometry is $\text{PG}(\mathbb{D}^{n+1})$ due to Proposition 2.4.7. The geometry $\text{PG}(\mathbb{D}^{n+1})$ is of type $\Lambda_n$ by Proposition 2.4.7.

The last subject of this section is the classification of non-thick projective spaces. Consider the following construction of new projective spaces out of given ones.

**Definition 6.3.6** The **direct sum** of a given family $\{(P_j, L_j)\}_{j \in J}$ of non-empty line spaces is the space $(P, L)$, where

1. $P = \bigcup_{j \in J} P_j$ (the disjoint union over all $P_j$), and
2. $L = \bigcup_{j \in J} L_j \cup \{(p, q) \mid p \in P_j, q \in P_k, j \neq k; j, k \in J\}$.

A line space is called **irreducible** if it is not isomorphic to the direct sum of at least two non-empty line spaces.

If each $P_j$ is a singleton (the $L_j$ are empty and), the space $(P, L)$ is the complete graph on $P$, i.e., the thin projective space of dimension $|J| - 1$.

**Proposition 6.3.7** The direct sum of at least two non-empty projective spaces is a non-thick projective space.

**Proof.** Easy. \qed

The following converse extends the classification of thick projective spaces of the previous section to arbitrary projective spaces.

**Theorem 6.3.8** Each projective space is the direct sum of a collection of non-empty projective spaces which are either a single point, a single thick line, or a thick projective space. This direct sum decomposition is unique.

**Proof.** Let $Z$ be a projective space. Call two points of $Z$ adjacent if they are distinct and on a thick line. This defines a graph on the point set of $Z$. Let $\{Z_j\}_{j \in J}$ be the connected components of this graph. They partition the point set of $Z$. Moreover, every line having a point in $Z_i$ and one in $Z_j$, for distinct $i, j \in J$, has only two points. Clearly, for each $j \in J$, the subset $Z_j$ is a subspace of $P$ and so it is a projective space. Moreover, $Z$ is isomorphic to the direct sum of the spaces $Z_j$ for $j \in J$. 
It remains to show that any two points of \( Z_j \) are adjacent. If not, there is a pair of non-adjacent points \( p, q \) which are adjacent to some point \( o \). Let \( p', q' \) be points distinct from \( p, q \) on the lines \( op \) and \( oq \), respectively. By Pasch’s Axiom 5.2.4, the lines \( pq \) and \( p'q' \) in the plane \( \langle p, o, q \rangle \) must intersect in a point distinct from both \( p \) and \( q \). But then \( pq \) has a third point so \( p \) and \( q \) are adjacent, a contradiction. Thus, each line in \( Z_j \) is thick, and so \( Z_j \) is either a singleton, a thick line, or a thick space (cf. Exercise 6.8.11). It follows that the partition \( \{ Z_j \}_{j \in J} \) of \( Z \) is unique.

6.4 Classification of affine spaces

Since affine spaces (cf. Definition 5.1.1) are closely related to projective spaces, it is not a big surprise that we make use of projective spaces for their classification. Nevertheless, there are remarkable differences. In Theorem 6.4.8 of this section, we will recognize an affine space from a diagram geometry.

According to Exercise 2.8.9, the restriction of a projective plane to the complement of a line is an affine plane. The example below generalizes this result to projective spaces, in the sense that its restrictions to complements of hyperplanes give affine spaces.

**Example 6.4.1** Let \( Z \) be a thick projective space, and let \( H \) be a maximal subspace of \( Z \). Consider the space with parallelism \( \mathbb{A}(Z, H) \) consisting of the restriction of \( Z \) to the point set \( Z \backslash H \) (in the sense of Definition 2.5.8) together with the parallelism on the set of lines, defined by \( l \parallel l' \) if and only if the line of \( Z \) containing \( l \) and the line of \( Z \) containing \( l' \) have a common point that belongs to \( H \). By use of Exercise 2.8.9 it is easy to see that \( \mathbb{A}(Z, H) \) is an affine space. Proposition 6.4.2 below states the converse.

If \( Z \) is Desarguesian, then, by Theorem 6.3.1, there is a vector space \( V \) such that \( Z \cong P(\mathbb{A}(V)) \), from which it follows that \( \mathbb{A}(Z, H) \) is the affine space \( \mathbb{A}(V) \) introduced in Notation 5.1.2.

**Proposition 6.4.2** If \( A \) is an affine space of dimension at least two, then, up to isomorphism, there is a unique pair of a thick projective space \( Z \) and a hyperplane \( H \) of \( Z \) such that \( A \cong \mathbb{A}(Z, H) \).

**Proof.** Take \( H \) to be the set of equivalence classes of parallel lines of \( A \). If \( l \) is a line of \( A \), then its class \( [l] \) of parallels will be called the point at infinity of \( l \). The point set \( P \) is the disjoint union of \( H \) and the point set of \( A \). A line at infinity is defined to be the set of all points at infinity of the lines of some affine plane in \( A \). The line set \( L \) consists of lines of \( A \) extended by their points at infinity, and the lines at infinity. Clearly, the resulting line space \( Z := (P, L) \) is thick and \( H \) is a hyperplane of \( Z \).
Having given the construction of $Z$ and $H$, we prove that $Z$ is a linear space. The only difficulty is to show that two points at infinity, say $a$, $b$, are on one and only one line (at infinity). Given a point $p$ of $A$, there are uniquely determined lines $pa$, $pb$ of $A$ on $p$ admitting $a$ and $b$, respectively, as points at infinity.

![Fig. 6.4. The two affine planes $pa'b'$ and $qa'b'$, and some additional lines](image)

The lines $pa$ and $pb$ of $A$ determine a unique affine plane $pab$ on $p$; its line at infinity contains $a$ and $b$. We must show that if $q$ is a point of $A$ not in $pab$, then $pab$ and $qab$ have the same line at infinity. In view of symmetry it suffices to show that each line $l$ of $pab$ admits some parallel in $qab$. We (may) assume that the line $l$ of $pab$ does not pass through $p$, $a$, or $b$. This implies that $l$ intersects $pa$ in some point $a' \neq p$ and $pb$ in some point $b' \neq p$. In the affine plane $qpa'$, the line $qa$ and the parallel to $pq$ on $a'$ intersect in some point $a''$. Similarly there is a point $b'' \in qb$ such that $b' b'' \parallel pq$. As $\parallel$ is an equivalence relation, we have $a'' a'' \parallel b' b''$, so these lines are contained in some affine plane $\pi$. The lines $l = a'b'$ and $l'' := a'' b''$ are also contained in $\pi$, so if they are not parallel, then there is a point $o \in l \cap l''$. Now $o \in pa'b' \cap qa'' b'' \setminus (qa \cup qb)$, so the parallels $m, n$ to $qa, qb$, respectively, on $o$ are contained in $qa'' b''$. Since $m, n$ must be parallel to $pa, pb$ (by transitivity of $\parallel$), they are even in $pa'b' \cap qa'' b''$. The assumption $a \neq b$ implies that $m, n$ are distinct, leading to the absurdity that $m, n$ generate an affine plane coinciding with both $pa'b'$ and $qa'' b''$. Therefore $l''$ is a parallel to $l$ contained in $qa'' b''$, as required.

Next we show that all planes of $Z$ are projective planes. This is easy for planes with some point in $A$ since these appear as the union of an affine plane and of its line at infinity. Hence we focus on a plane $\pi$ of $Z$ (cf. Definition 5.3.1) all of whose points are at infinity. Let $p$ be a point of $A$ and let $U := \langle p, \pi \rangle$ be the subspace of $Z$ generated by $p$ and $\pi$. We claim that $U$ is the union of all lines $px$ with $x \in \pi$. Indeed, if $x, y$ are distinct points in $\pi$ and $u, v$ are distinct points in $A \cap U \setminus \{p\}$ with $u \in px$, $v \in py$, then the line $uv$ of $A$ lies
in the affine plane \( pxy \) and its point at infinity lies in the line \( xy \) at infinity of the affine plane \( pxy \). Therefore, the line of \( Z \) containing \( u \) and \( v \) and the line \( xy \) of \( Z \) meet in a point, say \( z \). We conclude that the line \( pz \), as well as each line \( pw \) with \( w \in uv \), is of the form \( pd \) with \( d \in xy \), which proves the claim.

Take three non-collinear points \( a, b, c \) generating \( A \) as a subspace of \( Z \).

In \( U \), let \( a', b', c' \) be points of \( A \) distinct from \( p \) that are on \( pa, pb, pc \), respectively. Then \( a', b', c' \) generate an affine plane \( \alpha \) in \( A \) because \( a, b, c \) are non-collinear. The union of \( \alpha \) and of its line at infinity, is a projective plane \( \overline{\alpha} \) as we have seen earlier. Now \( \overline{\alpha} \) is contained in \( U \) since \( a', b', c' \) are in \( U \) and \( \overline{\alpha} \) is the subspace of \( Z \) generated by \( a', b', c' \). Thus the map \( i: \overline{\alpha} \to \pi \) given by \( x \mapsto px \cap \pi \) is well defined. We claim that \( i \) is an isomorphism. Indeed, \( i \) is injective (observe that \( p \notin \overline{\alpha} \) since \( p \notin \alpha \)). It maps a line onto a line (the line \( uv \) of above maps onto \( xy \)), and \( i(\overline{\alpha}) \) is a subspace of \( \pi \) containing \( a, b, c \), whence \( i(\overline{\alpha}) = \pi \). It follows that \( i \) is surjective, and therefore bijective. The conclusion is that \( \pi \) is a projective plane.

Finally, uniqueness follows from an argument close to the proof of Proposition 5.2.12: the affine space structure on \( Z \setminus H \) uniquely determines \( Z \).

**Corollary 6.4.3** Every affine space of dimension at least three is isomorphic to the affine space of a vector space.

**Proof.** By Proposition 6.4.2, there is a thick projective space \( Z \) and a hyperplane \( H \) of \( Z \) such that \( A \cong h(Z, H) \). As the dimension hypothesis implies \( \dim(Z) \geq 3 \), Theorem 6.1.5 shows that \( Z \) satisfies the hypotheses of Theorem 6.3.1, so there is a vector space \( V \) such that \( Z \cong P(\mathbb{A}(V)) \). It follows that \( h(Z, H) \cong \mathbb{A}(V) \). \( \Box \)

A forteriori, every affine space is a matroid and so belongs to a linear diagram.

By Corollary 5.4.4, the 1-shadow of a \([3]\)-geometry of type \( A_3 \) is a projective space. What about the analog for affine spaces? Suppose that \( (P, L) \) is the 1-shadow of a \([3]\)-geometry of type

\[
\mathbb{A}l_3 : \quad \circ \rightarrow^{\mathbb{A}f} L \quad \circ
\]

Does there exist an equivalence relation \( \equiv \) on \( L \) such that \( (P, L, \equiv) \) is an affine space? If the lines of \( (P, L) \) have size at least three, this question makes sense, since then affine planes are determined by their structure as line spaces (cf. Remark 5.1.5). In the remainder of this section we will see that the answer is yes if some line of \( L \) has cardinality at least four, and no otherwise.

**Example 6.4.4** We consider the case of lines of size two. Let \( S \) be a Steiner system \( S(3, 4, v) \) (cf. Definition 5.5.1). Take \( X_1, X_2, X_3 \) to be the set of
points, pairs, and blocks of \( S \), respectively, so \( v = |X_1| \). The geometry \( \Gamma = (X_1, X_2, X_3, \ast) \), where \( \ast \) stands for symmetrized containment, is of type \( \text{Aff}_3 \).

As mentioned in Section 5.8, such a Steiner system \( S \) exists if and only if \( v = 2 \) or \( 4 \) (mod 6). Thus the smallest possible values of \( v \) for non-trivial \( S(3, 4, v) \) are 8, 10, 14, 16. In view of Corollary 6.4.3, every \( S(3, 4, v) \) which is the \([3]\)-truncation of the geometry of an affine space of dimension at least three requires \( v \) to be a power of 2. There is a unique \( S(3, 4, 8) \), consisting of the points and planes of the affine space \( \mathbb{A}(\mathbb{F}_3^2) \). For our purpose, which is to exhibit the existence of a geometry with diagram \( \text{Aff}_3 \) whose 1-shadow is not an affine space, it suffices to construct an \( S(3, 4, 10) \). The inversive plane derived from an ovoid in \( \mathbb{P}(\mathbb{F}_4^3) \), cf. Example 5.5.10, does the job.

**Example 6.4.5** We consider the case of lines of size three. Let \( A \) be the set of points of a \([3]\)-geometry of type \( \text{Aff}_3 \) all of whose lines have cardinality 3. Fix \( 0 \in A \), and mimick the construction of a vector space over the field \( \mathbb{F}_3 \) with underlying set \( A \) and origin 0. In this vein, define \( a + 0 = 0 + a = a \) for all \( a \in A \); for \( a \neq 0 \), put \( a + a = -a \) if and only if \( 0, a, -a \) are distinct collinear points; for \( a, b \) non-collinear with 0, let \( a + b \) be the unique point \( c \) such that \(-c \) is collinear with \( a \) and \( b \) and distinct from them. In general \((A, +)\) need not be a commutative group, but we can show that it is a commutative Moufang loop with identity 0. Here, \((A, +)\) is called a **Moufang loop** if + is a binary operation on \( A \) with identity element 0 and inverse \(-a \) for each \( a \in A \) such that every equation \( a + x = b \) with \( a, b \in A \) has a unique solution and the following weak form of associativity holds: \(-a + (a + b) = b \) and \((a + b) + (c + a) = a + ((b + c) + a) \) for all \( a, b, c \in A \).

Conversely, given a commutative Moufang loop \((M, +)\) all of whose elements are of order three (a so-called 3-Moufang loop), it can be turned into a geometry of type \( \text{Aff}_3 \) with lines of cardinality three, along the same lines as the construction of \( \text{AG}(V) \) from a vector space \( V \). If \( M \) is not a group, the space on \( M \) is not an affine space. The number of elements of every finite 3-Moufang loop is a power of 3. Exercise 6.8.12 shows that there exist (commutative) 3-Moufang loops that are not groups.

In view of these examples it is surprising that no further non-affine spaces exist all of whose planes are affine, as we will see in Theorem 6.4.8.

**Remark 6.4.6** Let \( \Gamma \) be a \([3]\)-geometry of type \( \text{Aff}_3 \) whose lines have at least three points. According to Theorem 5.4.3, \( \Gamma \) is the geometry of a matroid with point set \( X_1 \), whose non-empty flats are shadows on 1 of elements of \( \Gamma \). As a consequence, up to isomorphism, \( \Gamma = (P, L, II, \ast) \), where \( II \) is the collection of all subspaces of dimension two of the linear space \( (P, L) \) and \( \ast \) is symmetrized containment. Each member of \( II \) is indeed an affine plane in view of Exercise 5.7.16.

We have seen that the linear space \((P, L)\) underlying \((P, L, \|\)\) is uniquely determined and our remaining concern is to find a convenient parallelism \( \|\)
on $L$. But $l \parallel m$ for distinct $l, m \in L$ can be defined by $l$ and $m$ being disjoint and generating a member of $\Pi$. This observation indicates how to define $\parallel$.

In order to prove that the relation $\parallel$ as suggested in Remark 6.4.6 is transitive, we need the following lemma, which requires that lines have size at least four.

**Lemma 6.4.7** Let $\Gamma = (P, L, \Pi, *)$ be a $[3]$-geometry of type $\text{Aff}_3$ whose lines have at least four points. For each pair $(l, \pi) \in L \times \Pi$ such that $l \cap \pi$ is a singleton, the union of all planes containing $l$ and a line of $\pi$ is the subspace of $(P, L)$ generated by $l$ and $\pi$. In particular, every plane on $l$ contained in this subspace meets $\pi$ in a line.

**Proof.** Let $a$ be the single point of $l \cap \pi$, and denote by $U$ the union of all planes containing $l$ and a line of $\pi$. Clearly, we only need establish that $U$ is a subspace. We will use the relation $\parallel$ on $L$ suggested by Remark 6.4.6, so two lines $m$ and $n$ satisfy $m \parallel n$ if and only if they are parallel in a member of $\Pi$.

For $v \in U \setminus l$, we denote by $l(v)$ the point which is on $l$ and on the parallel to the line $(l, v) \cap \pi$ through $v$. (Of course, $l(v)$ exists since $v \in U$ and $(v, l)$ is the only plane on $v$ containing $l$.) If $p \in U \setminus \{l(v), a\}$, then the line $pv$ meets $(l, v) \cap \pi$ in a point denoted by $p(v)$. We have $p(v) \neq a$. Let $m$ be a line having two distinct points, $x$ and $y$ say, in $U$, so $m = xy$. We will show $m \subseteq U$ in three steps.

If $l$ and $m$ are coplanar, this is immediate. Therefore, we (may) assume that $l$ and $m$ are not coplanar. Take a point $p \in U \setminus \{l(x), l(y), a\}$; such a point exists by the assumption that lines have cardinality at least four. The points $p(x)$ and $p(y)$ are distinct (for otherwise the lines $l$ and $m$ would be coplanar), and generate a line denoted by $p(m)$.

**Step 1.** If $m \parallel p(m)$, then $m \subseteq U$.

Suppose $m \parallel p(m)$. If $z \in m$, then the line $pz$ meets $p(m)$ in some point $u$. As $p, u, l$ are coplanar, the line $pu$ is in $U$, so $z \in U$ and $m \subseteq U$. Hence Step 1.

From now on, we (may) assume that $m$ is not parallel to $p(m)$. As $p(m)$ lies in the plane $\langle p, m \rangle$, it meets the line $m$ in some point $b$. Observe that $a \notin p(m)$ by the assumption that $l$ and $m$ are not coplanar. Let $c_p$ be the unique point common to $m$ and the parallel to $p(m)$ passing through $p$. Clearly, all points of $m \setminus \{c_p\}$ belong to $U$.

**Step 2.** $l(x) \neq l(y)$.

Suppose $l(x) = l(y)$. The existence of $c$ implies that $m$ is not contained in $\pi$. The intersection $\langle l(x), m \rangle \cap \pi$ is contained in a line. But if it were a
line, one of the lines $xl(x)$, $yl(y)$ on $l(x) = l(y)$ in $(l(x), m)$ would meet it nontrivially, which is absurd in view of the definition of $l(x)$ and of $l(y)$. As $b$ is a member of the intersection, it follows that $(l(x), m) \cap \pi$ is the singleton $\{b\}$. In particular, if $x' \in xl(x)$ is distinct from $x$ and $l(x)$, then the line $x'y$ is a line on $y$ in $(l(x), m)$ distinct from $m$, so $x'y \cap \pi = \emptyset$, whence $x'y \subseteq U$ due to Step 1. Since there are at least two choices for $x'$, there are at least two lines on $y$ in $(l(x), m) \cap U$. Therefore every point of $(l(x), m)$ lies on a line joining $l(x)$ to a point of $U$, and hence belongs to $U$. It follows that $(l(x), m)$, and in particular $m$, is contained in $U$, contradicting $m \not\subseteq U$. This proves Step 2.

Let $p \in l\setminus \{a\}$. As $m \cap U$ has at least three points, Step 2 gives a point $u \in m\setminus \{b,c\}$ with $l(u) \neq p$, so $p(u)$ is a well-defined point of $\pi$. In particular, $p(m) = bp(u) = (p, m) \cap \pi$ is a line, and $c = c_p$. In view of Step 1, there is a unique point $p'$ on $p(m)$ with $pp' \parallel m$ inside $(p, m)$. Let $n(p)$ denote the line on $a$ in $\pi$ parallel to $p(m)$. Finally, write $\alpha(p) = \langle l, p' \rangle$ and $\beta(p) = \langle l, n(p) \rangle$.

Both planes lie in $U$.

**Step 3.** The planes on $l$ disjoint from $m$ and meeting $\pi$ in a line are precisely $\alpha(p)$ and $\beta(p)$.

Let $\gamma$ be a plane on $l$ meeting $\pi$ in a line $n$, say. If $\gamma \cap m = \emptyset$, then either $n \cap p(m) = \{p'\}$ or $n \parallel p(m)$, so $\gamma$ is equal to $\alpha(p)$ or to $\beta(p)$.

Conversely, as $a \in \alpha(p) \cap p(m)$, we have $\alpha(p) \cap m \subseteq \alpha(p) \cap (p, m) = pp' \parallel m$, so $\alpha(p) \cap m = \emptyset$. Suppose $q \in \beta(p) \cap m$. If $q \neq c$, then $pq$ meets $p(m)$ in a point. This point lies in $\beta(p) \cap p(m) = n(p)$. As $n(p) \parallel p(m)$, we obtain $n(p) = p(m)$, contradicting $a \not\in p(m)$. Consequently, $q = c$, and so $c \in \beta(p) \subseteq U$, a contradiction. Hence Step 3.

We now derive the final contradiction. Let $p_1$, $p_2$, $p_3$ be three distinct points of $l\setminus \{a\}$. Take distinct $i, j$ from $[3]$. If $\beta(p_i) = \beta(p_j)$, then $n(p_i) = n(p_j)$, so $p_i(m)$ and $p_j(m)$ (being parallel in $\pi$ and containing $b$) coincide; but then $(p_i, m) = (p_i(m), m) = (p_j(m), m) = (p_j, m)$, so $p_i = p_j$, a contradiction. According to Step 3, this forces $\alpha(p_i) = \beta(p_j)$ for each pair $i, j$ from $[3]$, which is clearly impossible. This establishes $m \not\subseteq U$.

As for the last assertion, suppose that $\rho$ is a plane on $l$ inside $U$. Pick a point $w \in \rho \setminus l$. As $w \in U$, it lies on a plane in $U$ containing $l$ and a line of $\pi$. This plane contains $w$ and $l$, so coincides with $l \cap m$ which shows that $\rho$ meets $\pi$ in a line. This ends the proof of the lemma.

**Theorem 6.4.8** Let $\Gamma$ be a $[3]$-geometry of type $AFL_3$ whose lines have at least four points. Then $\Gamma$ is isomorphic to the geometry $(P, L, \Pi, \star)$ obtained from an affine space $(P, L, \parallel)$, where $\Pi$ is the collection of all affine planes in $(P, L, \parallel)$ and $\star$ is symmetrized containment. Moreover, $(P, L, \parallel)$ is unique up to isomorphism.
6.5 Apartments

In this section, we consider geometries of type $A_n$ and derive transitivity of their automorphism groups on sets involving thin subgeometries called apartments. The precise statement is given in Proposition 6.5.6. This property will reappear in greater generality in Chapter 11.

Let $n$ be a positive integer and let $(W, S)$ be a Coxeter system of type $A_n$. In Lemma 4.5.16 it became clear that the thin chamber system $C(A_n)$ is residually connected. By the Chamber System Correspondence 3.4.6 it determines a thin $[n]$-geometry of type $A_n$. This geometry is also described in Example 4.1.3(i). By Theorem 4.2.8 any other thin $[n]$-geometry of type $A_n$ is a proper quotient of $\Gamma(C(A_n))$. The following lemma shows that no such quotients exist.

**Lemma 6.5.1** If $\Delta = (X_1, \ldots, X_n, *)$ is a thin $[n]$-geometry of type $A_n$, then $|X_1| = n + 1$ and $\Delta \cong (Y_1, Y_2, \ldots, Y_n, *)$ where $Y_i = \langle X_i \rangle$ for each $i \in [n]$ and $*$ is symmetrized inclusion.
Proof. If \( n = 1 \), then \(|X_1| = 2\), due to thinness and the lemma follows. We proceed by induction on \( n \). Suppose \( n > 1 \). By Proposition 5.4.2, and thinness, lines (elements of \( X_2 \)) can be viewed as unordered pairs from \( X_1 \). So, if \( x \in X_1 \), then, by the induction hypothesis for \( L_x \), there are \( n \) lines \( l \) on \( x \), each of which accounts for a single point in \( \text{Sh}_1(l) / \{x\} \). By Theorem 5.4.3, the \( n + 1 \) points (including \( x \)) so obtained, constitute all of \( X_1 \). It readily follows that \( X_i \) can be identified with the collection of subsets of \( X_1 \) of size \( i \). \( \square \)

We will reformulate the result in terms of chamber systems and make the connection with the Coxeter system \((W,S)\) more explicit. Recall from Definition 4.2.5 that the chambers of \( \mathcal{C}(M) \) are the members of \( W \) and that, for \( v, w \in W \) and \( s \in S \), we have \( v \sim_s w \) if and only if \( vs = w \). By Exercise 4.9.5 we may take the Coxeter system of type \( A_n \) to be \((W,S)\) with \( W = \text{Sym}_{n+1} \) and \( S = \{ (i,i+1) \mid i \in [n] \} \). There is no difference in the result if we start from the seemingly more general diagram \( L_n \) instead of \( A_n \).

Recall from Remark 4.2.15 that \( l \) denotes the length function on \( W \) with respect to \( S \).

Proposition 6.5.2 Let \( n \in \mathbb{N} \), \( n \geq 2 \), and let \( \Delta = (X_1, \ldots, X_n, *) \) be a thin \([n]\)-geometry of type \( L_n \). The chamber system \( \mathcal{C}(\Delta) \) over \([n]\) is isomorphic to \( \mathcal{C}(A_n) \). Let \((W,S)\) be the Coxeter system of type \( A_n \) consisting of the group \( W = \text{Sym}_{n+1} \) and the generating set \( S = \{ (i,i+1) \mid i \in [n] \} \). There is a right action of \( W \) on the chamber set of \( \mathcal{C}(\Delta) \) satisfying the following assertions for all chambers \( c, d \) of \( \mathcal{C}(\Delta) \).

(i) The element \( w \in W \) with \( d = cw \) is determined by
\[
w(i) = \min \{ j \in [n+1] \mid c_j \cap d_i \not\subseteq c_j \cap d_{i-1} \},
\]
where \( c_j \) denotes the element of \( \Delta \) of type \( i \) in \( c \), with the understanding that \( c_{-1} = \emptyset \) and \( c_{n+1} = X_1 \).

(ii) The distance between \( c \) and \( d \) in \( \mathcal{C}(\Delta) \) is given by
\[
l(w) = | \{ (i,j) \in [n+1] \times [n+1] \mid i < j \text{ and } w(i) > w(j) \} |,
\]
where \( w \) is as in (i).

Proof. The shadow space \( \text{ShSp}(\Delta, 1) \) (cf. Definition 2.5.1) is a linear space whose lines are thin. In any linear space wose lines are thin, three distinct points span a plane isomorphic to a clique on three elements, which is a projective plane. So, Corollary 5.4.4 applies and \( \Delta \) is a geometry is of type \( A_n \). By Lemma 6.5.1 and Exercise 4.9.5 this shows that \( \mathcal{C}(\Delta) \) is isomorphic to \( \mathcal{C}(A_n) \).

Explicitly, let \( X = [n+1] \) be the point set of \( \Delta \). Then a chamber is of the form \( c = \{ w_c(1), w_c(1), w_c(2) \}, \ldots, \{ w_c(1), \ldots, w_c(n) \} \} \), where \( w_c \in \text{Sym}_{n+1} \) and \( \{ w_c(1), \ldots, w_c(i) \} \in X_i \). With this notation we can describe the isomorphism \( \mathcal{C}(\Delta) \to \mathcal{C}(A_n) \) as the map \( c \mapsto w_c \).
(i). Using the above isomorphism, we find \( \{w_d(i)\} = d_i \setminus d_{i-1} \) and \( w_c^{-1}(x) = \min\{j \in [n+1] \mid x \in c_j\} \), so
\[
\{w_c^{-1}w_d(i)\} = \min \{j \in [n+1] \mid w_d(i) \in c_j\} \\
= \min \{j \in [n+1] \mid c_j \cap (d_i \setminus d_{i-1}) \neq \emptyset\} \\
= \min \{j \in [n+1] \mid c_j \cap d_i \subseteq c_j \cap d_{i-1}\},
\]
whence Statement (i).

(ii). In view of Lemma 4.2.4, the distance between \( c \) and \( d \) is \( l(w) \). By Corollary 4.5.5, this length equals the size of \( \Phi_w \) where \( \Phi \) is a root system of type \( A_n \). Using the presentation of \( \Phi^+ \) as the set of all \( \varepsilon_i - \varepsilon_j \in \mathbb{R}^{n+1} \) with \( 1 \leq i < j \leq n+1 \) as in Example 4.5.6, we derive that \( \Phi_w \) is the number of such roots for which \( w(\varepsilon_i - \varepsilon_j) = \varepsilon_{w(i)} - \varepsilon_{w(j)} \) satisfies \( w(i) > w(j) \). This establishes (ii).

In particular, every thin \([n]\)-geometry of type \( L_n \) is of Coxeter type. Let us now address the occurrence of thin \([n]\)-geometries of Coxeter type in arbitrary geometries related to simple matroids.

**Definition 6.5.3** Suppose that \( \Gamma = (X_1, X_2, \ldots, X_n, *) \) is an \([n]\)-geometry of type \( L_n \), and \( \Delta \) is a thin residually connected subgeometry of \( \Gamma \) of the same type. Then \( B := \text{Sh}_1(\emptyset, \Delta) \), the shadow on 1 of the empty flag in the geometry \( \Delta \), is a subset of \( X_1 \) of size \( n+1 \) such that the flat \( \langle B \rangle_\mathcal{F} \) of the simple matroid \( \mathcal{F} := \text{ShSp}(\Gamma, 1) \) (cf. Theorem 5.4.3) coincides with \( X_1 \). The geometry \( \Delta \) coincides with the subgeometry of \( \Gamma \) induced on \( \{\langle Y \rangle_\mathcal{F} \mid Y \subseteq B\} \). Conversely, each subset \( B \) of \( X_1 \) of size \( n+1 \) with \( \langle B \rangle_\mathcal{F} = X_1 \) determines a unique thin subgeometry with the same diagram as \( \Gamma \). We call such a set \( B \) a **frame** of \( \mathcal{F} \) and such a thin subgeometry \( \Delta \) an **apartment** of \( \Gamma \).

**Example 6.5.4** If \( \Gamma \) is the geometry of a projective or affine space of a vector space \( V \) of finite dimension, then a frame of \( \text{ShSp}(\Gamma, 1) \) corresponds to a basis of the space interpreted as a matroid (introduced in Definition 5.3.3). For the projective case, this means that the frame is strictly smaller than the projective basis of Definition 5.2.18. Thus, in \( \mathbb{P}(V) \), a frame is nothing but a set of projective points of a basis of \( V \). In \( \mathbb{A}(V) \), a frame is nothing but a collection of points corresponding to a basis of \( \mathbb{A}(V) \). In both cases, the automorphism group is transitive on the set of frames. Also, every chamber belongs to an apartment. But \( \mathbb{A}(V) \) and \( \mathbb{P}(V) \) differ when it comes to pairs of chambers. In \( \mathbb{A}(V) \), the existence of parallel lines prevents two arbitrary chambers from belonging to a common apartment. In fact, if \( \Gamma \) is a \([2]\)-geometry of type \( L \), then the statement that any two chambers can be embedded in an apartment is equivalent to the statement that \( \Gamma \) is a projective plane.
Hence since their types add up to \( n \). This is due to the fact that a Coxeter diagram of type \( A_n \) is also of type \( L_n \). Then, let us exploit these advantages to prove existence of apartments.

**Theorem 6.5.5** Let \( \Gamma = (X_1, X_2, \ldots, X_n, \ast) \) be an \([n]\)-geometry of type \( A_n \). Suppose that \( c \) and \( d \) are chambers of \( \Gamma \).

(i) There is an apartment containing both \( c \) and \( d \).

(ii) The map \( w_{c,d} : [n + 1] \to [n + 1] \) given by

\[
w_{c,d}(i) = \min\{ j \in [n + 1] \mid c_j \cap d_i \not\subseteq c_j \cap d_{i-1} \}\]

is a permutation of \([n + 1]\).

(iii) If \( e \) is a chamber on a minimal gallery from \( c \) to \( d \), then \( e \) is a member of each apartment containing both \( c \) and \( d \).

**Proof.** (i). The proof is by induction on the rank \( n \). For \( n = 2 \), the statement is easily verified (and referred to above). So, let \( n > 2 \). By the induction hypothesis, we can find a frame \( \{x_2, \ldots, x_{n+1}\} \) in \( \Gamma_{d_n} \) such that the flags \( \{d_1, \ldots, d_{n-1}\} \) and \( \{c_2 \cap d_n, \ldots, c_n \cap d_n\} \) are contained in the apartment corresponding to it. (Here, the intersection refers to the unique element found in Proposition 5.4.2 (iv).)

Suppose that \( c_1 \) and \( d_n \) are non-incident. Since \( c_1 \not\subseteq \langle x_2, \ldots, x_{n+1} \rangle = d_n \) (for otherwise \( c_1 \) and \( d_n \) would be incident), the set \( \{c_1, x_2, \ldots, x_{n+1}\} \) is a frame of \( \Gamma \) whose apartment \( \Delta \) contains both \( c_1 \) and \( d_n \). We will show that it also contains \( c \). Moreover, given \( j \in [n] \), we have \( \langle c_1, c_j \cap d_n \rangle \subseteq c_j \). Also, since \( c_1 \not\subseteq c_j \cap d_n \) and the type of \( c_j \cap d_n \) is at most one less than the type of \( c_j \), the elements \( \langle c_1, c_j \cap d_n \rangle \) and \( c_j \) have the same (matroid) dimension, so they coincide. As \( c_1 \) and \( c_j \cap d_n \) belong to \( \Delta \), so does \( c_j = \langle c_1, c_j \cap d_n \rangle \). Hence \( c \) is contained in \( \Delta \).

Next, suppose \( c_n = d_n \). For \( x_1 \in X_1 \setminus d_n \), the apartment determined by the frame \( \{x_1, \ldots, x_{n+1}\} \) is as required.

Finally, suppose that \( c_1 \) is incident with \( d_n \) and \( c_n \) is distinct from \( d_n \). Take \( i \in [n] \) to be minimal such that \( c_i \) is not incident with \( d_n \). Now \( i > 1 \) and \( c_{i-1} = c_i \cap d_n \). We can finish by adding any \( x_1 \in c_i \setminus c_{i-1} \) to \( x_2, \ldots, x_{n+1} \). Details are as before.

(ii). By (i), there is an apartment containing \( c \) and \( d \). This is a thin residually connected subgeometry of type \( A_n \) and so Proposition 6.5.2 applies. This gives the result.
(iii). The proof is by induction on the distance \( d_c \) in \( C(\Gamma) \) between \( e \) and \( d \). We take \( d \) and \( e \) distinct; otherwise there is nothing to show. Let \( \Delta \) be an apartment containing \( e \) and \( d \). It suffices to treat the case where \( e \sim_k d \) for some \( k \in [n] \). Thus, we have \( d_i = e_i \) for all \( i \neq k \), whence \( w_{c,d}(i) = w_{c,e}(i) \) for all \( i \neq k, k + 1 \). As \( d \) and \( e \) are distinct, this implies \( w_{c,d} = w_{c,e}(k, k + 1) \). In view of the Proposition 6.5.2(ii),

\[
|l(w_{c,d}) - l(w_{c,e})| = 1 .
\] (6.2)

Suppose now that \( d_C(c, e) = d_C(c, d) - 1 \). Then, by the induction applied to the pair \( c, e \), we have \( d_C(c, e) = l(w_{c,e}) \). Consequently, \( l(w_{c,e}) \leq l(w_{c,d}) - 1 \), and, by (6.2), equality follows. Thus, \( w_{c,d}(k + 1) = w_{c,e}(k) < w_{c,d}(k) \). Writing \( j = w_{c,d}(k + 1) \), we derive from (ii):

\[
c_j \cap e_{k-1} \subseteq c_j \cap e_k \quad \text{and} \quad c_j \cap e_{k-1} = c_j \cap d_k .
\]

Consequently, \( c_j \cap d_k = c_j \cap e_{k-1} \) is contained in \( c_j \cap e_k \subseteq c_j \cap d_{k+1} \). Comparing types (ranks), we see that \( c_j \cap e_k = c_j \cap d_{k+1} \), whence \( e_k = \langle e_{k-1}, c_j \cap e_k \rangle = \langle d_{k-1}, c_j \cap d_{k+1} \rangle \) (for \( c_j \cap e_k \not\subseteq e_{k-1} \)). Since \( d_{k-1} \) and \( c_j \cap d_{k+1} \) belong to \( \Delta \), so does \( e_k \). It follows that \( e \) is contained in \( \Delta \). 

**Proposition 6.5.6** Let \( n \) be a positive integer and let \( V \) be a vector space of dimension \( n + 1 \) over a division ring. In its action on \( PG(V) \), the group \( GL(V) \) is transitive on the set of all pairs of a chamber and an apartment containing the chamber.

*Proof.* It is known from Proposition 5.2.20 that the group \( G := GL(V) \) is transitive on the set of bases of \( V \). Since an apartment is uniquely determined by a frame, which in turn is uniquely determined by a basis of \( V \) (see Example 6.5.4), this implies that \( G \) acts transitively on the set of apartments of \( PG(V) \). Fix a standard basis \( \varepsilon_1, \ldots, \varepsilon_{n+1} \) of \( V \) and let \( N \) be the stabilizer of the frame in \( \mathbb{P}(V) \) determined by it. The chambers of the apartment \( \Delta \) determined by this frame correspond bijectively to the permutations of \( Sym_{n+1} \) in the manner described in Proposition 6.5.2. This means that \( w \in Sym_{n+1} \) corresponds to the chamber

\[
w_c := \{ \langle \varepsilon_{w(1)} \rangle, \ldots, \langle \varepsilon_{w(1)} \rangle, \ldots, \langle \varepsilon_{w(n)} \rangle \}
\]

of \( \Delta \). As a consequence, the linear transformation corresponding to the permutation \( w \) on the standard basis represents an element of \( N \) sending the chamber \( c_1 \) of \( \Delta \) to \( w_c \). This shows that \( N \) acts transitively on the set of chambers incident with \( \Delta \). 

**6.6 Grassmannian geometry**

In this section we introduce other ways of looking at projective spaces, namely shadow spaces of the geometry of subspaces of a projective space. Recall the notions of shadow and \( J \)-space of a geometry from Definition 2.5.1.
Definition 6.6.1 Let $\Gamma$ be a thick residually connected geometry of type $A_n$ for some $n \in \mathbb{N}, n \geq 2$. For $j \in [n]$, the Grassmannian of $\Gamma$ of type $j$ is the shadow space $\text{ShSp}(\Gamma,j)$ on $j$.

By Corollary 5.4.4 and Theorem 6.3.1, a geometry $\Gamma$ as in Definition 6.6.1 with $n \geq 3$ is of the form $\text{PG}(\mathbb{D}^{n+1})$ for some division ring $\mathbb{D}$. If $j = 1$ or $j = n$, the Grassmannian of type $j$ is the usual projective space $\mathbb{P}(\mathbb{D}^{n+1})$ or its hyperplane dual $\mathbb{P}((\mathbb{D}^{op})^{n+1})$. In general, its points are the $j$-dimensional subspaces of $\mathbb{D}^{n+1}$ and its lines are the non-empty collections of $j$-dimensional subspaces containing a $(j-1)$-dimensional and contained in a $(j+1)$-dimensional subspace of $\mathbb{D}^{n+1}$.

Proposition 6.6.2 Let $\Gamma$ be a thick residually connected geometry of type $A_n$ for some $n \in \mathbb{N}, n \geq 3$. For each $j \in \{2, \ldots, n-1\}$, the Grassmannian $Z = \text{ShSp}(\Gamma,j)$ satisfies the following properties.

(i) The distance between two points $x, y$ of $Z$ is $j - \tau(x \cap y)$, where $\tau$ is the type function of $\Gamma$.

(ii) The collinearity graph of $Z$ is connected of diameter $\min(j, n-j+1)$.

(iii) Suppose that $x$ is a point and $l$ is a line of $Z$ such that no point of $l$ is collinear with $x$. If there is a point collinear with $x$ and with each point of $l$, then the set of all such points is a line of $Z$.

Proof. By Corollary 6.3.2, we may assume $\Gamma = \text{PG}(V)$ for some vector space $V$ of dimension $n+1 \geq 4$. For each $i \in [n]$, elements of $\Gamma$ of type $i$ are subspaces of $V$ of (affine) dimension $i$. When viewed as points of $Z$, two $j$-dimensional subspaces $x$ and $y$ of $V$ are collinear, if and only if $\dim(x \cap y) = j - 1$. As $\Gamma$ is residually connected, the collinearity graph of $Z$ is connected (cf. Corollary 1.6.6).

(i). Put $k := d(x,y)$. For $k = 0$, this is obvious. Suppose $k > 0$. If $x$ and $y$ have distance $k$, there is a $j$-space $z$ collinear with $y$ such that the distance between $x$ and $z$ is $k-1$. By induction on $k$, the dimension of $x \cap z$ equals $j-k$ and by the observation above, $\dim(y \cap z) = j - k$. Hence $\dim(x \cap y) \geq \dim(x \cap z \cap y) \geq j - k$. But $\dim(x \cap y) > j - k$ would imply, by induction on $k$, that $x$ and $y$ are at mutual distance less than $k$, a contradiction. Hence $\dim(x \cap y) = j - k$. Conversely, if $\dim(x \cap y) = j - k$, pick a point $p \in x \setminus y$ and let $z$ be the subspace of $V$ spanned by $p$ and a hyperplane of $y$ containing $x \cap y$. The subspace $z$ of $V$ is $j$-dimensional whereas $\dim(x \cap z) \geq j - k + 1$ and $\dim(y \cap z) \geq j - 1$, so the distance between $x$ and $z$ is at most $k - 1$ and the distance between $z$ and $y$ is at most $k$, which shows that the distance between $x$ and $y$ is at most $k$. Again, using the induction hypothesis we can show by way of contradiction that the distance is not smaller than $k$.

(ii). Let $x$ be a point of $Z$, that is, a $j$-dimensional subspace of $V$. The number $\min(j, n+1-j)$ is the maximal possible codimension of the intersection of
x with another j-dimensional subspace of V. By (i) it follows that it is the diameter of Z.

(iii). Let \( v_{j-1} \) and \( v_{j+1} \) be subspaces of V, incident in \( P(V) \), and of dimensions \( j-1 \) and \( j+1 \), respectively, such that \( l \) consists of all j-dimensional subspaces incident with the flag \( \{ v_{j-1}, v_{j+1} \} \). Suppose that \( u \) is a point of Z collinear with \( x \) and with each point of \( l \). It is incident with either \( v_{j-1} \) or \( v_{j+1} \).

Going over to the dual geometry if necessary, we may (and will) assume that \( u \) contains \( v_{j-1} \). As \( x \) and \( u \) are collinear and distinct, \( x \cap u \) is a \( (j-1) \)-dimensional subspace of \( V \). Since \( x \cap u \) and \( v_{j-1} \) are both hyperplanes of \( u \), they meet in a \( (j-2) \)-dimensional subspace \( x \cap u \cap v_{j-1} \). But \( x \cap v_{j-1} \) is also \( (j-2) \)-dimensional as \( x \) is not collinear with a point of \( l \), so \( x \cap u \cap v_{j-1} = x \cap v_{j-1} \). Write \( w \) for the subspace of \( V \) spanned by \( x \) and \( v_{j-1} \). As they meet in a \( (j-2) \)-dimensional space, the dimension of \( w \) is \( j+1 \). Denote by \( m \) the line of \( Z \) determined by the flag \( \{ v_{j-1}, w \} \).

We claim that each point collinear with \( x \) and with each point of \( l \) belongs to line \( m \) consisting of all j-dimensional subspaces of \( V \) incident with \( \{ v_{j-1}, w \} \). Let \( p \) be such a point. If \( p \) is contained in \( v_{j+1} \), then \( x \cap p \), which is a \( (j-1) \)-dimensional subspace of \( V \), coincides with \( x \cap v_{j+1} \) (by a reasoning analogous to the one that showed \( x \cap u \cap v_{j-1} = x \cap v_{j-1} \) above, but for the dual geometry). But then \( x \cap p \) and \( v_{j-1} \) span a j-dimensional subspace of \( v_{j+1} \) (for the dimension is obviously \( j \) or \( j+1 \), while in the latter case, \( w = v_{j+1} \), contradicting \( u \in l \)), which is a point on \( l \) collinear with \( x \), a contradiction.

Now, \( p \) does not lie in \( v_{j+1} \) and, being collinear with each point of \( l \), must contain \( v_{j-1} \). A fortiori, \( p \) contains \( x \cap v_{j-1} \). Moreover, \( p \) is spanned by \( x \cap p \) and \( v_{j-1} \) and hence contained in the space spanned by \( x \) and \( v_{j-1} \), which is \( w \). Thus, being incident with both \( v_{j-1} \) and \( w \), the point \( p \) lies on \( m \). □

6.7 Root filtration spaces

In this section we study one more type of shadow space of a geometry of type \( A_n \). These are shadow spaces on \( \{1, n\} \), so their point sets are the incident pairs of a point and a hyperplane of a projective space. Although it may seem a surprise at first sight, the resulting line space fits best with other geometries related to groups of Lie type. The reason is that they all share a single axiomatic description: the root filtration space, introduced in Definition 6.7.2.

**Notation 6.7.1** Let \( x \) be an element of a set \( E \). For a relation \( X \) on \( E \), we denote by \( X(x) \) the set of all elements \( y \in E \) with \( (x, y) \in X \). If, in addition, \( y, z \in E \) and \( Y \subseteq E \), we write \( X(x, y) \) for \( X(x) \cap X(y) \), \( X(x, y, z) \) for \( X(x) \cap X(y) \cap X(z) \), and \( X(Y) \) for \( \bigcap_{y \in Y} X(y) \), etc.

We will be using a system \( (E_i)_{i \in I} \) of relations on \( E \). Using an ordering \(<\) of the indices on the relations, we write \( E_{\leq i} \) for \( \bigcup_{j \leq i} E_j \).
Definition 6.7.2 Let \((E, F)\) be a partial linear space. We call \((E, F)\) a root filtration space if there is a quintuple \((E_i)_{-2\leq i\leq 2}\) of disjoint symmetric relations partitioning \(E \times E\) that satisfy the following six conditions.

1. The relation \(E_{-2}\) is equality on \(E\).
2. The relation \(E_{-1}\) is collinearity (the adjacency relation in the collinearity graph; see Definition 2.5.12) of distinct points of \(E\).
3. For each \(i\), there is a map \(E_i \to E\), denoted by \((u, v) \mapsto [u, v]\) such that, if \((u, v) \in E_1\), then \(E_i(u) \cap E_j(v) \subseteq E_{i+j}(\{u, v\})\).
4. For each \((x, y) \in E_2\), we have \(E_{\leq 0}(x) \cap E_{-1}(y) = \emptyset\).
5. For each \(x \in E\), the subsets \(E_{\leq -1}(x)\) and \(E_{\leq 0}(x)\) are subspaces of \((E, F)\).
6. For each \(x \in E\), the subset \(E_{\leq 1}(x)\) is either all of \(E\) or a geometric hyperplane of \((E, F)\).

Given such a root filtration space \((E, F)\), we call a pair \((x, z) \in E\) hyperbolic if \(i = 2\), special if \(i = 1\), and polar if \(i = 0\). We also say that \(x\) and \(z\) commute if \(i \leq 0\). In line with Definition 2.2.1, we often write \(x \sim y\) instead of \((x, y) \in E_{-1}\).

If \((E, F)\) is a root filtration space satisfying the following two conditions with respect to the quintuple \((E_i)_{-2\leq i\leq 2}\), it is called nondegenerate.

7. For each \(x \in E\), the set \(E_2(x)\) is not empty.
8. The graph \((E, E_{-1})\) is connected.

Axiom (3) applied to \(x \in E_i(u) \cap E_j(v)\), will be referred to as the filtration around \(x\), Condition (4) applied to \((x, y) \in E_2\) and \((x, z) \in E_{\leq 0}\) with the conclusion \((y, z) \notin E_{\leq -1}\), as the triangle condition on \(x, y, z\).

Remark 6.7.3 In general, the quintuple of relations \((E_i)_{-2\leq i\leq 2}\) need not be uniquely determined by \((E, F)\), but Remark 6.7.17 will show that this is the case for nondegenerate root filtration spaces.

Condition (3) gives a kind of filtration around each point. According to Lemma 6.7.8(ii) below, \([u, v]\) is the unique point in \(E_{\leq -1}(u, v)\), so the map \([\cdot, \cdot]\) is uniquely determined by the relations \((E_i)_{-2\leq i\leq 2}\).

Condition (4) can be replaced by the statement that, for each \((x, y) \in E_2\), we have \(E_{\leq i}(x) \cap E_{\leq j}(y) = \emptyset\) whenever \(i + j < 0\); see Exercise 6.8.17.

Condition (5) can be replaced by the statement that \(E_{\leq -1}(x)\) is a subspace of \((E, F)\) for each \(i\); see Lemma 6.7.8(i) below. A space in which, for every line \(l\) and every point \(p\), the set of points of \(l\) collinear with \(p\) has size 0, 1 or coincides with \(l\), is called a gamma space. Condition (5) implies that \((E, F)\) is a gamma space.

Example 6.7.4 Consider the collinearity graph \((E, F)\) on the vertices of the 24-cell, the 4-dimensional polytope of Example 4.1.13(iv). It is a space with lines of size two. We claim it is a root filtration space and point out the relations \(E_i\). Fix a vertex \(x\) and consult Figure 4.6 and the distribution diagram in Figure 4.7. There are 8 neighbors forming a cube; these form the
set $E_{-1}(x)$. There are also 8 vertices at distance two to $x$ sharing exactly one neighbor with $x$; these constitute $E_1(x)$. For $y \in E_1(x)$, the vertex $[x,y]$ is unique common neighbor of $x$ and $y$. There are 6 more vertices at distance two from $x$; the common neighbors of $x$ and such a vertex form a quadrangle. These 6 vertices form $E_0(x)$. Finally, $E_2(x)$ is the singleton consisting of the unique vertex opposite (at distance three from) $x$, and, of course $E_2(x) = \{x\}$. This determines the system $(E_i)_{-2 \leq i \leq 2}$ completely.

**Definition 6.7.5** Two projective spaces $\mathbb{P}$ and $\mathbb{H}$ are said to be in duality if $\mathbb{H}$ is isomorphic to a subspace of the hyperplane dual $\mathbb{P}^*$ of $\mathbb{P}$ in such a way that the intersection in $\mathbb{P}$ of all hyperplanes of $\mathbb{P}$ corresponding to members of $\mathbb{H}$ is empty.

Let $\mathbb{P}$ and $\mathbb{H}$ be projective spaces in duality. Take $E$ to be the subset of $\mathbb{P} \times \mathbb{H}$ consisting of incident pairs. Let $F$ be the collection of all subsets of $E$ of the form $\{x\} \times L$ for $x$ a point and $L$ a line of $\mathbb{H}$ or of the form $l \times \{H\}$ for $l$ a line of $\mathbb{P}$ and $H$ a point of $\mathbb{H}$. The pair $(E,F)$ is a line space, denoted $E(\mathbb{P}, \mathbb{H})$.

**Remark 6.7.6** The definition suggests symmetry in the roles of $\mathbb{P}$ and $\mathbb{H}$. According to Exercise 6.8.16, this is indeed the case.

Suppose that, in the above definition, $\mathbb{P}$ has finite dimension $n$. Then $\mathbb{H}$ must be the hyperplane dual of $\mathbb{P}$, so, $E(\mathbb{P}, \mathbb{H}) \cong E(\mathbb{P}, \mathbb{P}^*)$. Moreover, $E(\mathbb{P}, \mathbb{P}^*)$ is the shadow space of type $\{1, n\}$ of the geometry of type $A_n$ associated with $\mathbb{P}$ as in Corollary 5.4.5. This is the setting of Example 2.5.3.

**Theorem 6.7.7** If $\mathbb{P}$ and $\mathbb{H}$ are projective spaces of dimension at least two in duality, then $E(\mathbb{P}, \mathbb{H})$ is a nondegenerate root filtration space.

<table>
<thead>
<tr>
<th>$i$</th>
<th>definition of $((p,H),(q,K)) \in E_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-2$</td>
<td>$p = q$ and $H = K$</td>
</tr>
<tr>
<td>$-1$</td>
<td>$p = q$ or $H = K$ but not both</td>
</tr>
<tr>
<td>$0$</td>
<td>$p \in K$ and $q \notin H$ but $p \neq q$ and $H \neq K$</td>
</tr>
<tr>
<td>$1$</td>
<td>$p \in K$ or $q \in H$ but not both</td>
</tr>
<tr>
<td>$2$</td>
<td>$p \notin K$ and $q \notin H$</td>
</tr>
</tbody>
</table>

**Proof.** Write $(E,F) := E(\mathbb{P}, \mathbb{H})$. The space is obviously partial linear. We partition $\widehat{E} \times \widehat{E}$ into five symmetric relations $\widehat{E}_i$ on $\widehat{E}$, indexed by $i \in \{-2,-1,0,1,2\}$ as in Table 6.2, where $(p,H)$ and $(q,K) \in \widehat{E}$, the point set of $E(\mathbb{P}, \mathbb{H})$. 


We verify the conditions of a root filtration space. Conditions (1) and (2) are immediate from the definition.

As for (3), suppose \((p, H), (q, K)\) \(\in E_1\). We define the map \([\cdot, \cdot]\) by describing \([p, H], (q, K)\] = \((q, H)\) if \(q \in H\), and \([p, H], (q, K)\] = \((p, K)\) if \(p \in K\).

For (4), suppose \((p, H), (q, K)\) \(\in E_2\). Then \(p \notin K\) and \(q \notin H\). If \((z, L) \in E_{<0}(p, H)\), then \(z \in H\) and \(p \in L\). So, if in addition \((z, L) \in E_{\leq 1}((q, K))\), then \(z = q\) or \(K = L\). The former is impossible as \(z \in H\) and \(q \notin H\), and the latter is impossible as \(p \notin K\) and \(p \in L\). Hence \(E_{<0}(p, H) \cap E_{\leq 1}((q, K)) = \emptyset\), proving (4).

The proof of (5) is left to the reader. We continue by verifying (6) with \(x = (p, H)\). Up to an interchange of the roles of points and hyperplanes for the pair \((\mathbb{P}, \mathbb{H})\) in duality, we may assume that the line is of the form \(l \times \{L\}\) for some line \(l\) of \(\mathbb{P}\) and a fixed \(L \in \mathbb{H}\). As \(H \cap L\) is a hyperplane of \(L\) and \(l\) is contained in \(L\), there is a point \(r \in l \cap H\). Now \((r, L)\) is a point of the line \(l \times \{L\}\) belonging to \(E_{\leq 1}(p, H)\), as required.

Let \((p, H) \in E(\mathbb{P}, \mathbb{H})\). As \(\mathbb{P}\) and \(\mathbb{H}\) are in duality, there is a hyperplane \(K \in \mathbb{H}\) that does not contain \(p\). Consequently, it is distinct from \(H\) and so there is \(q \in K \cap H\). Now \((q, K) \in E_2(p, H)\), proving (7).

Again, let \((p, H) \in E(\mathbb{P}, \mathbb{H})\) and suppose that \((q, K)\) is another point of this space. If \((q, K) \in E_2((p, H))\), then there is a point \(r \in H \cap K\) due to the assumption on the dimension. Now \((r, K) \in E_1((p, H)) \cap E_{\leq 1}((q, K))\). If \((q, K) \in E_1((p, H))\), then without loss of generality, we may assume \(p \in K\), and then \((p, K) \in E_{\leq 1}((p, H)) \cap E_{\leq 1}((q, K))\). If \((q, K) \in E_0((p, H))\), then \(p \in K\) and \(q \in H\), so \((q, H)\) is in \(E_{\leq 1}(p, H) \cap E_{\leq 1}((q, K))\). This proves that the graph \((E, E_{\leq 1})\) is connected. Hence (8).

Recall from Definition 2.5.13 that a singular subspace of a space is a subspace in which any two points are collinear. So, in a partial linear space, singular subspaces are linear.

**Lemma 6.7.8** In a root filtration space \((E, F)\) the following properties hold.

(i) For each \(i \in \{-2, \ldots, 2\}\) and each \(x \in E\), the subset \(E_{\leq i}(x)\) is a subspace of \((E, F)\).

(ii) If \((u, v) \in E_1\), then \([u, v]\) is the unique common neighbor of both \(u\) and \(v\) in the collinearity graph \((E, E_{-1})\) of \((E, F)\).

(iii) If \((u, v) \in E_1\), then \(E_0(u) \cap E_2(v) \subseteq E_1([u, v])\).

(iv) If \((x, y) \in E_0\) and \(z \in E_{-1}(y)\), then either \(z \in E_{<0}(x)\), or \(z \in E_1(x)\) and \(E_{-1}(x, y, z) = \{[x, z]\}\).

(v) If \((x, q)\) and \((u, z)\) belong to \(E_1\) whereas \(u = [x, q]\) and \(q = [u, z]\), then \((x, z) \in E_2\).

(vi) If \(P\) is a pentagon in the collinearity graph \((E, E_{-1})\) (that is, an induced subgraph isomorphic to a pentagon), then each pair of distinct non-collinear points of \(P\) is polar.
(vii) If \((u, v) \in E_1\), then \(E_{-1}(u) \cap E_0([u, v]) \subseteq E_1(v)\).

**Proof.**
(i). This is stated in Definition 6.7.2(5) for \(i = -1, 0\). It is trivial for \(i = -2\) and \(i = 2\) since singletons and the whole set \(E\) are subspaces. As a geometric hyperplane is a subspace, it follows from (6) for \(i = 1\).

(ii). By filtration around \(u\), we have \([u, v] \in E_{\leq -1}(u)\), and similarly \([u, v] \in E_{\leq -1}(v)\). By the disjointness assumption on \(E_1\) and \(E_{-1}\), the points \(u\) and \(v\) are not collinear, so \([u, v]\) does not coincide with \(u\) or \(v\). Suppose now that \(y\) is a point collinear with both \(u\) and \(v\). Then, by (3) we have \([u, v] \in E_{\leq -2}(y)\), which implies \(y = [u, v]\) by (1).

(iii). By (ii), \([u, v] \in E_{-1}(u, v)\). Let \(x \in E_0(u) \cap E_2(v)\). Applying (4) to \(x\) and \([u, v]\) we find \([u, v] \not\in E_2(x)\) and applying (4) to \(x\) and \(v\), we find \([u, v] \not\in E_{\leq 0}(x)\). Therefore, \(x \in E_1([u, v])\).

(iv). By (4), \(z \in E_{\leq 1}(x)\). Suppose \(z \in E_1(x)\), so \([x, z]\) is a point collinear with \(x\) and \(z\). Then, by (3) applied to \(y\), we find \([x, z] \in E_{-1}(y)\), so by (ii) the point \([x, z]\) is in \(E_{-1}(x, y, z)\), and the only point of \(E_{\leq -1}(z, x)\) is \([z, x]\).

(v). Observe that \((x, u, q, z)\) is a path in the collinearity graph of \((E, F)\). If \((x, z) \in E_{\leq 1}\), then by the filtration around \(x\), we find \(q = [u, v] \in E_{\leq 0}(x)\), contradicting the assumption \((q, x) \in E_1\). Hence, \((x, z) \in E_2\).

(vi). Let \(a, b, c, d, e\) be the points of \(P\), chosen so that \(\{e, a\}\) and successive pairs of points are collinear. By (v) and the fact that a pair of hyperbolic points has mutual distance at least three (possibly infinite) in the collinearity graph (a consequence of (4)), no two consecutive non-collinear pairs of the pentagon can be special. So at most two non-collinear pairs can be special. Therefore, after a suitable renaming of the points of \(P\), the pairs \((a, c)\) and \((a, d)\) may be assumed not special, whence polar. Now \(b, e \in E_{-1}(a)\) and \(c, d \in E_0(a)\), so \(P\) is contained in \(E_{\leq 0}(a)\). If \((b, d) \in E_1\), then, by (ii) and (iv), the point \(c = [b, d]\) is collinear with \(a\), contradicting that \(P\) is a pentagon. Therefore \((b, d) \in E_0\). Similarly, it can be shown that \((e, c) \in E_0\) and, finally, that \((b, e) \in E_0\).

(vii). Let \(y \in E_{-1}(u) \cap E_0([u, v])\). In view of the triangle condition on \([u, v]\), \(y, v\), we must have \(y \in E_{\leq 1}(v)\). If \(y\) and \(v\) commute, then \((y, [u, v]) \in E_{\leq -1}\) by the filtration around \(y\), a contradiction. Therefore, \(y \in E_1(v)\). □

As a consequence of Lemma 6.7.8, the point distribution diagram of a root filtration space has the form described in Figure 6.5. It is no coincidence that the picture resembles Figure 4.7 for the geometry of type \(F_4\) of Example 4.1.13. The relation is explained in Example 6.7.4.

**Example 6.7.9** Here are some degenerate examples of root filtration spaces. Every linear space is a trivial example of a root filtration space with \(E_i = \emptyset\) for \(i > 0\).

Every space without lines is a trivial example of a root filtration space with \(E_i = \emptyset\) for \(-2 < i < 2\) and \(E_2\) the relation of being distinct. Even if we keep
Example 6.7.10 Let \((E, F)\) be a generalized hexagon and let \(E_i\) for \(i = 1, 2\) be the set of pairs of points at mutual distance \(i + 1\). Put \(E_0 = \emptyset\). For \((x, y) \in E_1\) denote by \([x, y]\) the unique point collinear with both \(x\) and \(y\). The space \((E, F)\) is a nondegenerate root filtration space with respect to \((E_i)_{-2 \leq i \leq 2}\). Conversely, if \((E, F)\) is a nondegenerate root filtration space with \(E_0 = \emptyset\), then it is a generalized hexagon.

No generalized octagon is a nondegenerate root filtration space.

Example 6.7.11 Suppose that \((E^{(1)}, F^{(1)})\) and \((E^{(2)}, F^{(2)})\) are root filtration spaces. Let \(E\) be the disjoint union of \(E^{(1)}\) and \(E^{(2)}\) and let \(F\) be the disjoint union of \(F^{(1)}\) and \(F^{(2)}\). Then \((E, F)\) is a root filtration space with filtration \(E_0 = E_0^{(1)} \cup E_0^{(2)} \cup (E^{(1)} \times E^{(2)}) \cup (E^{(2)} \times E^{(1)})\) and \(E_i = E_i^{(1)} \cup E_i^{(2)}\) for \(i \neq 0\).

Lemma 6.7.12 Suppose that \((E, F)\) is a nondegenerate root filtration space. Let \((x, z) \in E_2\) and \((u, v) \in E_{-1} \cup E_0\) be such that \(x \in E_{-1}(u, v)\) and \(z \in E_1(u, v)\). For \(u' = [u, z]\) and \(v' = [v, z]\), we have \((u, v') \in E_0 \cup E_1\), \(u' \neq v'\), and \(u'\) commutes with \(v'\). Moreover, one of the following two cases prevails.

(i) \((u, v), (u', v') \in E_{-1}\) and \((u', v) \in E_0\);

(ii) \((u, v), (u', v') \in E_0\) and \((u', v), (u, v') \in E_1\), while \([u, v'] = [u', v]\).

Proof. By the triangle condition on \(u, v, v'\) and on \(u, v, u'\), we find \((u, v'), (v, u') \notin E_2\). As \((x, v') \in E_1\), the point \(v = [x, v']\) is the unique element in \(E_{-1}(x, v')\) by Lemma 6.7.8(ii). This proves \((u, v'), (v, u') \notin E_{-1}\). In particular, \((u, v') \in E_0 \cup E_1\), and similarly for \((v, u')\).
As \([x, u'] = u \neq v = [x, v']\), we have \(u' \neq v'\). The only alternative to \((u', v') \in E_{\leq 0}\) would be \((u', v') \in E_1\) with \([u', v'] = z\), in which case the filtration around \(u\) would imply \((u, z) \in E_{< 0}\) (notice that \(u \in E_{-1}(u') \cap E_{\leq 1}(v')\)), a contradiction. Therefore, \((u', v') \in E_{\leq 0}\). Similarly, \((u, v) \in E_{\leq 0}\).

(i). Suppose now \(u \sim v\). By Lemma 6.7.8(vi), the fact that \(z, v', v, u, u'\) cannot be a pentagon forces \(u' \sim v'\). Since \(u\) and \(v'\) are distinct points collinear with both \(u'\) and \(v\), we find \((u', v) \in E_0\), and similarly \((u, v') \in E_0\).

(ii). Suppose next \((u, v) \in E_0\). If \((u', v) \in E_0\), then Lemma 6.7.8(iv) gives \(E_{-1}(u', v, x) = \{u\}\), so \(u \sim v, x\), a contradiction. Hence \((u', v) \in E_1\). Similarly, \((u, v') \in E_1\). If \(u' \sim v',\) then as in (i), also \(u \sim v,\) a contradiction. Therefore, \((u', v') \in E_0\). Write \(y = [u, v']\). By Lemma 6.7.8(iv), \(E_{-1}(u, v, v') = \{y\}\), so \(y \sim v, v'\). Similarly, \(y \sim u, u'\), so \(y \in E_{-1}(u', v)\). It follows that \(y = [u', v]\). \(\square\)

**Lemma 6.7.13** The following three conditions regarding a root filtration space are equivalent.

(i) For each \((x, u) \in E_{-1}\), there exists a point in \(E_2(x) \cap E_1(u)\).

(ii) For each \((x, u) \in E_{-1}\), there exists a point in \(E_{-1}(u) \cap E_1(x)\).

(iii) For each point \(x\) with \(E_{-1}(x) \neq \emptyset\), there exists a point in \(E_2(x)\).

If the root filtration space is nondegenerate, then these conditions hold.

**Proof.** Once the equivalences are established, the final statement follows as (iii) is immediate from (8) of Definition 6.7.2.

(i)\(\Rightarrow\)(ii). Let \((x, u) \in E_{-1}\). Now take \(z \in E_2(x) \cap E_1(u)\) as in (i). By Lemma 6.7.8(ii), \(v = [u, z]\) is collinear with \(u\) and by filtration around \(x\) it belongs to \(E_{\leq 1}(x)\). But \(v \in E_{< 0}(x)\) would contradict (4), the triangle condition on \(x, v,\) and \(z\). Therefore, \(v \in E_1(x)\).

(ii)\(\Rightarrow\)(iii). Assume \((x, u) \in E_{-1}\). By (ii), there are \(q \in E_{-1}(u) \cap E_1(x)\) and \(z \in E_{-1}(q) \cap E_1(u)\). By Lemma 6.7.8(v), \(z \in E_2(x)\).

(iii)\(\Rightarrow\)(i). Let \((x, u) \in E_{-1}\). Take \(a \in E_2(x)\). As \(E_{\leq 1}(a)\) is a hyperplane there is a unique point \(y\) of \(E_{\leq 1}(a)\) on the line \(xy\). We are done if \(y = u\). Therefore we assume that \(u \in E_2(a)\). As in the proof of implication (i)\(\Rightarrow\)(ii) we see that \(y \in E_1(a)\) and for \(v' = [a, y]\) we have \(v' \in E_1(u) \cap E_{-1}(y)\).

Let \(w \in E_2(y)\). There is a unique point \(v\) of \(E_{\leq 1}(w)\) on the line \(v'y\). Observe that \((v, u) \in E_1\). Again, \((v, w) \in E_1\) and for \(z' = [v, w]\) we have \(z' \in E_1(y)\). Together with the previous observation, by Lemma 6.7.8(v), this implies \((z', u) \in E_2\). We also have \(z' \in E_{-1}(w)\) and hence there is a unique point \(z \neq z'\) on the line \(z'w\) which is in \(E_{\leq 1}(u)\). As \(w \in E_2(y)\) the point \(z'\) is the unique point of \(z'w \cap E_{\leq 1}(y)\), so \(z \in E_2(y)\). This implies that \(u\) is the unique point of \(E_{\leq 1}(z)\) on the line \(xy = xu\). In particular, as \(x \neq u\), we have \(x \in E_2(z)\). Thus, \(z \in E_2(x) \cap E_1(u)\), as required. \(\square\)

The third condition means that \(E_{\leq 1}(x)\) is a geometric hyperplane if \(x\) lies on a line.
Lemma 6.7.14 Let \((E, F)\) be a root filtration space with \((u, v) \in E_1\) and \(y \in E_0([u, v], u, v)\). If \(E_{-1}(v, y) \neq \emptyset\), then \(E_{-1}([u, v], y) \neq \emptyset\).

Proof. Put \(x = [u, v]\). Suppose \(E_{-1}(x, y) = \emptyset\) and \(w \in E_{-1}(v, y)\). Then \(w \not\in E_{\leq -1}(x)\). By the triangle condition for \(w, y, w\), we must have \(u \in E_{\leq 1}(w)\).

Assume that \(u \in E_{\leq 0}(w)\). Then the filtration around \(w\) gives \(x = [u, v] \in E_{\leq -1}(w)\). Consequently, \((u, w) \in E_1\), so, by Lemma 6.7.8(vi), the 5-circuit \(x, u, [u, w], w, v\) cannot be a pentagon. This forces \([u, w] \in E_{\leq -1}(x)\) (observe that \([u, w] \not\in E_{\leq -1}(v)\), for otherwise \([u, w] = [u, v] = x\) would be collinear with \(w\) and, in view of the filtration around \(y\), also \([u, w] \in E_{\leq -1}(y)\), a contradiction. \(\square\)

Under mild conditions, an arbitrary root filtration space can be deconstructed in the vein of Example 6.7.11.

Lemma 6.7.15 If \((E, F)\) is a root filtration space satisfying (7), then \((E, F)\) is the disjoint union of connected subspaces \(B_i\) such that \(B_i \times B_j \subseteq E_0\) whenever \(i \neq j\) unless \(B_i \times B_j \subseteq E_2\), in which case \(B_i\) and \(B_j\) are singletons. Moreover, if \(x, y \in E_0\) for some \(i\) and \((x, y) \in E_0\) then \(E_{-1}(x, y) \neq \emptyset\).

Proof. We first show that \(E_1(x) \cup E_2(x)\) is contained in the connected component of \(x\) in \((E, E_{-1})\), except possibly when there is no line on \(x\). If \(z \in E_1(x)\), then there is the path \(x, [x, z], z\). If \(z \in E_2(x)\), and \(l\) is a line on \(x\) then there is a path \(x, v, [v, z], z\) where \([v] = l \cap E_{\leq 1}(z)\) by (6). Therefore, either \(z\) is connected to \(x\) by a path in \((E, E_{-1})\) or \([x]\) is a connected component in \((E, E_{-1})\) (in which case the same argument can be applied with the roles of \(z\) and \(x\) interchanged).

Suppose \((x, y) \in E_0\) and \(E_{-1}(x, y) = \emptyset\). We show that \(x\) and \(y\) lie in different components of \((E, E_{-1})\). Let \(v \in E_{-1}(x)\). Then \(v \in E_{\leq 0}(y)\) by the triangle condition and Lemma 6.7.8(iv). By Lemma 6.7.13, there exists \(u \in E_1(v)\) such that \(x = [u, v]\). By the argument for \(v\) applied to \(u\), we also have \((u, y) \in E_0\). Lemma 6.7.14 gives \(E_{\leq -1}(y, v) = \emptyset\). So the pair \((v, y)\) inherits the property of having no common collinear points from the pair \((x, y)\). Since \(v\) was chosen to be an arbitrary point collinear with \(x\), we find that \((v, y) \in E_0\) and \(E_{-1}(v, y) = \emptyset\) for all points of the connected component of \(x\) in \((E, E_{-1})\). Varying \(y\) in the same way, we find the required assertion. \(\square\)

Lemma 6.7.16 Suppose that \((E, F)\) is a nondegenerate root filtration space. Assume \((x, y) \in E_0\) and \(u \in E_{\leq -1}(x, y)\). There exists \(v \in E_{\leq -1}(x, y)\) such that \(v\) is not collinear with \(u\). In particular, every polar pair \((x, y)\) is contained in a quadrangle.

Proof. By Lemma 6.7.13 and nondegeneracy of \((E, F)\), there exists \(y' \in E_{-1}(y) \cap E_1(u)\). Then \(y = [u, y']\) and Lemma 6.7.8(vii) gives \(y' \in E_1(x)\). Set \(v = [x, y']\). Then \(v \in E_{-1}(x)\). Furthermore, because of the filtration
around \( y \), we also have \( v = [x, y'] \in E_{\leq -1}(y) \). Thus \( v \in E_{\leq -1}(x, y) \). Also, \( y' \in E_1(u) \) and \( y' \in E_{-1}(v) \) exclude the possibility of \( v \in E_{\leq -1}(u) \). This proves the first assertion. The second one follows from Lemma 6.7.15.

**Remark 6.7.17** The relations \((E_i)_{-2 \leq i \leq 2}\) and the map \([\cdot, \cdot] : E_i \to E\) of a nondegenerate root filtration space \((E, F)\) are fully determined by the space \((E, F)\) itself. For, thanks to Lemma 6.7.16, \( E_{-1}, E_0 \cup E_1 \), and \( E_2 \) are the relations of having distance 1, 2, and 3 in the collinearity graph of \((E, F)\), and, for \( x, y \in E \) at mutual distance two, we have \( x \in E_1(y) \) if and only if \( x \) and \( y \) have a unique common neighbor (which coincides with \([x, y]\)). Therefore, we will often introduce a nondegenerate root filtration space without explicit mention of the system \((E_i)_{-2 \leq i \leq 2}\).

**Lemma 6.7.18** Let \((E, F)\) be a nondegenerate root filtration space. For \((x, y) \in E_0\) the following two statements hold.

(i) \( E_{-1}(x) \cap E_1(y) \neq \emptyset \).

(ii) \( E_2(x) \cap E_0(y) \neq \emptyset \).

**Proof.** (i). By Lemma 6.7.15 and (8), there is \( u \in E_{-1}(x, y) \). By Lemma 6.7.13, there exists \( v \in E_{-1}(x) \cap E_1(u) \). By Lemma 6.7.8(vii), \( y \in E_1(v) \).

(ii). By (i), there is \( u \in E_{-1}(y) \cap E_1(x) \). Set \( v = [x, u] \). Parts (ii) and (iv) of Lemma 6.7.8 give \( v \in E_{-1}(x, y, u) \). By (7) and Lemma 6.7.13, there exists \( w \in E_2(v) \cap E_1(y) \). By (6) there is a point \( u' \) on the line \( vu \) such that \((u', w) \in E_1 \). Set \( z = [w, u'] \). We are going to show that \( z \in E_2(x) \cap E_0(y) \). By filtration around \( y \), we must have \( z \in E_{\leq 0}(y) \). The triangle condition for \( v, z, w \) shows that \( z \notin E_{\leq 0}(z) \). Since \( u' \in E_{\leq -1}(v, z) \), we find \( (v, z) \in E_1 \) and hence \( u' = [v, z] \). By Lemma 6.7.8(v) applied to the pairs \((x, u')\) and \((v, z)\) of \( E_1 \), we obtain \( z \in E_2(x) \). From \( y \in E_{\leq 0}(z) \) and the triangle condition for \( x, y, z \), we conclude \( y \in E_0(z) \).

We give an important consequence of Lemma 6.7.12 for the nondegenerate case.

**Lemma 6.7.19** Let \((E, F)\) be a nondegenerate root filtration space. For every pair \((v, w) \in E_{-1}\), the set \( E_{\leq -1}(v) \cap E_{\leq 0}(w) \) is a geometric hyperplane of \( E_{\leq -1}(v) \).

**Proof.** By Lemma 6.7.13(ii), the intersection \( E_{-1}(v) \cap E_1(w) \) is nonempty and hence \( E_{\leq -1}(v) \cap E_{\leq 0}(w) \) is a proper subspace of \( E_{\leq -1}(v) \). To see that it is a geometric hyperplane let \( xu \) be a line in \( E_{\leq -1}(v) \). If \( x \) does not lie in \( E_{\leq 0}(w) \), then \( x \in E_1(w) \) and \( v = [x, w] \). Use Lemma 6.7.13(ii) and pick \( z \in E_{-1}(w) \cap E_1(v) \). By Lemma 6.7.8(v), \( (x, z) \in E_2 \) and, by (6), there is a point \( s \) on the line \( xu \) such that \( (z, s) \in E_1 \). Now \( w = [z, v] \) and Lemma 6.7.12 gives \( s, w \in E_0 \). We conclude \( s \in xu \cap E_{\leq -1}(v) \cap E_{\leq 0}(w) \).
Example 6.7.20 Let $(\mathbb{P}, \mathbb{H})$ be a pair of thick projective spaces in duality. The root filtration space $E(\mathbb{P}, \mathbb{H})$ of Definition 6.7.5 satisfies two more remarkable properties.

1. If $l \times \{H\}$ is a line of $E(\mathbb{P}, \mathbb{H})$, then $\mathbb{P} \times \{H\}$ is the unique maximal singular subspace containing this line.
2. If $(p, H)$ is a point of $E(\mathbb{P}, \mathbb{H})$, then $\mathbb{P} \times \{H\}$ and $\{p\} \times \mathbb{H}$ are the only maximal singular subspaces containing this point.

In order to characterize the root filtration spaces coming from a pair of projective spaces in duality, we will work with these properties.

Notation 6.7.21 For a set $M$ of points and a point $x$ of a root filtration space, we write $C_M(x) = M \cap E_{\leq 0}(x)$. Moreover, if $X$ is also a set of points, we write $C_M(X) = \bigcap_{x \in X} C_M(x)$.

Lemma 6.7.22 Let $(E, F)$ be a nondegenerate root filtration space in which every line is contained in a unique maximal singular subspace. For each maximal singular subspace $M$ of $(E, F)$ and each $v \in E \setminus M$, exactly one of the following holds.

1. $M \cap E_1(v)$ is a geometric hyperplane of $M$ and $M \subseteq E_1(v) \cup E_2(v)$.
2. $C_M(v)$ is a geometric hyperplane of $M$, there is a unique point $u$ of $M$ such that $E_{-1}(v) \cap M = \{u\}$ and $M \subseteq E_{\leq 1}(v)$.

Proof. Obviously, case (i) holds if and only if $E_2(v) \cap M \neq \emptyset$. Assume, therefore, $M \subseteq E_{\leq 1}(v)$.

We claim that if $ab$ is a line inside $M$, then $C_{ab}(v) \neq \emptyset$. To see this, assume the contrary, so $ab \subseteq E_1(v)$, and set $a' = [a, v]$ and $b' = [b, v]$. Then $(a', b) \in E_{\leq 0}$ by the filtration around $b$ and either $b' \sim a'$ or $b' = a'$ by the filtration around $a'$. If $b' = a'$ then by Lemma 6.7.19 there is a point in $C_{ab}(v)$, contrary to assumption. Thus $a' \sim b'$. We also have $(a', b) \in E_0$ since $a' \sim b$ would lead to $a' = b'$ due to Lemma 6.7.8(ii). By Lemma 6.7.18(ii), there exists $z \in E_2(a') \cap E_0(b)$. Then $(z, a) \in E_1$. Set $x = [z, a]$. By the filtration around $b$, we have $x \sim b$. As also $x \sim a$, the point $x$ belongs to $M$, the unique maximal singular subspace containing $ab$. The point $x$ cannot commute with $a'$ (by the triangle condition for $z, x, a'$) and $(x, a') \in E_2$ is also excluded (by the triangle condition for $a, x, a'$). Thus $(a', x) \in E_1$ and $a = [a', x]$. Finally, the pair $(x, v)$ is hyperbolic by Lemma 6.7.8(v) applied to the path $x, a, a', v$, a contradiction to $M \subseteq E_{\leq 1}(v)$. This settles the claim.

By the claim and Definition 6.7.2(5), $C_M(v)$ is a geometric hyperplane of $M$ or all of $M$. Assume that there exists a point $u \in M$ such that $u \sim v$. (By uniqueness of $M$ on any line, there is at most one such point.) By Lemma 6.7.13(ii), there is $v' \in E_{-1}(v) \cap E_1(u)$ (and hence $v = [u, v']$). If there is $w \in C_M(v')$, then the filtration around $w$ gives $w \sim [u, v'] \in v$, whence $w = u$. 


and \( w \not\in E_{\leq 0}(v') \), a contradiction. Thus \( v' \) does not commute with any point of \( M \) and hence, by the claim, there exists \( x \in M \cap E_2(v') \). By the triangle condition for \( x, v, v' \), the points \( x \) and \( v \) cannot commute. Consequently, \( C_{M}(v) \) is indeed a geometric hyperplane of \( M \).

As \( C_{M}(v) \) contains a hyperplane of \( M \) and \( M \) contains a line, there exists \( y \in C_{M}(v) \). In view of the above it is sufficient to show that \( M \) also contains a point collinear with \( v \). Pick \( w \in E_{\leq 1}(y, v) \). Then, by the previous discussion, there exists a point \( x \in M \) such that \( (x, w) \in E_1 \) and \( y = [x, w] \). If \( v \) and \( x \) commute then, by the filtration around \( v \), we have \( v \sim [w, x] = y \), contrary to assumption. Thus \( (x, v) \in E_1 \). Also, by the filtration around \( y \), we have \( y \sim [x, v] \). But \( x \sim [x, v] \) as well, so \( [x, v] \) is in the unique maximal singular subspace containing \( xy \), that is, \( M \). As \( [x, v] \) is also collinear with \( v \), it is a point as required. \( \Box \)

**Lemma 6.7.23** Suppose that each line is contained in a unique maximal singular subspace of the nondegenerate root filtration space \( (E, F) \). If \( (u, v) \in E_0 \) and \( x \in E_{\leq -1}(u, v) \) then \( E_{\leq 0}(u, v) \subseteq E_{\leq 0}(x) \). If, moreover, \( y \in E_{\leq -1}(u, v) \) is distinct from \( x \), then \( (x, y) \in E_0 \) and \( E_{\leq 0}(u, v) = E_{\leq 0}(x, y) \).

**Proof.** Assume \( w \in E_{\leq 0}(u, v) \setminus E_{\leq 0}(x) \). The only possibility for the relation of \( x \) and \( w \) is that they are special (use the triangle condition on \( x, v, w \)). Set \( z = [x, w] \). The filtration around \( u \) gives \( z \in E_{\leq -1}(u) \). Similarly, \( z \in E_{\leq -1}(v) \). As \( (u, v) \) is a polar pair, the equalities \( z = u \) and \( z = v \) are impossible, so \( z \in E_{-1}(u, v) \). It follows that the line \( xz \) is contained in the planes \( (x, z, u) \) and \( (x, z, v) \). Since the union of these planes does not generate a singular subspace, we have reached a contradiction. This establishes the first assertion.

Suppose now that \( y \) satisfies the hypotheses stated. By the first assertion, \( E_{\leq 0}(u, v) \subseteq E_{\leq 0}(x, y) \). Clearly, \( (x, y) \in E_{\leq 0} \), so the assumptions on \( y \) and on the uniqueness of the maximal singular subspace on a line imply \( (x, y) \in E_0 \). We can therefore apply the first assertion to \( x \) and \( y \) instead of \( u \) and \( v \) to obtain \( E_{\leq 0}(x, y) \subseteq E_{\leq 0}(u, v) \). \( \Box \)

**Lemma 6.7.24** Suppose that each line is contained in a unique maximal singular subspace of the nondegenerate root filtration space \( (E, F) \). Assume further \( (x, y) \in E_0 \) and \( u, v \in E_{\leq -1}(x, y) \) with \( u \neq v \). Let \( u' \) be a point of the line \( yu \). There exists a (unique) point \( v' \) on the line \( vx \) such that \( u' \sim v' \).

The line \( yu \) exists as the points \( u \) and \( y \) are collinear by assumption and distinct as \( u \in E_{\leq -1}(x) \) and \( y \in E_0(x) \).

**Proof.** Let \( M_1 \) be the unique maximal singular subspace of \( (E, F) \) containing \( xu \) and let \( M_2 \) be the analog for \( xv \). By Lemma 6.7.23, \( C_{M_2}(\{u, v\}) = C_{M_2}(\{x, y\}) \), so \( C_{M_2}(u) = C_{M_2}(\{u, v\}) = C_{M_2}(\{x, y\}) = C_{M_2}(y) \).

For \( i = 1, 2 \), consider the map \( \sigma_i : M_i/\{x\} \to (M_{2-i}/\{x\})^* \) defined by \( \sigma(zx) = C_{M_{2-i}}(z)/\{x\} \) for \( z \in M_i \). Clearly, \( z_{2-i}x \in \sigma_{2-i}(z, x) \) if and only
if \( z \in \sigma_i(z_2, x) \). We claim that \( \sigma_i \) is injective. Suppose \( u, u' \in M_i \backslash \{x\} \) are such that \( u x \) and \( u' x \) are distinct and \( \sigma_i(u x) = \sigma_i(u' x) \). Thus, \( E_1(u) \cap M_{2-1} = E_1(u') \cap M_{2-1} \), which contains a point \( z \) in view of Lemma 6.7.22(ii). By Lemma 6.7.13(ii) there is \( h \in E_1(x) \cap E_{-1}(z) \). Lemma 6.7.8(v) shows \((u_i, h) \in E_2 \). In particular, the line \( u_1 u_2 \) meets the geometric hyperplane \( E_{-1}(h) \) in a single point \( a \in E_1(h) \). Put \( b = [a, h] \). The 5-circuit \( a, b, h, z, x \) contains the pair \((a, h)\) from \( E_1 \), so by Lemma 6.7.8(vi), two of its points are collinear. The only possibility is \( z \sim h \) (for instance, \( a \sim z \) would lead to the contradiction \( x = [u_1, z] = a \)). But then, \( C_{M_{2-1}}(a) \) would contain \( (C_{M_{2-1}}(u_1) \cup \{z\}) = M_{2-1} \), contradicting Lemma 6.7.22(ii). This establishes the claim that \( \sigma_i \) is injective.

As a consequence, we can apply Exercise 6.8.22 to the spaces \( M_1 / \{x\}, M_2 / \{x\} \) and maps \( \sigma_1, \sigma_2 \). We find \( x u = C_{M_1}(C_{M_2}(u)) = C_{M_1}(C_{M_2}(y)) \). By symmetry, we also have \( x v = C_{M_2}(C_{M_1}(y)) \).

If \( u' = u \), then \( v' := x \) is as required. If \( u' \neq u \), then \( C_{M_1}(u') = C_{M_1}(y) \).

Let \( v' \) be the unique point of \( M_2 \) collinear with \( u' \), so \( v' \neq x \). The preceding argument, applied to \( x, u', u, \) and \( v' \) shows that \( x v' = C_{M_2}(C_{M_1}(u')) = C_{M_2}(C_{M_1}(y)) = xv \). Therefore \( v' \) must be on the line \( x v \).

**Definition 6.7.25** According to Definition 5.3.1, the dimension of a line space is two less than the length of a maximal chain of subspaces. The singular dimension of a partial linear space is the supremum of all dimensions of its singular subspaces.

**Theorem 6.7.26** Suppose that \((E, F)\) is a nondegenerate root filtration space of singular dimension at least two such that

1. each line is on a unique maximal singular subspace and
2. every point belongs to precisely two maximal singular subspaces.

The collection of maximal singular subspaces can be partitioned into two sets \( M_1 \) and \( M_2 \) such that any two members of the same part are disjoint. Each \( M_i \) carries the structure of a projective space whose lines are the members of the class containing exactly one point each of a line in \( F \). Moreover, the spaces \( M_2 \) and \( M_1 \) are in duality via \( M \mapsto \{K \in M_{2-1} \mid |K \cap M| = 1\} \) \((M \in M_1)\), and \((E, F)\) is isomorphic to \( E(M_1, M_2) \).

In particular, if the singular dimension of \((E, F)\) is finite, say \( n - 1 \) (so \( n \geq 3 \)), and all lines are thick, then \((E, F)\) is the shadow space of an \( [n] \)-geometry of type \( \Lambda_n \) on \( \{1, n\} \).

**Proof.** We say that two maximal singular subspaces of \( E \) are **parallel** if either \( M_1 = M_2 \) or \( M_1 \cap M_2 = \emptyset \) and there exist points \( x_1 \in M_1 \) and \( x_2 \in M_2 \) with \( x_1 \) collinear with \( x_2 \).

**Step 1.** If \( M_1 \) and \( M_2 \) are distinct parallel maximal singular subspaces of \( E \), then there exist geometric hyperplanes \( H_i \) of \( M_i \) such that for every point \( z_1 \in H_1 \) there exists a (unique) point \( z_2 \in H_2 \) such that \( z_1 \sim z_2 \) and vice versa.
Let \( x_1, x_2 \) be points of \( M_1 \) and \( M_2 \), respectively, such that \( x_1 \sim x_2 \). Set \( H_1 = C_{M_1}(x_2) \) and \( H_2 = C_{M_2}(x_1) \). For \( z_1 \in H_1 \setminus \{x_1\} \), the pair \((x_2, z_1)\) is polar, so by Lemma 6.7.22 there exists a (unique) point \( z_2 \in M_2 \cap E_{-1}(z_1) \). As \( z_1, x_2 \in E_{\leq -1}(x_1, z_2) \), the pair \( x_1, z_2 \) must be polar, whence \( z_2 \in C_{M_2}(x_1) = H_2 \).  

**Step 2.** Being parallel is a transitive relation. 

Let \( M_1, M_2, M_3 \) be distinct maximal singular subspaces of \((E, F)\) such that \( M_1 \) is parallel to \( M_2 \) and \( M_2 \) is parallel to \( M_3 \). By Lemma 6.7.24 and dimension considerations there exist points \( x_i \in M_i \) such that \( x_1 \sim x_2 \) and \( x_2 \sim x_3 \). As \( M_2 \cap M_1 = \emptyset \) the line \( x_1 x_2 \) is not contained in \( M_2 \). The same holds for the line \( x_2 x_3 \). Therefore the points \( x_1 \) and \( x_3 \) are contained in the other maximal singular subspace through \( x_2 \). In particular, \( x_1 \) and \( x_3 \) are either equal or collinear. Equality cannot happen: then \( M_1 \) and \( M_3 \) would be two distinct maximal singular subspaces on \( x_1 \) not containing the line \( x_1 x_2 \), and \( M \) would be a third, contradicting (2). Thus we have \( x_1 \sim x_3 \). Assume that \( M_1 \cap M_3 \) is not empty. Then it must be a singleton \( z \notin \{x_1, x_3\} \). Then \( x_1, x_3, z \) are pairwise collinear, so they are contained in a maximal singular subspace \( M \). As \( M \) contains the lines \( x x_1 \) and \( x x_3 \), it must be equal to both \( M_1 \) and \( M_3 \), contrary to assumption. Thus \( M_1 \) and \( M_3 \) are disjoint, and therefore parallel. 

**Step 3.** Let \( M \) be a maximal singular subspace of \((E, F)\) and \( x \in E \setminus M \). There is a maximal singular subspace parallel to \( M \) through \( x \). 

Assume first that \( x \) is in hyperbolic relation with a point of \( M \). Then, by Lemma 6.7.22, none of the maximal singular subspaces through \( x \) intersects \( M \) and there is a point \( x_1 \in M \cap E_1(x) \). Set \( x_2 = [x, x_1] \) and let \( N \) be the maximal singular subspace containing the line \( x x_2 \). Then \( N \) is as required.

Next assume that no point of \( M \) is hyperbolic with \( x \). Again by Lemma 6.7.22 there is a point \( x_1 \) of \( M \) collinear with \( x \). The maximal singular subspace through \( x \) not containing the line \( x_1 x \) is as required.

We have shown that there are exactly two classes of parallel maximal singular subspaces: Fix a point \( y \in E \), let \( M_1 \) and \( M_2 \) be the maximal singular subspaces on \( y \), and let \( \mathcal{M}_1 \) be the class of \( M_1 \) and \( \mathcal{M}_2 \) the class of \( M_2 \). Then for every point \( x \in E \), one of the maximal singulars containing \( x \) belongs to \( \mathcal{M}_1 \) while the other belongs to \( \mathcal{M}_2 \).  

**Step 4.** Let \( i \in \{1, 2\} \), and let \( M \) and \( N \) be distinct members of \( \mathcal{M}_i \). For collinear points \( x_1 \in M \) and \( x_2 \in N \), define the line \( MN \) of \( \mathcal{M}_i \) as the set of the maximal singular subspaces in \( \mathcal{M}_i \) intersecting the line \( x_1 x_2 \). This definition is independent of the choice of \( x_1 \) and \( x_2 \). Moreover, with this definition of lines, \( \mathcal{M}_i \) is a projective space.

Suppose that \( z_1 \in M \) and \( z_2 \in N \) are also collinear. Assume that \( K \) is a member of \( \mathcal{M}_i \) distinct from \( M \) and \( N \) and intersecting the line \( x_1 x_2 \) in the point \( x_3 \). We will show that \( K \) also meets \( z_1 z_2 \). This is obvious if \( z_1 z_2 = x_1 x_2 \), so suppose this is not the case. If \( x_1 = z_1 \) and \( x_2 \neq z_2 \), then \( x_1, x_2, \) and \( z_2 \) span a singular plane containing the line \( x_2 z_2 \) in \( N \), so the plane must be
contained in $N$, contradicting $M \cap N = \emptyset$. Therefore, $x_1 \neq z_1$ and, similarly, $x_2 \neq z_2$.

As $x_1, z_2$ is a polar pair, by Lemma 6.7.24 there is a point $z_3$ on the line $z_1 z_2$ collinear with $x_3$. Also, $z_3$ must be polar to $x_1$, so the maximal singular subspace containing the line $x_3 z_3$ must be $K$. We conclude that the definition of $MN$ does not depend on the choice of $x_1, x_2$.

Let $X_1, X_2, X_3$ be three members of $M_i$ not all on one line. As in Step 2, there exist $x_1 \in X_i, i \in [3]$) such that $x_1 \sim x_2$ and $x_2 \sim x_3$. Again, as the lines $x_1 x_2$ and $x_2 x_3$ do not lie in $X_2$, they must be contained in the other maximal singular subspace, $Y$, say, through $x_2$ (in particular, $x_1 \sim x_3$ as well). Now, by taking intersections with $Y$, we obtain an isomorphism between the plane of maximal singular subspaces spanned by $X_1, X_2, X_3$ and the plane in $Y$ spanned by $x_1, x_2, x_3$.

**Step 5.** Let $i \in \{1, 2\}$, and let $M$ be in $M_i$. The set $\phi(M)$ of the maximal singular subspaces intersecting $M$ is a geometric hyperplane of $M_{3-i}$. The resulting map $\phi: M_i \to M_{3-i}$ is an injective homomorphism of projective spaces and the pair $(M_i, M_{3-i})$ is in duality.

If $M$ intersects the maximal singular subspaces $X_1$ and $X_2$ in the point $x_1$ and $x_2$, respectively, then $x_1 x_2$ is a line of $M$ and the line $X_1 X_2$ consists of the maximal singular subspaces in $M_{3-i}$ through a point of $x_1 x_2$. This shows that the set in question forms a subspace. Let $x \in E$ be a point which is hyperbolic to some point of $M$. Then $x$ cannot be collinear with a point of $M$, so the maximal singular subspace on $x$ in $M_{3-i}$ does not intersect $M$. This shows that the subspace is proper.

To see that it is indeed a hyperplane of $M_{3-i}$, assume that $X_1 X_2$ is a line in $M_{3-i}$. Again, this line is given by a line $x_1 x_2$ where $x_i \in X_i$ and $x_1 \sim x_2$. Consider the maximal singular subspace $Y$ containing the line $x_1 x_2$. As $Y$ intersects $X_1$, it must be in $M_i$, so, by Step 1, the points of $Y$ collinear with some point of $M$ form a geometric hyperplane of $M$. In particular, there is a point $x_3$ on the line $x_1 x_2$ which is collinear with a point $x$ of $M$. Now $M$ intersects the unique maximal singular subspace containing $x_3 x$, which lies on the line $X_1 X_2$.

The final assertion follows easily from the previous ones.

**Step 6.** Conclusion.

After the identification of $M_2$ with a subspace of the hyperplane dual of $M_2$, the pair of projective spaces $M_1$ and $M_2$ is in duality by Step 5, so $E(M_1, M_2)$ is well defined.

Since each point of $E$ lies on a unique member of each $M_i (i = 1, 2)$, there is a well-defined map $E \to M_1 \times M_2$, assigning to a point in $E$ the pair in $M_1 \times M_2$ of maximal singular subspaces of $(E, F)$ containing it. Its image can be identified with the set of incident pairs of $M_1 \times M_2$, that is, the point set of $E(M_1, M_2)$. It is straightforward to verify that this map is an isomorphism of spaces $(E, F) \to E(M_1, M_2)$.
If \((E,F)\) has finite dimension, then \(M_2\) must be the hyperplane dual of \(M_1\). If, moreover, \(M_1\) has thick lines only, then, by Corollary 6.3.2, there is a natural number \(n \geq 3\) and a division ring \(D\) such that \(M_1 \cong \mathbb{P}(D^{n+1})\). As discussed in Remark 6.7.6, this space is isomorphic to the shadow space of the geometry of type \(A_n\) on \(\{1,n\}\).

\[\square\]

6.8 Exercises

Section 6.1

Exercise 6.8.1 Let \(Z\) be a thick projective space and let \(\alpha\) be an automorphism of \(Z\) admitting a center \(c\), i.e., leaving each line on \(c\) invariant. Show that \(\alpha\) must be a perspectivity.

Exercise 6.8.2 Give non-thick counterexamples to Parts (ii) and (iii) of Lemma 6.1.3.

\((Hint:\ Take\ the\ direct\ sum\ of\ a\ line\ having\ at\ least\ five\ points\ and\ a\ thick\ projective\ space.)\)

Exercise 6.8.3 (The non-Desarguesian Moulton plane) Fix a parameter \(c \in \mathbb{R}, c > 1\). Let \(\text{Moul}_c\) be the line space whose points are those of \(E^2\) (cf. Example 1.1.2) and whose lines are of the following form, where \(a, b \in \mathbb{R}\).

\[
\begin{align*}
\{ (x,y) \in E^2 \mid x = b \} \text{, or} \\
\{ (x,y) \in E^2 \mid y = ax + b \} \text{ with } a \leq 0, \text{ or} \\
\{ (x,y) \in E^2 \mid y = ax + b \text{ for } x \leq 0, \ y = cax + b \text{ for } x \geq 0 \} \text{ with } a > 0.
\end{align*}
\]

(a) Show that \(\text{Moul}_c\) is an affine plane.

(b) Show that the Moulton plane, that is, the projective plane \(\mathbb{P}(\text{Moul}_c)\) obtained from \(\text{Moul}_c\), is non-Desarguesian by using a configuration of Desargues in \(E^2\) of which only one of the ten lines is ‘broken’.

(c) Show that no automorphism of \(\mathbb{P}(\text{Moul}_c)\) moves the projective line \(\{0\} \times \mathbb{R}\) to any other line.

(d) Show that two Moulton planes \(\text{Moul}_c\) for distinct constants \(c > 1\) are non-isomorphic.

\((Hint:\ Use\ (c).)\)

Section 6.2

Exercise 6.8.4 Show that Example 6.2.7 is indeed a projective line as defined in Definition 6.2.1.
Exercise 6.8.5 Let \((X, \{U_x \mid x \in X\})\) be a Moufang set whose projective group \(G\) acts sharply 3-transitively on \(X\). Prove that, if, for distinct \(x, y \in X\), the point-wise stabilizer \(G_{x,y}\) is abelian, then \((X, \pi)\), where \(\pi(x, x) = U_x\) and \(\pi(x, y) = G_{x,y}\) for all distinct \(x, y \in X\), is a projective line.

Exercise 6.8.6 Let \(P = [4]\) and put \(\pi(i, j) = \{\text{id}\}\) for \(i, j \in P\) whenever \(i = j\) or \(j \neq 4\). For \(i < 4\), let \(\pi(i, 4)\) consist of the identity and the transposition \((j, k)\), where \(\{i, j, k\} = [3]\). Show that \((P, \pi)\) satisfies all properties of a projective line except for the part of Definition 6.2.4(4) stating that \(\pi^v(4)\) is a subgroup of \(\text{Sym}(P)\). Conclude that this condition is not superfluous and that omission of it would lead to a notion of projective lines whose duals need not be projective lines.

Exercise 6.8.7 Suppose that \(Z_1 = (P_1, L_2)\) and \(Z_2 = (P_1, L_2)\) are two line spaces. Define the direct product \(Z_1 \times Z_2\) of \(Z_1\) and \(Z_2\) as the space whose point set is the Cartesian product \(P_1 \times P_2\) of the two point sets and whose lines are the subsets of \(P_1 \times P_2\) of the form \(\{x\} \times \{m\} \text{ or } \{y\} \times \{l\}\) for \(x \in P_1, y \in P_2, l \in L_1, \text{ and } m \in L_2\).

(a) Show that if both \(Z_1\) and \(Z_2\) are partial linear spaces, then so is \(Z_1 \times Z_2\).

(b) For \(i \in [2]\), let \(I_i\) be the geometry of \((P_i, L_i, *)\) as in Definition 2.5.12; denote the types points and lines for \(I_i\) by \(p_i\) and \(l_i\), respectively. Consider the direct sum geometry \(I\) of \(I_1\) and \(I_2\); it is a geometry over \([p_1, p_2, l_1, l_2]\) (cf. Definition 2.1.8). Show that the direct product \(Z_1 \times Z_2\) is isomorphic to the shadow space of \(I\) on \([p_1, p_2]\).

(c) Show that \(I\) is a generalized quadrangle if \(Z_1\) and \(Z_2\) each consist of a single line.

Exercise 6.8.8 Consider the Desarguesian projective line over the field \(F\). We will identify its point set with \(F \cup \{\infty\}\). If \(a \in F\), then the equation for the hyperplane \(F(a, 1)\) is given by the matrix

\[
J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}
\]

in the sense that \(x \in F(a, 1)\) if and only if \(x\) is a solution to the equation \(xJ(a, 1)^\top = 0\). The element \(a\) determines the rank 1 matrix

\[
X(a) := (J(a, 1)^\top) (a, 1) = \begin{pmatrix} a \\ -a^2 \\ -a \end{pmatrix}
\]

which squares to zero and represents the pair consisting of the point \(a\) and the hyperplane \(\{a\}\) incident with \(a\), as in Exercise 6.8.20. Show that the quadruple \((a, b, c, d)\) (with distinct components from \(F\)) is harmonic if and only if

\[
\text{Tr} ([X(a), X(b)] [X(c), X(d)]) = 0,
\]
where $[A, B]$ is the commutator, that is, $AB - BA$, and $\text{Tr}$ is the usual matrix trace function.

**Exercise 6.8.9** Suppose that we are given the three points $A$, $B$, and $C$ on a projective line $l$ in a Desarguesian plane $\pi$. Consider the following construction of a fourth point $D$ on $l$, depicted in Figure 6.6.

1. Pick points $\infty$ and $P$ distinct from $C$ on a line $m$ on $C$ distinct from $l$.
2. Let $R$ be the point of intersection in $\pi$ of the lines $AP$ and $B\infty$.
3. Let $S$ be the point of intersection in $\pi$ of the lines $BP$ and $A\infty$.
4. Let $D$ be the point of intersection of the line $RS$ with $l$.

Show that $(A, B, C, D)$ is an harmonic quadruple.

![Fig. 6.6. Construction of the quadruple $(A, B, C, D)$ from the triple $(A, B, C)$ with $\infty$ at infinity.](image)

**Section 6.3**

**Exercise 6.8.10** Theorem 6.3.1 also applies when all lines have exactly three points. Then there is no nontrivial perspectivity whose center is outside its axis. Give a more direct proof for this case.

**Exercise 6.8.11** (This exercise is used in Theorem 6.3.8.) Suppose that $Z$ is a projective space all of whose lines are thick. Show that $Z$ is a singleton, consists of a single line, or is thick (cf. Definition 2.5.12).
Exercise 6.8.12 Let $M$ be the vector space $F_3^4$ of dimension 4 over $F_3$ with standard basis $e_1, \ldots, e_4$. Define the following multiplication $\ast$ on $M$:

$$a \ast b = e_4(a_4 + b_4 + (a_3 - b_3)(a_1 b_2 - b_1 a_2)) + \sum_{i=1}^{3} e_i(a_i + b_i),$$

where $a = \sum_i e_i a_i$ and $b = \sum_i e_i b_i$. Show that $(M, \ast)$ is a commutative Moufang loop on 81 elements that is not a group.

Exercise 6.8.13 Let $n \in \mathbb{N}$, $n \geq 2$, and let $C$ be a residually connected chamber system of type $A_n$ and set $\Gamma = \Gamma(C)$. Take $(W, S)$ to be the Coxeter system where $W = \text{Sym}_{n+1}$ and $S = \{(i, i+1) \mid i \in [n]\}$. Fix two chambers $c$, $d$ of $C$ and set $w = w_{c,d}$ in the notation of Theorem 6.5.5. Prove that, if $w = r_1 \cdots r_q$ is a minimal expression for $w$ with $r_i \in S$, then there is a minimal gallery from $c$ to $d$ of type $r_1 \cdots r_q \in S^*$ (in the notation of Remark 4.2.15).

Exercise 6.8.14 Let $\Gamma$ be a residually connected geometry over the diagram

$$\begin{array}{ccc}
1 & \xrightarrow{L'} & 2 \\
\downarrow & & \downarrow \\
3 & \xrightarrow{L} & 5
\end{array}$$

in which the following intersection property holds: for any type $i$, flag $v$, and element $w$ of $\Gamma$ with $\text{Sh}_i(v) \cap \text{Sh}_i(w) \neq \emptyset$, there exists a flag $x$ incident with $v$ and to $w$ such that $\text{Sh}_i(v) \cap \text{Sh}_i(w) = \text{Sh}_i(x)$. Assume that there is a 1-element (respectively, 2-element) that is incident with a finite number of 2-elements (respectively, 1-elements). Prove that there is a projective space $\mathbb{P}$ and a natural number $i$ such that either the elements of type 1, 2, 3 of $\Gamma$ are the subspaces of respective dimension $(i + 1)$, $i$, $(i - 1)$ in $\mathbb{P}$ and the incidence of $\Gamma$ is symmetrized inclusion in $\mathbb{P}$, or the elements 1, 2, 3 of $\Gamma$ are the subspaces of respective dimension $(i - 1)$, $i$, $(i + 1)$ in $\mathbb{P}$ with symmetrized inclusion as incidence.

Exercise 6.8.15 Let $G$ be the group $PGL(V)$.

(a) Prove that $G$ is transitive on the set of pairs $(c, \Delta)$ consisting of a chamber $c$ and an apartment $\Delta$ containing $c$ (or, which amounts to the same, the set of ordered projective bases of $\mathbb{P}(V)$).

(b) Show that, for each $w \in \text{Sym}_{n+1}$, there is a unique $G$-orbit of pairs of chambers $c$, $d$ with $w = w_{c,d}$.

(Hint: In view of (a), we may assume that $c$ is a fixed chamber and that $d$ belongs to a fixed apartment $\Delta$ containing $c$. But then, by Corollary 4.2.11, the chamber $d$ is uniquely determined by the fact that the type of $z$ of a minimal gallery from $c$ to $d$ maps to $w_{c,d}$.)

(c) Conclude that there is a bijective correspondence between the $G$-orbits of pairs of chambers and the chambers of a fixed apartment $\Delta$, given by
\[ G(c_1, c_2) \leftrightarrow (e, \Delta) \cap G(c_1, c_2). \]

Section 6.7

Exercise 6.8.16 (This exercise is used in Definition 6.7.5.) Let $\mathbb{P}$ and $\mathbb{H}$ be a pair of projective spaces in duality. Prove that $\mathbb{H}$ and $\mathbb{P}$ also form a pair in duality and that $E(\mathbb{P}, \mathbb{H})$ is isomorphic to $E(\mathbb{H}, \mathbb{P})$.

Exercise 6.8.17 (This exercise is used in Remark 6.7.3.) Prove that a root filtration space satisfies the following stronger version of Condition (4):

For each $(x, y) \in E_2$, we have $E_{\leq i}(x) \cap E_{\leq j}(y) = \emptyset$ whenever $i + j < 0$.

Exercise 6.8.18 Verify that no partition of the pairs of points of a thick generalized octagon into five classes $E_i$ ($-2 \leq i \leq 2$) corresponding to the five possible distances leads to a root filtration space with respect to $(E_i)_{-2 \leq i \leq 2}$.

Exercise 6.8.19 (This exercise is used in Example 7.10.1(ii).) Let $\mathbb{P}$ and $\mathbb{H}$ be two thick projective spaces in duality. Consider the space $D(\mathbb{P}, \mathbb{H})$ whose point set is the disjoint union of $\mathbb{P}$ and $\mathbb{H}$ and whose line set is the union of the line set of $\mathbb{P}$, the line set of $\mathbb{H}$, and the set of all unordered pairs $\{x, H\}$ with $x \in \mathbb{P}$ and $H \in \mathbb{H}$ such that $x \in H$. This space is called the dualized projective space of $\mathbb{P}$ and $\mathbb{H}$. Prove that the root filtration space $E(\mathbb{P}, \mathbb{H})$ defined in Example 6.7.5 is isomorphic to the subspace of the Grassmannian on $D(\mathbb{P}, \mathbb{H})$ whose points are the thin lines of $D(\mathbb{P}, \mathbb{H})$.

Exercise 6.8.20 Let $V$ be a vector space over a field $\mathbb{F}$. We call a linear transformation $X$ in $\text{End}(V)$, the algebra of all endomorphisms of $V$, extremal if it has left and right rank 1 and satisfies $X^2 = 0$.

(a) Show that $\langle X \rangle \mapsto (X(V), \text{Ker}(X))$ is an injective map from the subset of $\mathbb{P}(\text{End}(V))$ of projective points of the form $\langle X \rangle$ with $X$ extremal to $E(\mathbb{P}(V), \mathbb{P}(V^\vee))$.

(b) Describe the relations $E_i$ on $E(\mathbb{P}(V), \mathbb{P}(V^\vee))$ in terms of matrix properties.

Exercise 6.8.21 Assume that $(E, F)$ is a root filtration space with respect to $(E_i)$.

(a) Prove the following two statements.

(i) If $(E, E_2)$ is connected and $(E, \sim)$ has no isolated vertices, then $(E, \sim)$ is connected.

(ii) Suppose that $(E, F)$ is thick and satisfies the equivalent conditions of Lemma 6.7.13. If $(E, \sim)$ is connected, then so is $(E, E_2)$.
(b) Let \((E, F)\) be the ordinary hexagon. As stated in Example 6.7.10, this is a root filtration space with \(E_0 = \emptyset\), and \((x, y) \in E_i\) if and only if \(x\) and \(y\) are at mutual distance \(i + 1\) for \(i \in \{2, 3\}\). Verify that \((E, F)\) is an example showing that thickness is needed for (ii) of (a) to hold.

Exercise 6.8.22 (This exercise is used in Lemma 6.7.24.) We will use the hyperplane dual \(Z^*\) of a linear space \(Z\) as defined in Exercise 5.7.12. Suppose that \(Z\) and \(Z'\) are linear spaces, and \(\sigma : Z \to Z''\) and \(\sigma' : Z' \to Z^*\) are maps such that, for all \(x \in Z\) and \(y \in Z'\),

\[
y \in \sigma(x) \iff x \in \sigma'(y).
\]

Extend \(\sigma\) to subsets \(X\) of \(Z\) by decreeing \(\sigma(X) = \bigcap_{x \in X} \sigma(x)\), and similarly for \(\sigma'\). Prove that, if \(\sigma\) is injective, then \(\sigma'(\sigma(x)) = \{x\}\) for each \(x \in Z\).

6.9 Notes

The topics of this chapter have a rich and intricate history. The point of view on thick projective spaces of dimension at least three is very close to Veblen & Young [295]. Pasch’s Axiom (Definition 5.2.4) is also known as the Veblen and Young Axiom. Many of their ideas though go back to Von Staudt (1847). The reader is referred to [141] for an account of the 19th century geometry. A recent introduction into projective geometry is [291]. For many results on substructures of finite projective spaces, see [161].

Section 6.1

Perspectivities came to the foreground around 1940, with work of Artin [3] and Baer [10]. In [11] the basic equivalence between projective spaces and vector spaces is clearly discussed and explained. A new proof of this fact was given by [206, 207]. Our presentation, though clearly inspired from this classical tradition, differs from this work. The classification of non-thick projective spaces is implicit in the work of Birkhoff [26] and explicit in [250].

Section 6.2

The idea of the Desarguesian line is closely connected to Tits systems of rank one.

The notion of a Moufang set, defined in Remark 6.2.3 was brought forward by Tits to describe (saturated split) Tits systems of rank one, and received much attention since. We refer the reader to [110] for a good introduction into the topic. Many examples come from algebraic groups of relative rank one. The finite examples are classified; the infinite case is still open.
The rank of the building, being a generalized hexagon, is two, and the rank of the absolute geometry is one. So, it is just a set of points, albeit an interesting set of points when viewed as a subset of \( \mathbb{P}(\mathbb{F}^7) \), because its normalizer in the full special linear group is the twisted Chevalley group \( ^2G_2(\mathbb{F}) \) (cf. [61, 132]). In view of some special properties of this group, the set is a Moufang set).

We owe part of the proof of Step 14 of Theorem 6.2.11 to Rob Eggermont and Maxim Hendriks.

In case the skew field is a field \( \mathbb{F} \), the cross-ratio of the four points \( a, b, c, d \) in \( \mathbb{F} \) (viewed as affine points given by their first coordinates) is defined as

\[
\frac{(c - a)(d - b)}{(d - a)(c - b)}.
\]

This number is \(-1\) if and only if the four points form an harmonic quadruple.

The definition extends to a cross-ratio for any four points on the projective line \( \mathbb{P}^1(\mathbb{F}) \). For \( a = 0 \) and \( b = \infty \) (so that the corresponding point is \( 1:0 = \infty \)), the cross-ratio is the scalar \( \lambda \) by which \( c \) needs to be multiplied to obtain \( d \) as the image of \( c \) under a perspectivity with center \( a \) and hyperplane \( b \) (so the unique element of \( \pi(a,b) \) mapping \( c \) to \( d \) is identified with multiplication by \( \lambda \)). This theory is classical; see [4, 166].

The harmonic quadruples determine the full line structure, so the definition of a projective line could have been given in terms of harmonic quadruples rather than regular groups.

### Section 6.3

The proof of Theorem 6.3.1 is classical (cf. [4, Chapter 2]); its strength lies in the fact that it shows that a plane is Desarguesian in the presence of a limited set of perspectivities. The suggested proof using Theorem 6.2.11 on the Desarguesian projective line is closer to the classification of Moufang planes (cf. [290]). A detailed analysis of the corresponding ternary ring (cf. Example 2.3.4) leads to other classical proofs; see [239]. An elegant proof using Schur’s Lemma can be found in [260, Section 5.6].

In [120] it is shown that, if \( Z \) is a linear line space that is locally projective of dimension at least four, then \( Z \) is either a projective or an affine space.

### Section 6.4

The development and the proof of Theorem 6.3.1 follow [4]. The material of Theorem 6.4.8 is taken from [40].

The identity of Example 6.4.5, which, written multiplicatively, reads \((ab)(ca) = a((bc)a)\), is called a Moufang identity, after Moufang [221]. The multiplicative structure of the Cayley division ring of Example 2.3.4 and of any alternative ring (cf. Example 2.8.11) is also a Moufang loop. Basic surveys of loops are [38, 238, 64].
Section 6.5

Apartments play an important role in buildings, as will become clear in Chapter 11. Theorem 6.5.5(ii) gives the type of a gallery in a building of type $\text{A}_n$ and Proposition 6.5.6 proves strong transitivity in the terminology of Definition 11.3.1.

Section 6.6

Characterizations of isomorphisms between Grassmannians are given in [67].

The geometric hyperplanes of Grassmannians over fields are determined by Shult [254]. Each geometric hyperplane arises from the universal embedding of the Grassmannian of $k$-dimensional subspaces of a vector space $V$ into the projective space of the $k$-fold exterior power of $V$.

The shadow space on $j$ of an apartment of $\text{PG}(V)$, where $V$ is a vector space of finite dimension $n+1$ and $j \in \{2, \ldots, n-1\}$, is a Johnson graph (cf. Exercise 2.8.19) that is isometrically embedded in $\text{ShSp}(\text{PG}(V), j)$. By [230], there are other examples of isometrically embedded Johnson graphs in $\text{ShSp}(\text{PG}(V), j)$ when $n \neq 2j - 1$.

Section 6.7

Root filtration spaces were introduced in [80, 81]. Most of the proofs of this section are from these two papers. The name triangle condition for Condition (4) of Definition 6.7.2 on triples $x, y, z$ stems from [278]. It can be replaced by the statement that, for each $(x, y) \in E_2$, we have $E_{\leq i}(x) \cap E_{\leq j}(y) = \emptyset$ whenever $i + j < 0$. The abstract root subgroups defined in this book are examples of root filtration spaces.

The name filtration for Condition (3) of Definition 6.7.2 is related to a filtration in Lie algebras giving rise to examples of root filtration spaces.

The names polar, hyperbolic, and special for pairs of points in Definition 6.7.2 remind us that

(1) the convex closure (cf. Definition 11.5.5) of a polar pair is isomorphic to a polar space (symplecton; see Proposition 7.9.3 and Theorem 11.5.10),
(2) a hyperbolic pair in a Lie algebra spans a 3-dimensional linear subspace of the Lie algebra on which a certain symmetric bilinear form does not vanish and whose singular points are the points of the geometry, and
(3) a special pair of abstract root subgroups as in [278] generates a special group.

The classification of root filtration spaces will be continued in Sections 7.9, 11.5, and 11.7; the parts not fully treated in this book are described in Section 11.9.
Section 6.8

The Moufang loop of Exercise 6.8.12, which is taken from [27], is not unique: according to [228] there are five non-associative Moufang loops of order 81 (up to isomorphism; besides the 15 groups of that order), two of which are commutative.

The non-Desarguesian Moulton plane, appearing in Exercise 6.8.3, dates back to 1902; see [222].

Exercise 6.8.6 was suggested to us by Pasini.

Exercise 6.8.14 is taken from Sprague's paper [262]. The variation

![Diagram]

of Sprague's diagram is used by Cuypers [102] to characterize affine Grassmannians.
7. Polar Spaces

We come to one of the central themes in the theory of geometries of spherical Coxeter type. It can be described in various intertwining ways, such as: polarities in projective spaces and their absolutes, (both algebraic and geometric) quadrics in projective spaces, geometries belonging to a diagram of type $B_n$, or polar spaces: line spaces satisfying the property that, for each line of the space, each point is collinear with either one or all points of that line.

The basic geometric theory of polar spaces is the main goal of this chapter. In Chapters 8, 9, 10 attention will be given to the classification of polar spaces, a very powerful result. The major results, to be found in Theorem 10.3.13 and Corollary 10.3.14, concern spaces as well as geometries. The polar spaces that do not have subspaces isomorphic to Desarguesian planes will be left out of our classification.

In the first three sections of this chapter, we deal with the properties of polarities on geometries, especially projective geometries. The point shadows are line spaces with the property described above, and so are polar spaces, which are introduced in Section 7.4. Such spaces are called nondegenerate if there no points collinear will all other points.

In Section 7.4, it is shown that singular subspaces of nondegenerate polar spaces are projective spaces (Theorem 7.4.13) and in Section 7.5 that nondegenerate polar spaces whose maximal singular subspaces are projective spaces of dimension $n - 1$ provide geometries of type $B_n$ (Theorem 7.5.8). We already know from Chapter 4 that the finite Coxeter groups of type $B_n$ and the related hyperoctahedra lead to thin geometries of type $B_n$. Polarities of projective spaces, quadrics, and pseudo-quadrics in projective spaces provide many thick geometries of this type. A partial converse appears in Section 7.6. Under mild conditions, the shadow spaces on 1 of geometries of type $B_n$ are shown to be polar spaces.

In Section 7.7, it is shown that singular planes of a polar space are Moufang planes. The geometries of type $B_n$ associated with certain quadrics are not thick. By adjustment of the type function for these examples so-called oriflamme geometries (cf. Definition 7.8.5) emerge, which turn out be of type $D_n$. This happens in Section 7.8, where we also look at other shadow spaces than the point shadow spaces of geometries of type $B_n$. In Section 7.9, we show that the shadow space on 2, a space on the set of lines of a polar space,
is a root filtration space (as introduced in Definition 6.7.2). An axiomatic characterization of this shadow space is treated in full for the case of rank three (Theorem 7.9.18). Finally, Section 7.10 is concerned with polar spaces having thin as well as thick lines.

7.1 Duality for geometries over a linear diagram

In this section $\Gamma = (X, *, \tau)$ will be a geometry over an index set $I$.

An auto-correlation $\alpha$ of $\Gamma$ (see Definition 1.3.1) induces a permutation $\alpha_I$ on $I$ and an automorphism of the digon diagram of $\Gamma$. Recall from Definition 1.3.8 that a duality of $\Gamma$ is an auto-correlation $\alpha$ of $\Gamma$ such that $\alpha_I$ has order two. Also, if $\alpha$ is a duality such that both $\alpha$ and $\alpha_I$ have order two, then $\alpha$ is called a polarity.

Example 7.1.1 Here are some other polarities than those exhibited in Examples 1.3.9, 1.3.10, and 1.3.11.

(i). Let $T$ be the tetrahedron viewed as a geometry over $\{\text{vertex}, \text{edge}, \text{face}\}$. The map interchanging each vertex of $T$ with the face opposite to that vertex and interchanging all pairs of opposite edges, is a polarity.

(ii). The ordinary $m$-gon geometry $H$ is endowed with polarities. If $m$ is even, these are all conjugate in the automorphism group of $H$. If $m$ is odd, then there is a unique polarity $\pi$ on $H$ without points $x$ incident with $\pi(x)$; all others are again conjugate in Aut($H$).

(iii). Consider the real vector space $V = \mathbb{R}^{n+1}$, endowed with the standard inner product $f(x, y) = x_1y_1 + x_2y_2 + \cdots + x_{n+1}y_{n+1}$. In the $[n]$-geometry PG($V$), the map sending each subspace $U$ of $V$ to $P(U^\perp)$, where $U^\perp = \{x \in V \mid f(x, U) = \{0\}\}$, is a polarity. The same observation holds for $\mathbb{C}$ instead of $\mathbb{R}$. Later in this chapter (Theorem 7.2.12), we will have a closer look at constructions of this kind.

Remark 7.1.2 Every product of a polarity with an automorphism is a duality.

A symmetry $\sigma$ of order two on a diagram may suggest that geometries belonging to it possess dualities and/or polarities inducing $\sigma$ on the diagram, but this is not necessarily the case. By Exercise 7.11.31, the generalized quadrangle $P(\mathbb{F}_q^4)$ (cf. Notation 7.2.13) for $q$ a power of an odd prime and $f$ a nondegenerate alternating form on $\mathbb{F}_q^4$ (cf. Definition 7.3.10), for instance, is a geometry of the symmetric type $B_2$ that is not isomorphic to its dual, which is $P(\mathbb{F}_q^5)_k$, where $k$ is a nondegenerate quadratic form of Witt index two on $\mathbb{F}_q^5$ (cf. Example 7.8.1). Also, Example 7.2.2 will give division rings that are not isomorphic to their opposites. The corresponding Desarguesian projective planes have no dualities although they belong to the symmetric diagram $A_2$. 
It may also happen that a geometry possesses a duality but no polarity. A classical example is the generalized quadrangle of order $(4,4)$ associated with the symplectic geometry on $\mathbb{P}(\mathbb{F}_4^2)$ (that is, the absolute of a symplectic polarity as in Definition 10.1.10). The details are treated in Exercise 7.11.30.

Conversely, a diagram may reflect the presence of dualities for geometries. But there may very well be dualities, even if they are not suggested by the diagram. For instance, the rank three tetrahedron geometry belongs to the symmetric diagram $A_3$, but also to the non-symmetric diagram $C_0$.

**Definition 7.1.3** Let $n \in \mathbb{N}$ and let $\Gamma = (X, \ast, \tau)$ be a geometry with a linear diagram over $[n]$. The dual geometry, denoted $\Gamma^\vee$, is the geometry whose elements and incidence are those of $\Gamma$ while its type map $\tau^\vee$ is defined by $\tau^\vee(x) = n + 1 - \tau(x)$ for each $x \in X$.

**Remark 7.1.4** Definition 7.1.3 extends Definition 2.2.5 beyond rank two.

Suppose that $\Gamma$ is an $[n]$-geometry belonging to the diagram $L_n$ (cf. Theorem 5.3.11) and possessing a duality $\delta$. Obviously, $\delta$ can be viewed as an isomorphism $\Gamma \to \Gamma^\vee$. As the type $L_2$ residues cannot be generalized digons, the digon diagram of the geometry is a path, and so the duality induces either the identity or the permutation $\pi = (1,n)(2,n-1) \cdots$ on $[n]$. Assume the latter. For $i \in [n-1]$, the residues of $\Gamma$ of type $\{i, i+1\}$ are $(3,3,4)$-gons over $(i, i+1)$ (see Theorem 2.5.15). But due to the existence of $\delta$, residues of type $\{i, i+1\}$ must be isomorphic to rank two residues of $\Gamma$ of type $\{n+1-i, n-i\}$ which are $(3,3,4)$-gons over $(n+1-i, n-i)$ by a weak homomorphism sending type $i$ to $n+1-i$ and type $i+1$ to $n-i$. Therefore, the residues of $\Gamma$ of type $\{i, i+1\}$ are also $(3,4,3)$-gons over $(i, i+1)$. This implies that the edges of the diagram can be labelled by $(3,3,3)$-gons (cf. Definition 2.2.6); in other words, by $A_2$, so that we are actually dealing with a projective geometry (cf. Corollary 5.4.4 and Theorem 6.3.1). So it makes sense to focus on projective geometries. In this case, $\Gamma^\vee$ is also a projective geometry (cf. Table 6.1).

**Notation 7.1.5** Recall from Corollary 5.4.5 that there is a geometry of type $A_n$ associated with each projective space $\mathbb{P}$ of finite dimension $n$, whose elements of type $i$ are the subspaces of $\mathbb{P}$ of dimension $i-1$. We write $\Gamma(\mathbb{P})$ for this geometry.

If $\mathbb{P} = \mathbb{P}(V)$ for some finite-dimensional vector space $V$, then $\Gamma(\mathbb{P}) = \text{PG}(V)$.

**Theorem 7.1.6** Let $\mathbb{P}$ be a projective space of finite dimension and $\delta$ a duality of $\Gamma(\mathbb{P})$. Then, for every non-empty subspace $X$ of $\mathbb{P}$, we have
\[ \delta(X) = \bigcap_{p \in X} \delta(p). \]  
(7.1)

**Proof.** If \( p \) is a point of \( X \), then \( \delta(X) \) is incident with \( \delta(p) \) and so \( \delta(X) \) is contained in the hyperplane \( \delta(p) \) of \( \mathbb{P} \), which proves \( \delta(X) \subseteq \cap_{p \in X} \delta(p) \).

In order to prove the other inclusion, we proceed by induction on \( i = \dim(X) \). For \( i = 0 \), the property is obvious. Let \( i > 0 \) and consider a hyperplane \( H \) of \( X \) and a point \( q \in X \setminus H \). Then \( \delta(H) = \bigcap_{p \in H} \delta(p) \) by the induction hypothesis and \( \delta(X) \) must be a hyperplane of \( \delta(H) \). Moreover \( \delta(H) \) is not contained in \( \delta(q) \) because \( q \) is not in \( H \), hence \( \delta(q) \cap \delta(H) \) is a proper hyperplane of \( \delta(H) \). However, \( \delta(X) \subseteq \delta(q) \cap \delta(H) \). By Proposition 5.2.9, \( \delta(X) \) is a maximal subspace of \( \delta(H) \), so \( \delta(X) = \delta(q) \cap \delta(H) \). We conclude \( \delta(X) \supseteq \bigcap_{p \in X} \delta(p) \). \qed

**Definition 7.1.7** Let \( \mathbb{P} \) be a projective space of finite dimension. The hyperplane dual \( \mathbb{P}^* \) of \( \mathbb{P} \) was introduced in Exercise 5.7.12. A **duality** of \( \mathbb{P} \) is a map \( \mathbb{P} \to \mathbb{P}^* \) sending points of \( \mathbb{P} \) to hyperplanes of \( \mathbb{P} \), such that the corresponding weak homomorphism \( \Gamma(\mathbb{P}) \to \Gamma(\mathbb{P}) \) defined by (7.1) is a duality of \( \Gamma(\mathbb{P}) \). Similarly, a **polarity** of \( \mathbb{P} \) is a map \( \mathbb{P} \to \mathbb{P}^* \), sending points of \( \mathbb{P} \) to hyperplanes of \( \mathbb{P} \) such that the corresponding weak homomorphism \( \Gamma(\mathbb{P}) \to \Gamma(\mathbb{P}) \) is a polarity of \( \Gamma(\mathbb{P}) \).

**Lemma 7.1.8** Let \( \mathbb{P} \) be a projective space of finite dimension. A bijective map \( \delta : \mathbb{P} \to \mathbb{P}^* \) is a duality of \( \mathbb{P} \) if and only if it satisfies the following property.

Each triple of points \( a, b, c \) of \( \mathbb{P} \) is collinear if and only if \( \delta(a), \delta(b), \delta(c) \) are hyperplanes any two of which have the same intersection.

**Proof.** A duality clearly satisfies the stated property, so we assume the property and derive that \( \delta \) is a polarity of \( \mathbb{P} \). By Exercise 5.7.12, \( \mathbb{P}^* \) is a projective space. The property readily implies that \( \mathbb{P} \) is isomorphic to \( \mathbb{P}^* \), from which we infer that \( \Gamma(\mathbb{P}^*) \) is isomorphic to \( \Gamma(\mathbb{P})^\vee \). It follows that \( \delta \) establishes and isomorphism \( \Gamma(\mathbb{P}) \to \Gamma(\mathbb{P})^\vee \). \qed

This criterion, which is useful when checking the examples derived from sesquilinear forms in Chapter 9, is completed now by a characterization of polarities. In order to incorporate the case where \( V \) is infinite-dimensional, we need a more general set-up for polarities. The definition below is geared to cope with this.

**Definition 7.1.9** A map \( \pi \) on a projective space \( \mathbb{P} \) sending each point \( x \) of \( \mathbb{P} \) to either a hyperplane or \( \mathbb{P} \) is called a **quasi-polarity** if it satisfies the following property for all points \( x, y \) of \( \mathbb{P} \).

If \( x \in \pi(y) \), then \( y \in \pi(x) \).
The set \( \{ x \in \mathbb{P} \mid \pi(x) = \mathbb{P} \} \) is called the **kernel** of \( \pi \) and denoted Ker\((\pi)\). If the kernel is empty, then we say that \( \pi \) is **nondegenerate**.

The **absolute (space)** with respect to a quasi-polarity \( \pi \), denoted \( \mathbb{P}_\pi \), is the line space whose points are projective points \( x \) with \( x \in \pi(x) \) and whose lines are the projective lines \( l \) such that \( l \subseteq \pi(x) \) for each \( x \in l \).

**Proposition 7.1.10** Let \( \mathbb{P} \) be a projective space of finite dimension. Every injective nondegenerate quasi-polarity of \( \mathbb{P} \) is a polarity of \( \mathbb{P} \).

**Proof.** Let \( \pi \) be an injective nondegenerate quasi-polarity of \( \mathbb{P} \). First, using Lemma 7.1.8, we check that \( \pi \) determines a duality \( \overline{\pi} \) of the corresponding geometry. Let \( a, b, c \) be distinct collinear points of \( \mathbb{P} \). Consider \( x \in \pi(a) \cap \pi(b) \). Then \( a \in \pi(x) \) and \( b \in \pi(x) \) so \( ab \subseteq \pi(x) \), where \( ab \) stands for the projective line generated by \( a \) and \( b \), and so \( c \in \pi(x) \). Hence \( x \in \pi(c) \). Thus \( \pi(a) \cap \pi(b) \subseteq \pi(a) \cap \pi(c) \). In view of the symmetric role played by \( a, b, c \), this forces \( \pi(a) \cap \pi(b) = \pi(b) \cap \pi(c) = \pi(c) \cap \pi(a) \).

Conversely, suppose that \( a, b, c \) are points such that \( \pi(a) \cap \pi(b) = \pi(b) \cap \pi(c) = \pi(c) \cap \pi(a) \). Let \( c' \in \pi(c) \setminus \pi(a) \). Then \( \pi(c') \) intersects \( ab \) in some point \( c'' \) and \( \pi(c'') \) contains \( \pi(a) \cap \pi(b) \) by the first argument. Moreover \( \pi(c'') \) contains \( c' \), so \( \pi(c'') = (\pi(a) \cap \pi(b), c') = \pi(c) \). Injectivity of \( \pi \) gives \( c = c'' \), forcing \( a, b, c \) to be collinear.

Next we verify that \( \pi \) is surjective. We use induction on the dimension, say \( n \), of \( \mathbb{P} \). If \( n = 0 \), the statement is obviously true. If \( n = 1 \), the map \( \pi \) can be viewed as a permutation of the point set of \( \mathbb{P} \) of order 1 or 2, and so must be surjective. Assume now \( n > 1 \) and suppose that \( H \) is a hyperplane of \( \mathbb{P} \) that is not the image of a point of \( \mathbb{P} \). As \( \pi|_H \colon x \mapsto \pi(x) \cap H \) is a bijective map from the points of \( H \) to the hyperplanes of \( H \), there are points \( x \in H \) and \( y \in \mathbb{P} \setminus H \) such that \( \pi(x) \cap H = \pi(y) \cap H = \pi(x) \cap \pi(y) \). Pick \( u \in H \setminus \pi(x) \) and let \( z \) be a point in \( x \pi \pi(u) \). Then \( u \in \pi(z) \) and \( \pi(x) \cap H = \pi(x) \cap \pi(y) \subseteq \pi(z) \), so \( \pi(z) \) contains \( \langle u, \pi(x) \cap H \rangle_\mathbb{P} = H \). We conclude that \( H = \pi(z) \), a contradiction.

Thus, the conditions of Lemma 7.1.8 are satisfied, so there is a duality \( \overline{\pi} \) of the geometry \( \Gamma(\mathbb{P}) \) coinciding with \( \pi \) on the point shadow.

It remains to show that the duality \( \overline{\pi} \) has order two if \( n > 1 \). If \( a \) is a point, the equality \( \overline{\pi}(\pi(a)) = x \), where \( x \) is a point of \( \mathbb{P} \), means that for all \( b \in \pi(a) \), one has \( x \in \pi(b) \). Now \( x = a \) is a solution. This solution is unique, for \( \pi(x) \supseteq \pi(a) \) (as \( \pi(x) \) contains each element of \( \pi(a) \)), whence \( \pi(x) = \pi(a) \) and so \( x = a \) (as \( \pi \) is injective). Therefore \( \overline{\pi}(\pi(a)) = a \) for any point \( a \) and so \( \overline{\pi} \) is of order two on the set of all elements of \( \mathbb{P} \).

**Corollary 7.1.11** If \( x, y, z \) are distinct collinear points of a projective space with quasi-polarity \( \pi \), then \( \pi(x) \cap \pi(y) = \pi(x) \cap \pi(z) \).

**Proof.** This is derived in the beginning of the proof of Proposition 7.1.10 (without recourse to the assumptions of injectivity and nondegeneracy of \( \pi \)).
7.2 Duality and sesquilinear forms

As we have seen in Exercise 1.9.11, for every division ring \( \mathbb{D} \) there is an opposite division ring \( \mathbb{D}^{\text{op}} \) whose elements and whose addition are those of \( \mathbb{D} \) and whose multiplication \( * \) is given by \( a * b = ba \) for \( a, b \in \mathbb{D} \). Clearly, \( (\mathbb{D}^{\text{op}})^{\text{op}} = \mathbb{D} \), while \( \mathbb{D}^{\text{op}} = \mathbb{D} \) if and only if \( \mathbb{D} \) is commutative (i.e., a field).

Recall also from Exercise 1.9.11 that an anti-automorphism \( \sigma \) of \( \mathbb{D} \) is an isomorphism of \( \mathbb{D} \) onto \( \mathbb{D}^{\text{op}} \), i.e., a bijection \( \sigma : \mathbb{D} \rightarrow \mathbb{D}^{\text{op}} \) such that \( \sigma(a + b) = \sigma(a) + \sigma(b) \) and \( \sigma(ab) = \sigma(b)\sigma(a) = \sigma(a) \sigma(b) \) for all \( a, b \in \mathbb{D} \). We will see that the existence of a duality of \( \text{PG}(\mathbb{D}^{n+1}) \) for \( n > 1 \) is equivalent to the existence of an anti-automorphism of \( \mathbb{D} \).

Throughout this section, \( V \) is a right vector space over the division ring \( \mathbb{D} \).

**Example 7.2.1** Here are two familiar anti-automorphisms.

(i). If \( \mathbb{D} \) is a field, anti-automorphisms of \( \mathbb{D} \) coincide with automorphisms. This is the only case where the identity map is an anti-automorphism.

(ii). The division ring \( \mathbb{H} \) of the real quaternions has elements \( x_1 + x_2i + x_3j + x_4k \), where \( x_1, x_2, x_3, x_4 \) are reals with the usual vector space structure of \( \mathbb{R}^4 \); its multiplication is determined by the rules \( i^2 = j^2 = k^2 = -1 \), \( ij = k = -ji \), \( jk = i = -kj \), \( ki = j = -ik \) (cf. Exercise 1.9.11, where the rational quaternions were introduced). The map \( x_1 + x_2i + x_3j + x_4k \mapsto x_1 - x_2i - x_3j - x_4k \) is an anti-automorphism, usually called conjugation and denoted by \( x \mapsto \overline{x} \) \((x \in \mathbb{H}) \). The composition of an anti-automorphism and an automorphism (e.g. \( x \mapsto axa^{-1} \) for some nonzero \( a \in \mathbb{H} \)) is again an anti-automorphism. The element \( \overline{x} \) belongs to \( \mathbb{R} \), and is called the norm of \( x \) and denoted by \( N(x) \). The inverse of \( x \in \mathbb{H} \backslash \{0\} \) can be conveniently expressed in terms of \( x \) itself: \( x^{-1} = N(x)^{-1} \overline{x} \).

**Example 7.2.2** In order to show that there exist non-commutative division rings having no anti-automorphisms, we revisit Example 1.4.7. We let \( \mathbb{K} \) be a field admitting an automorphism \( \sigma \) of order three. The fixed points of \( \sigma \) form a subfield \( \mathbb{F} \) of \( \mathbb{K} \). We suppose that \( a \in \mathbb{F} \) is not in the image of the norm map \( N : \mathbb{K} \rightarrow \mathbb{F} \), given by \( N(x) = x\sigma(x)\sigma^2(x) \) \((x \in \mathbb{K})\) and put \( \mathbb{D} = \mathbb{K} \oplus \mathbb{K}j \oplus \mathbb{K}j^2 \) with \( jx = \sigma(x)j \) for \( x \in \mathbb{K} \) and \( j^3 = a \). Example 1.4.7, Step 2, shows that \( \mathbb{D} \) is indeed a division ring. In addition, we suppose that \( \text{Aut}(\mathbb{F}) = 1 \). Example 1.4.7, Step 3, satisfies this condition as \( \text{Aut}(\mathbb{Q}) = 1 \).

We prove that \( \mathbb{D} \) has no anti-automorphisms. Suppose that \( \phi \) is one. Then \( \phi \) fixes all elements of \( \mathbb{F} \), as, by Example 1.4.7, Step 1, \( \mathbb{F} \) is the center of \( \mathbb{D} \) (and hence invariant under \( \phi \), so \( \phi \) fixes \( \mathbb{F} \) element-wise as \( \text{Aut}(\mathbb{F}) = 1 \)). We show that we can choose \( \phi \) so that it fixes \( \mathbb{K} \) element-wise. Put \( v = \phi(u) \).

Right multiplication by an element \( b = b_0 + b_1j + b_2j^2 \in \mathbb{D} \) is a \( \mathbb{K} \)-linear transformation with matrix
Observe that the coefficients of the polynomial \( \det(XI_3 - M_b) \) in the indeterminate \( X \) (here \( I_3 \) stands for the identity matrix of dimension 3), so

\[
M_b = \begin{pmatrix}
  b_0 & b_1 & b_2 \\
  \sigma(b_2)a & \sigma(b_1) & \sigma(b_0) \\
  \sigma^2(b_1)a & \sigma^2(b_2)a & \sigma^2(b_0)
\end{pmatrix},
\]

(7.2)

with respect to the basis \( 1, j, j^2 \). Recall that we view \( \mathbb{D} \) as a left vector space over \( \mathbb{K} \). Accordingly, we view vectors as row vectors and have matrices acting on the right, so the \( i \)-th row of the matrix is the image of the \( i \)-th basis vector. In fact, this gives another representation of \( \mathbb{D} \), namely as the set of matrices over \( \mathbb{K} \) of the form (7.2), with the usual (matrix) multiplication and addition as ring operations. The map \( b \mapsto M_b \) establishes the ring isomorphism. Applying the Cayley-Hamilton Theorem to \( M_b \) and translating the result to \( b \) by means of this isomorphism, we have

\[
b^3 = \alpha_0(b) + \alpha_1(b)b + \alpha_2(b)b^2,
\]

(7.3)

where \( \alpha_i(b) \) are the coefficients of the polynomial \( \det(XI_3 - M_b) \) in the indeterminate \( X \) (here \( I_3 \) stands for the identity matrix of dimension 3), so

\[
\alpha_0(b) = \det(M_b),
\]

\[
\alpha_1(b) = -\det \begin{pmatrix}
  \sigma(b_0) & \sigma(b_2) \\
  \sigma(b_1) & \sigma(b_0)
\end{pmatrix} - \det \begin{pmatrix}
  b_0 & b_1 \\
  \sigma(b_2)a & \sigma(b_0)
\end{pmatrix},
\]

\[
\alpha_2(b) = \text{Tr}(M_b) = b_0 + \sigma(b_0) + \sigma^2(b_0).
\]

Observe that \( \alpha_i(b) \in \mathbb{F} \), as they are fixed by \( \sigma \).

In the notation of (7.3), we have \( \alpha_2(v)u^2 + \alpha_1(v)u + \alpha_0(v) = v^3 = \phi(u)^3 = \phi(\alpha_2(u)u^2 + \alpha_1(u)u + \alpha_0(u)) = \alpha_2(u)u^2 + \alpha_1(u)u + \alpha_0(u) \), because the coefficients \( \alpha_i(u) \) belong to \( \mathbb{F} \). Since 1, \( u, u^2 \) are linearly independent over \( \mathbb{F} \), so are 1, \( u, v \), \( v^2 \). Hence we must have \( \alpha_i(u) = \alpha_i(v) \) for \( i = 0, 1, 2 \). In particular, (7.3) yields

\[
u^3 - \alpha_2(v)u^2 - \alpha_1(v)u - \alpha_0(v) = 0.
\]

By definition of the \( \alpha_i \), this equation for \( v = v_0 + v_1j + v_2j^2 \) with \( v_j \in \mathbb{K} \) can be rewritten as \( \det(uI_3 - M_b) = 0 \). Consequently, there is a nonzero solution \( (c_0, c_1, c_2) \in \mathbb{K}^3 \) of the equation \( (c_0, c_1, c_2)(uI_3 - M_b) = 0 \). For such a solution, the element \( c = c_0 + c_1j + c_2j^2 \) satisfies \( uc = cv \). Since \( c \) is nonzero, it follows that \( u = cvc^{-1} \). Hence the map \( x \mapsto c\phi(x)c^{-1} \) is an anti-automorphism of \( \mathbb{D} \) fixing \( u \).

Consequently, we (may) suppose that \( \phi \) fixes \( u \). As it also fixes \( \mathbb{F} \), it follows that \( \phi \) fixes all of \( \mathbb{K} \), so \( juj^{-1} = \phi(u) = \phi(\sigma(u)) = \phi(juj^{-1}) = \phi(j)^{-1}u\phi(j) \), giving \( \phi(j)j \in C_\mathbb{D}(u) = C_\mathbb{D}(\mathbb{K}) = \mathbb{K} \) by use of Example 1.4.7, Step 1. Hence \( \phi(j) = kj^2 \) for some nonzero \( k \in \mathbb{K} \). Now \( a = \phi(a) = \phi(j^3) = (\phi(j))^3 = (kj^2)^3 = k\sigma^2(k)\sigma(k)a^2 = N(k)a^2 \), which leads to \( a = N(k)^{-1} \),
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a contradiction with the choice of \(a\). We conclude that \(D\) admits no anti-automorphisms.

In view of Corollary 6.3.4 and Exercise 5.7.13, we conclude that the Desarguesian projective plane \(P(D^3)\) is not isomorphic to its dual.

**Definition 7.2.3** Let \(\sigma\) be an anti-automorphism of \(D\). A \(\sigma\)-sesquilinear form on \(V\), or sesquilinear form relative to \(\sigma\), is a map \(f: V \times V \to D\) such that, for all \(a, b, c, d \in V\) and all \(\lambda, \mu \in D\),

\[
\begin{align*}
    f(a + b, c + d) &= f(a, c) + f(b, c) + f(a, d) + f(b, d), \\
    f(a\lambda, b\mu) &= \sigma(\lambda)f(a, b)\mu.
\end{align*}
\]

The form \(f\) determines \(\sigma\) uniquely except when \(f = 0\). Indeed, if \(f(a, b) \neq 0\) for certain \(a, b \in V\), then \(\sigma(\lambda) = f(a\lambda, b)f(a, b)^{-1}\).

**Example 7.2.4** Let \(I\) be an index set and \(V\) a vector space with basis \((e_i)_{i \in I}\). The prototype of a \(\sigma\)-sesquilinear form is obtained from a choice of a matrix \(M = (f_{ij})_{i,j \in I}\) with entries in \(D\). For vectors \(x = \sum_i e_i x_i\) and \(y = \sum_i e_i y_i\) of \(V\), put \(f(x, y) = \sum_{i,j} \sigma(x_i)f_{ij}y_j = \sigma(x)^\top My\). Here, \(\sigma(x) = \sum_i e_i\sigma(x_i)\) and \(y\) are viewed as column vectors. The resulting map \(f\) is a sesquilinear form relative to \(\sigma\).

If \(D\) is a field and \(\sigma\) is the identity, then a \(\sigma\)-sesquilinear form on \(V\) is just a bilinear form. The matrix \(M\) is the usual Gram matrix.

Recall the conjugation \(x \mapsto \overline{x}\) of Example 7.2.1(ii) on \(H\), the division ring of real quaternions. The map \((x, y) \mapsto x\overline{y}\) is a sesquilinear form of the one-dimensional right vector space \(H\) over itself relative to \(\sigma: x \mapsto \overline{x}\). The matrix \(M\) here is the \(1 \times 1\) identity matrix. The map \((x, y) \mapsto (\overline{x}y + \overline{y}x)\) is a bilinear form of the four-dimensional right vector space \(H\) over \(R\). The corresponding matrix \(M\) with respect to the basis 1, \(i, j, k\) is a diagonal matrix with entries 2, \(-2, -2, -2\).

**Lemma 7.2.5** Let \(V\) be a right vector space over \(D\) and \(\sigma\) an anti-automorphism of \(D\).

(i) If \(f\) is a \(\sigma\)-sesquilinear form on \(V\) and \(\lambda \in D\setminus\{0\}\), then the map \(\lambda f\) is a sesquilinear form relative to the anti-automorphism \(\rho\) given by \(\rho(\alpha) = \lambda\sigma(\alpha)\lambda^{-1} (\alpha \in D)\).

(ii) The \(\sigma\)-sesquilinear forms on \(V\) constitute an additive group under the usual addition of maps.

**Proof.** (i) For \(a, b \in V\) and \(\alpha, \beta \in D\), we have \((\lambda f)(aa, b\beta) = \lambda f(aa, b\beta) = \lambda\sigma(\alpha)f(a, b)\beta = (\lambda\sigma(\alpha)\lambda^{-1})\lambda f(a, b)\beta = \rho(\alpha)(\lambda f)(a, b)\beta\).

(ii) Obvious. \(\square\)
7.2 Duality and sesquilinear forms

**Definition 7.2.6** The forms $f$ and $\lambda f$ are called proportional. The set $\{\lambda f \mid \lambda \in \mathbb{D}\}$ is called the **proportionality class** of $f$.

The roles of proportional sesquilinear forms will be indistinguishable from the projective point of view. Later on, in Remark 7.2.9, we will make this observation more precise.

Using a basis of $V$, we see below that Example 7.2.4 comprises all $\sigma$-sesquilinear forms on $V$.

**Proposition 7.2.7** If $(e_i)_{i \in I}$ is a basis of $V$ and if $\sigma$ is an anti-automorphism of $\mathbb{D}$, then every $\sigma$-sesquilinear form on $V$ is a map $f : V \times V \to \mathbb{D}$ such that, for certain $f_{ij} \in \mathbb{D}$,

$$f(x, y) = \sum_{i, j \in I} \sigma(x_i) f_{ij} y_j.$$ 

Conversely, such maps are $\sigma$-sesquilinear forms.

**Proof.** The last assertion was already made in Example 7.2.4 and is easily verified. Putting $f_{ij} = f(e_i, e_j)$ and letting $x = \sum_i e_i x_i, y = \sum_i e_i y_i$ be vectors of $V$, we have

$$f(x, y) = f(\sum_i e_i x_i, \sum_i e_i y_i) = \sum_{i, j} f(e_i x_i, e_j y_j) = \sum_{i, j} \sigma(x_i) f(e_i, e_j) y_j$$

$$= \sum_{i, j} \sigma(x_i) f_{ij} y_j.$$ 

We will now derive dualities from sesquilinear forms.

**Notation 7.2.8** Let $f$ be a sesquilinear form on $V$ and $X \subseteq V$. By $f(v, X)$, for $v \in V$, we mean $\{f(v, x) \mid x \in X\}$. We write $X^{\perp}$, or, if $f$ is clear from the context, just $X^{\perp}$ to denote the linear subspace $\{x \in V \mid f(X, x) = \{0\}\}$ of $V$. By $X^{\perp}$ we mean $(X^{\perp})^{\perp}$ and by $a^{\perp}$ we mean $\{a\}^{\perp}$.

**Remark 7.2.9** Given a $\sigma$-sesquilinear form $f$ on $V$ and a vector $a$ in $V$, the map $f_a : V \to \mathbb{D}$ given by $x \mapsto f(a, x)$ ($x \in V$) is a linear form on $V$, hence its kernel $a^{\perp}$ is either a hyperplane of $V$ (and of $\mathbb{P}(V)$) or $V$ itself.

For $\lambda \neq 0$, we have $(a \lambda)^{\perp} = a^{\perp}$ so $a^{\perp}$ depends only on the choice of $(a) \in \mathbb{P}(V)$. Indeed, in the notation of Proposition 7.2.7, the equation in $x = (x_j)_{j \in I}$ of $a^{\perp}$ is $\sum_{i, j \in I} \sigma(a_i) f_{ij} x_j = 0$, which is equivalent to $\sum_{i, j \in I} \sigma(\lambda) \sigma(a_i) f_{ij} x_j = 0$, whence to $\sum_{i, j \in I} \sigma(a_i \lambda) f_{ij} x_j = 0$.

Also, $a^{\perp} = a^{\perp}$, as the map $(\lambda f)_a$ coincides with $f_{a \sigma^{-1}(\lambda)}$. 

Definition 7.2.10 Let $f$ be a $\sigma$-sesquilinear form on $V$. The radical of $f$, notation $\text{Rad}(f)$, is the set of all $a \in V$ such that $a^\perp = V$. This is obviously a subspace of $V$. Notice that this definition extends the one given in Definition 4.4.3.

The form $f$ is called nondegenerate if $\text{Rad}(f) = 0$ (equivalently, for $\dim(V) < \infty$, if the matrix $(f_{ij})_{i,j \in I}$ has maximal rank). We say that $f$ is reflexive if, for each $x$ and $y$ in $V$, the relation $f(x, y) = 0$ implies $f(y, x) = 0$.

Notation 7.2.11 For a sesquilinear form $f$ on $V$, we denote by $\delta_f$ the map $\mathbb{P}(V) \to \mathbb{P}(V)^* \cup \{\mathbb{P}(V)\}$ given by $\delta_f((x)) = x^\perp$ for $x \in V \setminus \{0\}$.

Here is the promised generalization of Example 7.1.1(iii) to $\sigma$-sesquilinear forms $f$. (There $\sigma = \text{id}$.)

Theorem 7.2.12 Let $f$ be a $\sigma$-sesquilinear form on $V$ for some anti-automorphism $\sigma$ of $\mathbb{D}$. Then $\delta_f$ is does not depend on the choice of $f$ from its proportionality class. Moreover, the following holds.

(i) If $f$ is reflexive, then $\delta_f$ is a quasi-polarity of $\mathbb{P}(V)$ with kernel $\text{Rad}(f)$.

(ii) If $\dim(V) < \infty$ and $f$ is nondegenerate, then the map $\delta_f$ determines a duality of $\text{PG}(V)$.

Proof. The independence of $\delta_f$ of the choice of $f$ from its proportionality class is mentioned in Remark 7.2.9.

(i). By Remark 7.2.9. $\delta_f((y))$ is either a hyperplane or all of $\mathbb{P}(V)$. Suppose $(x) \in \delta_f((y))$. In terms of the form, $f(y, x) = 0$. As $f$ is reflexive, this is equivalent to $f(x, y) = 0$, which implies $(y) \in \delta_f((x))$. Hence $\delta_f$ is a quasi-polarity.

(ii). We show that $\delta_f$ is a bijection from the set of points of $\mathbb{P}(V)$ onto the set of hyperplanes of $\mathbb{P}(V)$. Take a hyperplane $H$ in $\mathbb{P}(V)$. Then $H$ is the kernel of some linear form $g$ on $V$. There is a vector $a \in V$ such that $f(a, x) = g(x)$ for all $x \in V$; for, using a basis $(e_i)_{i \in I}$ as in Proposition 7.2.7, and putting $g_i = g(e_i)$ for all $i$, such an $a$ would satisfy $\sum_i a_i f_{ij} = g_i$ for all $j$ or $\sum_i \sigma^{-1}(f_{ij}) a_i = \sigma^{-1}(g_j)$ and this system of linear equations has a solution $a = \sum_i c_i a_i$ because the matrix $(f_{ij})_{ij}$ is of maximal rank. Hence $a^\perp = H$. Moreover, if $a^\perp = b^\perp$, then there is a nonzero scalar $\lambda \in \mathbb{D}$ such that $\sum_i \sigma(a_i) f_{ij} = \lambda \sum_i \sigma(b_i) f_{ij}$ for all $j$. Again, as $(f_{ij})_{ij}$ has maximal rank, we find $\sigma(a_i) - \sigma(b_i \sigma^{-1}(\lambda)) = 0$ for all $i \in I$ and so $(a) = (b)$.

Now, let $a, b, c \in V \setminus \{0\}$ be such that $(a), (b), (c)$ are distinct. Assume first that these points are collinear. Then $c = a\lambda + b\mu$ for some $\lambda, \mu \in \mathbb{D}$ and so $f(c, x) = 0$ if and only if $f(a \lambda, x) + f(b \mu, x) = 0$, forcing $c^\perp$ to contain $a^\perp \cap b^\perp$. In view of the symmetry of the roles of $a, b, c$ it follows that $a^\perp \cap b^\perp = b^\perp \cap c^\perp = c^\perp \cap a^\perp$. 

Conversely, assume that \( a^\perp \cap b^\perp = b^\perp \cap c^\perp = c^\perp \cap a^\perp \). Take linearly independent vectors \( v_1, v_2 \) complementary to \( a^\perp \cap b^\perp \). Since \( a \) and \( b \) are linearly independent, the matrix

\[
\begin{pmatrix}
  f_a(v_1) & f_b(v_1) \\
  f_a(v_2) & f_b(v_2)
\end{pmatrix}
\]

has rank two. Hence there are unique \( \lambda, \mu \in \mathbb{D} \) with \( f_a(v_i) = \lambda f_a(v_i) + \mu f_b(v_i) \) for \( i = 1, 2 \). Consequently \( f_c = \lambda f_a + \mu f_b \) and, for \( x \in V \), we have

\[
f(c, x) = f_c(x) = \lambda f(a, x) + \mu f(b, x) = f(a \sigma^{-1}(\lambda), x) + f(b \sigma^{-1}(\mu), x) = f(a \sigma^{-1}(\lambda) + b \sigma^{-1}(\mu), x).
\]

Since \( \text{Rad}(f) = 0 \), we obtain \( c = a \sigma^{-1}(\lambda) + b \sigma^{-1}(\mu) \). Thus \( (a), (b), (c) \) are collinear; now Lemma 7.1.8 applies.

The above proof of (ii) is in terms of the projective space \( \mathbb{P}(V) \). Exercise 7.11.4 deals with a proof in terms of the projective geometry.

**Notation 7.2.13** For a sesquilinear reflexive form \( f \) on \( V \), we also write \( \mathbb{P}(V)_f \) rather than \( \mathbb{P}(V)_\delta \) as in Definition 7.1.9.

Here is a converse to Theorem 7.2.12.

**Theorem 7.2.14** Let \( \mathbb{P} = \mathbb{P}(V) \) and suppose that \( \pi \) is a quasi-polarity of \( \mathbb{P} \). The kernel \( K \) of \( \pi \) is a subspace of \( \mathbb{P} \) and \( \pi \) defines a homomorphism \( \mathbb{P}/K \to \mathbb{P}^* \).

(i) There is a reflexive \( \sigma \)-sesquilinear form \( f \) on \( V \), relative to some anti-automorphism \( \sigma \) of \( \mathbb{D} \), such that \( \pi = \delta_f \) and \( \text{Rad}(f) = K \).

(ii) The quasi-polarity \( \pi \) is nondegenerate if and only if the sesquilinear form \( f \) is nondegenerate.

**Proof.** First observe that \( K \) is a subspace of \( \mathbb{P} \). For, if \( x \) and \( y \) are distinct points of \( K \) and \( z \) belongs to the projective line \( xy \) on \( x \) and \( y \), then, for each point \( u \) of \( \mathbb{P} \), we have \( u \in \mathbb{P} = \pi(x) \cap \pi(y) \), so \( x, y \in \pi(u) \), which implies \( z \in \pi(u) \) as \( \pi(u) \) is a subspace of \( \mathbb{P} \), and so \( u \in \pi(z) \). This settles \( \pi(z) = \mathbb{P} \), so \( z \in K \).

If \( x \) and \( y \) are distinct points of \( \mathbb{P} \) with \( \langle K, x \rangle = \langle K, y \rangle \), then \( xy \) meets \( K \) is a point, say \( z \), so \( \pi(z) = \mathbb{P} \) and Corollary 7.1.11 gives \( \pi(x) = \pi(x) \cap \pi(z) = \pi(y) \cap \pi(z) = \pi(y) \). Therefore, the map \( \pi \) naturally induces a map \( \pi_K : \mathbb{P}/K \to \mathbb{P}^* \) with \( \pi_K(\langle K, x \rangle) = \pi(x) \). By Corollary 7.1.11 the map \( \pi_K \) is a homomorphism of projective spaces.

(i). Recall from Exercise 5.7.13 that \( \mathbb{P}^* = \mathbb{P}(V^*) \) and that \( V^* \) is a right vector space over \( \mathbb{D}^{op} \) (equivalently, a left vector space over \( \mathbb{D} \)). By Corollary
6.3.4, there is an anti-automorphism $\sigma : D \to D^{\text{op}}$ and a $\sigma$-linear map $\psi_K : V/K \to V^\vee$, whose projectivization is $\pi_K$. Thus,

$$\pi_K((x, K)) = \{y \in V \mid \psi_K(x + K)y = 0\}.$$ 

Let $\psi$ be the $\sigma$-linear map $V \to V^\vee$ with $\psi(x) = \psi_K((x, K))$ for each $x \in V$. The map $f : V \times V \to D$ given by $f(x, y) = \psi(x)(y)$ is a $\sigma$-sesquilinear form as required. The reflexivity of $f$ follows from the equivalence of $x \in \pi(y)$ and $y \in \pi(x)$ for points $x, y$ of $\mathbb{P}(V)$.

(ii). If $x \in \mathbb{P}(V)$, then $x \in K$ means $\pi(x) = \mathbb{P}(V)$, which is equivalent to $\psi(x) = 0$ and hence to $f(x, y) = 0$ for all $y \in \mathbb{P}(V)$. So $K = \emptyset$, which is equivalent to $\pi$ being nondegenerate, implies $\text{Rad}(f) = 0$, that is, $f$ is nondegenerate. \qed

**Remark 7.2.15** Write vectors of $V$ out in coordinates with respect to a basis $(e_i)_{i \in I}$ of $V$, and vectors of $V^\vee$ with respect to a dual basis $(e_i^\vee)_{i \in I}$ of $V^\vee$. The point $(x_i)_i$ of $\mathbb{P}(V)$ is mapped by $f'$ onto the point $(x'_i)_i \in D^{\text{op}}$ of $\mathbb{P}(V^\vee)$ where $x'_i = \sum_j \sigma(x_i)f_{ij}$ for some matrix $(f_{ij})_{i,j \in I}$ of maximal rank. Indeed, with $f'(e_i) = \sum_{j \in I} e_j^\vee f_{ij}$, and using $\circ$ to denote multiplication in $D^{\text{op}}$, we have

$$f'(x) = \sum_{i \in I} f'(e_i x_i) = \sum_{i \in I} f'(e_i) \sigma(x_i) = \sum_{i,j \in I} e_j^\vee f_{ij} \circ \sigma(x_i)$$

$$= \sum_{j \in I} e_j^\vee \left( \sum_{i \in I} \sigma(x_i) f_{ij} \right) = \sum_{j \in I} e_j^\vee x'_j.$$ 

The hyperplane $\delta(x_i)$ consists of all points $(y_j)_j$ such that $\sum_{i,j} \sigma(x_i)f_{ij}y_j = 0$ and so $\delta = \delta_f$, where $f$ is the form determined by $(f_{ij})_{i,j \in I}$. 

**Example 7.2.16** There exist projective spaces admitting a duality but no polarity. As a consequence of Corollary 6.3.4 and Exercise 5.7.13, an instance of such a space of big enough dimension boils down to a division ring with an anti-automorphism but no involutory anti-automorphisms. We exhibit such an example in five steps, starting again from the division rings constructed in Example 1.4.7.

Let $K$ be a Galois field extension of $F$ of degree three and let $\sigma$ be a generator of its Galois group. Again, we take $a \in F$ outside the image of the norm map $N : K \to F$ and let $D$ be defined as in Example 1.4.7, so $D = K \oplus K_j \oplus K_j^2$ with the multiplication rules $jx = \sigma(x)j$ for $x \in K$ and $j^3 = a$. We have seen that then $D$ is a division algebra.

**Step 1.** Suppose that $a$ is not a norm of $K$ over $F$. Then $D$ has no anti-automorphism $\varphi$ such that $\varphi(x) = x$ for all $x \in F$.

By way of contradiction, suppose $\varphi : D \to D$ is an anti-automorphism that restricts to the identity on $F$. We first show that we may assume $\varphi(x) = x$ for all $x \in K$. 

Let \( k \in \mathbb{K}\setminus \mathbb{F} \), so \( \mathbb{K} = \mathbb{F}(k) \), and let \( X^3 + aX^2 + bX + c \in \mathbb{F}[X] \) be the minimal polynomial of \( k \) over \( \mathbb{F} \) (that is, the minimal polynomial of \( M_k \) as defined in Example 1.4.7 Step 2). The element \( \varphi(k) \in \mathbb{D} \) is a root of this polynomial. Let

\[
    u = k^2 + k\varphi(k) + \varphi(k)^2 + a(k + \varphi(k)) + b
\]

and

\[
    v = k^2 + \varphi(k)k + \varphi(k)^2 + a(k + \varphi(k)) + b.
\]

The equation \( k^3 + ak^2 + bk + c = \varphi(k)^3 + a\varphi(k)^2 + b\varphi(k) + c \) (expressing that \( k \) and \( \varphi \) have the same minimal polynomial) implies

\[
    ku = u\varphi(k) \quad \text{and} \quad vk = \varphi(k)v.
\]

If \( u = v \), then comparison of their definitions gives \( k\varphi(k) = \varphi(k)k \), so, by Example 1.4.7 Step 1, \( \varphi(k) \in C_\mathbb{K} (k) = \mathbb{K} \). Hence \( \varphi(k) = k \), \( \sigma(k) \), or \( \sigma^2(k) \).

If \( \varphi(k) = \sigma(k) \) we replace \( \varphi \) by \( \psi: x \mapsto j^{-1}\varphi(x)j \); if \( \varphi(k) = \sigma^2(k) \) we replace \( \varphi \) by \( \psi: x \mapsto j^{-2}\varphi(x)j^2 \). Thus, in each case we obtain an anti-automorphism \( \psi \) of \( \mathbb{D} \) such that \( \psi(x) = x \) for all \( x \in \mathbb{K} \). Therefore, we may assume that at least one of \( u \), \( v \) is nonzero.

If \( u \neq 0 \), we replace \( \varphi \) by the map \( \psi: x \mapsto u\varphi(x)u^{-1} \); if \( v \neq 0 \) we replace it by the map \( \psi: x \mapsto v^{-1}\varphi(x)v \). In each case, \( \psi \) is an anti-automorphism which restricts to the identity on \( \mathbb{F} \) and such that \( \psi(k) = k \), hence \( \psi(x) = x \) for all \( x \in \mathbb{K} \).

Taking the image under \( \psi \) of the equation \( jk = \sigma(k)j \), we find

\[
    k\psi(j) = \psi(j)\sigma(k),
\]

so \( k\psi(j)j = \psi(j)jk \), and again Example 1.4.7 Step 1 gives \( \psi(j)j \in \mathbb{K} \). Let \( \lambda = \psi(j)j \), so

\[
    \psi(j)^3 = (\lambda j^{-1})^3 = \lambda\sigma(\lambda)\sigma^2(\lambda)j^{-3}.
\]

Since \( j^4 = a \) we have \( \psi(j)^3 = a \), hence, with \( N \) the norm of \( \mathbb{K} \) over \( \mathbb{F} \)
\[
    a = \lambda\sigma(\lambda)\sigma^2(\lambda)a^{-1} = N(\lambda)a^{-1}
\]

and therefore \( a^2 = N(\lambda) \), so \( a = N(a\lambda^{-1}) \), a contradiction.

We now provide a specific extension of the rationals.

**Step 2.** Let \( \mathbb{K} = \mathbb{Q}(u, v) \subset \mathbb{C} \), where

\[
    u^4 + 10u^2 + 20 = 0 \quad \text{and} \quad v^3 - 18v + 18 = 0.
\]

Then \( \mathbb{K} \) is a Galois extension of the rationals of degree 12 with Galois group \( (\sigma, \tau) \), where

\[
    \tau(u) = \frac{2(u^2 + 5)}{u}, \quad \tau(v) = v,
    \sigma(u) = u, \quad \sigma(v) = \frac{1}{2} \left( -v \pm \frac{1}{u^2 + 5}(-24 + 3v + 2v^2) \right).
\]
These automorphisms satisfy $\sigma^3 = \tau^4 = 1$ and $\tau \sigma = \sigma^2 \tau$.

Eisenstein’s criterion shows that the polynomials $X^4 + 10X^2 + 20$ and $X^3 - 18X + 18$ are irreducible over $\mathbb{Q}$, so $[K: \mathbb{Q}] = 12$. Notice that $(u^2 + 5)^2 = 5$, so $\mathbb{Q}(u) \supset \mathbb{Q}(\sqrt{5})$ (and in fact $u^2 = -5 + \sqrt{5}$). The extension $\mathbb{Q}(u)$ of $\mathbb{Q}$ is Galois, with a cyclic Galois group generated by $\tau|_{\mathbb{Q}(u)}$.

On the other hand, the discriminant of $X^3 - 18X + 18$ is $5 \cdot (54)^2$, so all of the roots of this polynomial are in $\mathbb{Q}(\sqrt{5})(v)$. The roots are in fact

$$ v \quad \text{and} \quad \frac{1}{2} \left( -v \pm \frac{1}{\sqrt{5}}(-24 + 3v + 2v^2) \right). $$

Therefore $\sigma$ defines an automorphism of $K$.

Finally, the relations between $\sigma$ and $\tau$ are easy to verify by explicit computation. They imply that the group generated by $\sigma$ and $\tau$ has order $12$. Since $[K: \mathbb{Q}] = 12$, this group must be the Galois group of $K$ over $\mathbb{Q}$.

**Step 3.** The number $11$ is not a norm of $\mathbb{Q}(v)$ over $\mathbb{Q}$.

For, suppose $x_0, x_1, x_2 \in \mathbb{Q}$ are such that

$$ 11 = N_v(x_0 + x_1 v + x_2 v^2), $$

where $N_v$ denotes the norm of $\mathbb{Q}(v)$ over $\mathbb{Q}$ (so $N_v(x) = x\sigma(x)\sigma^2(x)$ for $x \in \mathbb{Q}(v)$). Clearing denominators, we find integers $y_0, y_1, y_2, z$ such that

$$ N_v(y_0 + y_1 v + y_2 v^2) = 11z^3, \quad (7.4) $$

and we may assume that $y_0, y_1, y_2$ are not all divisible by $11$. Now, observe that the polynomial $X^3 - 18X + 18$ is irreducible over the finite field $\mathbb{F}_{11}$.

Reducing modulo 11 the polynomial

$$ N_v(Y_0 + Y_1 v + Y_2 v^2) = \det \begin{pmatrix} Y_0 & -18Y_2 & -18Y_1 \\ Y_1 & Y_0 + 18Y_2 & 18(Y_1 - Y_2) \\ Y_2 & Y_1 & Y_0 + 18Y_2 \end{pmatrix} \in \mathbb{Z}[Y_0, Y_1, Y_2] $$

yields the polynomial $N_{\mathbb{F}_{11}/\mathbb{F}_{11}}(Y_0 + Y_1 w + Y_2 w^2) \in \mathbb{F}_{11}[Y_0, Y_1, Y_2]$, where $N_{\mathbb{F}_{11}/\mathbb{F}_{11}}$ denotes the norm of $\mathbb{F}_{11}$ over $\mathbb{F}_{11}$ and $w \in \mathbb{F}_{11^2}$ is a root of $X^3 - 18X + 18$. Since the norm polynomial has no non-trivial zero, it follows from (7.4) that $y_0, y_1, y_2$ are all divisible by 11, a contradiction.

**Step 4.** Let $\mathbb{F} = \mathbb{Q}(u)$ and $a = 11$. Then $\mathbb{F}$ is the subfield of $K$ fixed under $\sigma$, so $\mathbb{K}$ is a Galois extension of $\mathbb{F}$ of degree three and $a \in \mathbb{F}\setminus N(\mathbb{K})$.

For, otherwise, $11 = N(x)$ for some $x \in \mathbb{K}$, and, taking the norm of $\mathbb{F}$ over $\mathbb{Q}$ on each side, we obtain

$$ 11^4 = N_{\mathbb{K}/\mathbb{Q}}(x), $$

where $N_{\mathbb{K}/\mathbb{Q}}$ is the norm of $\mathbb{K}$ over $\mathbb{Q}$, so $N_{\mathbb{K}/\mathbb{Q}}(x) = \prod_{\gamma \in \langle \sigma, \tau \rangle} \gamma(x) = N_v(N(x))$ for $x \in \mathbb{K}$. Consequently, $11 = N_v(N(x)/11)$. By Step 3, this is impossible.
Step 5. Take $K$ and $\sigma$ as in Step 2 and $F$ and $a$ as in Step 4. Then $D$ is a division ring. Moreover, there exists an anti-automorphism $\varphi$ of $D$ such that
\[ \varphi(x) = \tau(x) \quad \text{for } x \in K \quad \text{and} \quad \varphi(j) = j, \]
but $D$ admits not involutory anti-automorphism.

By Step 4 and Example 1.4.7, $D$ is a division ring. Straightforward computations show that $\varphi$ is an anti-automorphism.

By Steps 1 and 4, $D$ has no anti-automorphism whose restriction to $F$ is the identity. Suppose $\psi : D \to D$ is an anti-automorphism such that $\psi^2 = \text{id}$. Since $\psi|_F = \text{id}$ and the Galois group of $F$ over $\mathbb{Q}$ is $\langle \tau \rangle$, we have either $\psi|_F = \text{id}$ or $\psi|_F = \tau^2$. Then either $\psi$ or $\psi^2 \circ \psi$ is an anti-automorphism whose restriction to $F$ is the identity, a contradiction.

7.3 Absolutes and reflexive sesquilinear forms

The absolute geometries (cf. Definition 1.4.3) corresponding to polarities of projective geometries are very interesting subgeometries; they are related to the so-called classical (simple) groups. The corresponding spaces satisfy the polar space axiom, to be introduced later, in Definition 7.4.1.

Definition 7.3.1 Let $\Gamma = (X, *, \tau)$ be a geometry over $[n]$ belonging to the linear digon diagram $I(\Gamma)$ of rank $n$. As we discussed above, a polarity $\pi$ of $\Gamma$ maps an element of type 1 to an element of type $n$ and, more generally, an element of type $i$ to an element of type $n + 1 - i$. An element $x \in X$ is said to be absolute with respect to $\pi$ if $x * \pi(x)$ and $\tau(x) \leq \tau(\pi(x))$.

Notation 7.3.2 We write $\text{Abs}(\Gamma, \pi)$ for the subgeometry of $\Gamma$ over $[\lfloor n/2 \rfloor]$ induced on the set of all elements of $\Gamma$ that are absolute with respect to $\pi$.

The absolute geometry with respect to $\langle \pi \rangle$ in $\Gamma$, as defined in Definition 1.4.3, is isomorphic to the subgeometry of $\Gamma$ over $[\lfloor n/2 \rfloor]$ induced on the set of all absolute elements with respect to $\pi$. We will often identify the two ‘absolute’ geometries.

Remark 7.3.3 The absolute geometry $\text{Abs}(\Gamma, \pi)$ may be empty, as is the case for the polarity $\pi = \delta_f$ (cf. Theorem 7.2.12) on $\Gamma = \text{PG}(\mathbb{R}^{n+1})$ where $f(x, y) = x_1 y_1 + x_2 y_2 + \cdots + x_{n+1} y_{n+1}$ (cf. Example 7.1.1(iii)). The same example with $\mathbb{C}$ instead of $\mathbb{R}$ allows for absolute subspaces of projective dimension $m - 1$, where $m = \lfloor (n + 1)/2 \rfloor$. An example of an absolute element of maximal dimension is
\[ \langle \varepsilon_1 + i\varepsilon_2, \varepsilon_3 + i\varepsilon_4, \ldots, \varepsilon_{2m-1} + i\varepsilon_{2m} \rangle. \]
Remark 7.3.4 The terminology of isotropic elements is classical in projective geometries. Here, an element $x$ is isotropic with respect to a polarity $\pi$ whenever $x$ and $\pi(x)$ are both incident with some point. We will refrain from generalizing this to the situation under discussion.

If we reverse the natural ordering of the diagram we obtain an absolute geometry which is canonically isomorphic to $\text{Abs}(\Gamma; \pi)$ by the map sending $x$ to $\pi(x)$.

Theorem 7.3.5 Let $\Gamma = (X, \ast, \tau)$ be an $[n]$-geometry ($n \geq 2$) with linear digon diagram, whose types are labelled from left to right by 1, . . . , $n$. Then the following hold for every polarity $\pi$ of $\Gamma$.

(i) If $v$ is an absolute element with respect to $\pi$ and $x$ is an element of $\Gamma$ incident with $v$ such that $\tau(x) \leq \tau(v)$, then $x$ is an absolute element with respect to $\pi$.

(ii) If $a$ is an absolute element of type 0 with respect to $\pi$, then the restriction $\pi_a$ of $\pi$ to the residue geometry $\Gamma_{a, \pi(a)}$ is a polarity.

(iii) If $a$ is an element of type 0 which is absolute with respect to $\pi$, then $\text{Abs}(\Gamma_{a, \pi(a)}, \pi_a) = \text{Abs}(\Gamma; \pi)_a$.

Proof. (i). From $x \ast v$ and $\tau(x) \leq \tau(v)$ we obtain $\pi(x) \ast \pi(v)$ and $\tau(\pi(v)) \leq \tau(\pi(x))$, so the Direct Sum Theorem 2.1.6 applied to the residue $\Gamma_{\pi(v)}$ gives $v \ast \pi(x)$. Next, in the residue $\Gamma_v$, we find $x \ast \pi(x)$ for the same reason.

(ii). It suffices to show that $\pi$ maps every element $v$ of $\Gamma_{a, \pi(a)}$ to an element of $\Gamma_{a, \pi(a)}$. First, $a \ast v$ forces $\pi(v) \ast \pi(a)$. Second, $\pi(a) \ast v$ forces $\pi(\pi(a)) \ast \pi(\pi(a))$ whence $a \ast \pi(v)$.

(iii). If $x$ is an absolute element with respect to $\pi$ which is incident with $a$, then $x \ast \pi(x)$ and, since $1 \leq \tau(x) \leq \tau(\pi(x)) \leq n$, we see in $\Gamma_{\pi(x)}$ that $x \ast \pi(a)$. Consequently, $x$ belongs to $\Gamma_{a, \pi(a)}$ and is absolute with respect to $\pi_a$. Conversely, if $x$ is absolute with respect to $\pi_a$ in $\Gamma_{a, \pi(a)}$, then $x$ is absolute with respect to $\pi$ and it is in $\Gamma_a$, hence in $\text{Abs}(\Gamma; \pi)_a$. 

Theorem 7.3.6 Let $\Gamma$ be a projective geometry of finite dimension $n \geq 2$ and $\mathbb{P}$ one of the two corresponding projective spaces. The absolute geometry $\text{Abs}(\Gamma; \pi)$ of the projective geometry $\Gamma$ with respect to a polarity $\pi$ satisfies the following properties.

(i) A line $ab$ of $\mathbb{P}$ is absolute if and only if $a$ and $b$ belong to $\pi(a) \cap \pi(b)$.

(ii) A subspace $x$ of $\mathbb{P}$ is absolute if and only if all points and lines contained in $x$ are absolute.

(iii) Given a line $l$ of $\text{Abs}(\Gamma; \pi)$ and a point $p \in \text{Abs}(\Gamma; \pi)$ with $p$ not on $l$, either a unique point of $l$ or all points of $l$ are collinear with $p$ in $\text{Abs}(\Gamma; \pi)$.

(iv) If the points of $\mathbb{P}$ generate $\mathbb{P}$, then there is no point of $\text{Abs}(\Gamma; \pi)$ which is collinear with all points of $\text{Abs}(\Gamma; \pi)$. 


Proof. (i). Since the image of a line \( ab \) under \( \pi \) is the subspace \( \pi(a) \cap \pi(b) \) (see Theorem 7.1.6), the statement follows.

(ii). If \( x \) is absolute, then Theorem 7.3.5 shows that all points and lines in \( x \) are absolute. Conversely, let all points and lines in \( x \) be absolute. Take a point \( a \in x \). For any other point \( y \in x \), \( ay \) is an absolute line so, by (i), \( \pi(a) \) contains \( y \), hence \( \pi(a) \) contains \( x \) for all \( a \in x \). Now Theorem 7.1.6 shows that \( \pi(x) = \bigcap_{a \in x} \pi(a) \), hence \( x \subseteq \pi(x) \) and so \( x \) is absolute.

(iii). By (i) the set of points of \( l \) which are collinear with \( p \) in \( \text{Abs}(G, \pi) \) coincides with \( l \cap \pi(p) \). Since \( \pi(p) \) is a hyperplane of \( P \), the result follows.

(iv). If \( p \) is collinear with all other points in \( \text{Abs}(G, \pi) \), then \( \pi(p) \) contains all points of \( P \), a contradiction. 

Assertions (iii) and (iv) of the theorem will recur in the definition of (nondegenerate) polar spaces in the next section.

For the remainder of this section, let \( V \) be a finite-dimensional right vector space over the division ring \( D \), and let \( \sigma \) be an anti-automorphism of \( D \).

According to Theorems 7.2.12 and 7.2.14, the set of absolute points of a polarity \( \pi \) of \( \text{PG}(V) \) coincides with \( \{ (x) \in P(V) \mid f(x, x) = 0 \} \) for a nondegenerate \( \sigma \)-sesquilinear form \( f \) on \( V \) such that \( \pi = \delta_f \). Recall from Theorem 7.1.6 that \( \pi \) can be viewed as acting on the geometry \( \text{PG}(V) \) of all subspaces of \( V \) via \( \pi(X) = \bigcap_{x \in X} \pi(x) \) for each subspace \( X \). Since \( \pi \) is a polarity, for \( (x), (y) \in P(V) \), incidence of \( (x) \) and \( \pi((y)) \) implies incidence of \( \pi((x)) \) and \( (y) \). In other words, \( f(x, y) = 0 \) implies \( f(y, x) = 0 \). We analyze this symmetry in greater detail.

Lemma 7.3.7 Let \( f \) be a nondegenerate \( \sigma \)-sesquilinear form on \( V \). Then \( \delta_f \) is a polarity of \( \text{PG}(V) \) if and only if \( f \) is reflexive.

Proof. In view of the above, we need only establish the ‘if’ part. If \( f \) is reflexive, then, for \( x \in V \setminus \{0\} \),

\[
\delta_f^2(x) = \bigcap_{f(x, y) = 0} \delta_f(y) = \bigcap_{x \in \delta_f(y)} \delta_f(y) = (x),
\]

which shows that \( \delta_f \) is a polarity. 

Proposition 7.3.8 Suppose that \( V \) is a vector space with \( \dim(V) \geq 2 \). A nondegenerate \( \sigma \)-sesquilinear form \( f \) on \( V \) is reflexive if and only if there is a scalar \( \varepsilon \in D \setminus \{0\} \) such that \( f(y, x) = \sigma(f(x, y))\varepsilon \) for all \( x, y \in V \).

Proof. If \( f(y, x) = \sigma(f(x, y))\varepsilon \) for all \( x, y \in V \), then \( f \) is clearly reflexive. As for the converse, assume that \( f \) is reflexive. For every \( a \in V \setminus \{0\} \), the equations \( f(a, x) = 0 \) and \( \sigma^{-1}(f(x, a)) = 0 \) in \( x \) define the same hyperplane
of $V$ (or $V$ itself). Therefore, there is a scalar $\varepsilon_a \in \mathbb{D} \setminus \{0\}$ depending on $a$, such that $\sigma^{-1}(f(x,a)) = \sigma^{-1}(\varepsilon_a)f(a,x)$. Applying $\sigma$ to both sides, we find $f(x,a) = \sigma(f(a,x))\varepsilon_a$. We must show that $\varepsilon_a = \varepsilon_b$ for every $b \in V \setminus \{0\}$. Clearly, it suffices to prove this for $a, b$ linearly independent. Then

$$f(x, a + b) = f(x, a) + f(x, b) = \sigma(f(a, x))\varepsilon_a + \sigma(f(b, x))\varepsilon_b,$$

but also

$$f(x, a + b) = \sigma(f(a + b, x))\varepsilon_{a+b} = \sigma(f(a, x))\varepsilon_{a+b} + \sigma(f(b, x))\varepsilon_{a+b},$$

whence

$$\sigma(f(a, x))(\varepsilon_{a+b} - \varepsilon_a) = \sigma(f(b, x))(\varepsilon_b - \varepsilon_{a+b}) \quad (7.5)$$

for $x \in V$. Because $f$ is nondegenerate, we can choose $x \in V$ such that $f(a, x) = 1$ and $f(b, x) = 0$. Then Equation (7.5) forces $\varepsilon_a = \varepsilon_{a+b}$ and, by the same argument with $a, b$ interchanged, $\varepsilon_b = \varepsilon_{a+b}$. The conclusion is $\varepsilon_a = \varepsilon_b$, as required. 

**Corollary 7.3.9** Let $V$ be a vector space of dimension at least two. Suppose that $f$ is a nonzero reflexive $\sigma$-sesquilinear form on $V$ for some anti-automorphism $\sigma$ of $\mathbb{D}$. Then there is a nonzero element $\varepsilon$ of $\mathbb{D}$ with

$$\sigma(\varepsilon) = \varepsilon^{-1} \quad \text{and} \quad \sigma^2(t) = \varepsilon t \varepsilon^{-1} \quad \text{for all } t \in \mathbb{D} \quad (7.6)$$

such that $f(y, x) = \sigma(f(x, y))\varepsilon$ for all $x, y \in V$.

**Proof.** By Proposition 7.3.8 there is a nonzero element $\varepsilon$ of $\mathbb{D}$ satisfying $f(y, x) = \sigma(f(x, y))\varepsilon$ for all $x, y \in V$. Let $t \in \mathbb{D}$. As $f$ is nonzero, there exist vectors $x, y \in V$ such that $f(x, y) = t$. Then

$$t = f(x, y) = \sigma(f(y, x))\varepsilon = \sigma(\sigma(f(x, y))\varepsilon)\varepsilon = \sigma(\varepsilon)\sigma^2(t)\varepsilon.$$

Taking $t = 1$, we see $1 = \sigma(\varepsilon)\varepsilon$. 

**Definition 7.3.10** A pair $(\sigma, \varepsilon)$ of an anti-automorphism $\sigma$ of $\mathbb{D}$ and an element $\varepsilon \in \mathbb{D}$ satisfying the relations (7.6) of Corollary 7.3.9 will be called **admissible** for $\mathbb{D}$.

Let $(\sigma, \varepsilon)$ be an admissible pair for $\mathbb{D}$. A $\sigma$-sesquilinear form $f$ such that $f(y, x) = \sigma(f(x, y))\varepsilon$ for all $x, y \in V$, is called $(\sigma, \varepsilon)$-**hermitian**. Moreover,

1. if $\varepsilon = 1$, then $f$ is called $\sigma$-**hermitian** (then $\sigma^2 = \text{id}$);
2. if $\varepsilon = -1$, then $f$ is called $\sigma$-**antihermitian** (then $\sigma^2 = \text{id}$);
3. if $\sigma = \text{id}$ and $\varepsilon = 1$, then $f$ is called **symmetric**;
4. if $\sigma = \text{id}$ and $\varepsilon = -1$, then $f$ is called **antisymmetric**.
Furthermore, **hermitian** means \(\sigma\)-hermitian for some anti-automorphism \(\sigma\), and similarly for **antihermitian**. Finally, a \(\sigma\)-sesquilinear form \(f\) on \(V\) such that \(f(x,x) = 0\) for all \(x \in V\) is called an **alternating form**.

Let us rephrase in this terminology what we have achieved so far regarding quasi-polarities. Recall the duality \(\delta_f\) from Theorem 7.2.12.

**Theorem 7.3.11** Every quasi-polarity on the projective space \(\mathbb{P}(V)\) of a right vector space \(V\) of finite dimension at least two over \(\mathbb{D}\) is of the form \(\delta_f\) for a \((\sigma,\varepsilon)\)-hermitian form \(f\) on \(V\) with respect to an admissible pair \((\sigma,\varepsilon)\) for \(\mathbb{D}\). The quasi-polarity is the same for any form proportional to \(f\).

**Proof.** Put together Theorems 7.2.12 and 7.2.14, Lemma 7.3.7, Proposition 7.3.8, and Corollary 7.3.9. \(\square\)

**Remark 7.3.12** Let \(V\) be a right vector space over \(\mathbb{D}\) with basis \((e_i)_{i \in I}\) and let \(f\) be a \((\sigma,\varepsilon)\)-hermitian form on \(V\). For all \(i,j \in I\), let \(f_{ij} \in \mathbb{D}\) be such that \(f(e_i,e_j) = f_{ij}\). Similarly to what we have seen in the proof of Theorem 7.2.14, \(f\) can be described by the matrix \((f_{ij})_{i,j \in I}\) satisfying \(f(x,y) = \sum_{i,j \in I} \sigma(x_i)f_{ij}y_j\). Observe that this sum is well defined as only a finite number of \(x_i\) and \(y_j\) are nonzero. Now

(i) \(f\) is \(\sigma\)-hermitian if and only if \(\sigma(f_{ij}) = f_{ji}\) for each \(i,j\);
(ii) \(f\) is \(\sigma\)-antihermitian if and only if \(\sigma(f_{ij}) = -f_{ji}\) for each \(i,j\);
(iii) \(f\) is symmetric if and only if \(f_{ij} = f_{ji}\) for each \(i,j\);
(iv) \(f\) is antisymmetric if and only if \(f_{ij} = -f_{ji}\) for each \(i,j\);
(v) \(f\) is alternating if and only if \(f\) is antisymmetric and \(f_{ii} = 0\) for each \(i\).

In particular, if \(f\) is a symmetric, respectively, alternating form, then so is the corresponding matrix \((f_{ij})_{i,j \in I}\), and conversely.

We next describe how an admissible pair transforms under scalar multiplication of a \((\sigma,\varepsilon)\)-hermitian form.

**Definition 7.3.13** Two admissible pairs \((\sigma,\varepsilon)\) and \((\rho,\delta)\) are called **proportional** if there exists \(\lambda \in \mathbb{D}\), \(\lambda \neq 0\), such that \(\delta = \lambda \sigma(\lambda)^{-1} \varepsilon\) and, \(\rho(x) = \lambda \sigma(x) \lambda^{-1}\) for each \(x \in \mathbb{D}\). In order to specify \(\lambda\), we also say that the pair \((\rho,\delta)\) is **proportional** to \((\sigma,\varepsilon)\) by \(\lambda\).

Proportionality is an equivalence relation on the set of admissible pairs for \(\mathbb{D}\).

**Lemma 7.3.14** If \(f\) is a \((\sigma,\varepsilon)\)-hermitian form and \(\lambda \in \mathbb{D}\), \(\lambda \neq 0\), then, \(\lambda f\) is a \((\rho,\delta)\)-hermitian form, where \((\rho,\delta)\) is proportional to \((\sigma,\varepsilon)\) by \(\lambda\).
Proof. This is a straightforward extension of the proof of Lemma 7.2.5. Having dealt with \( \rho \) in the proof cited, we now verify \( \delta \).

\[
\lambda f(y, x) = \lambda \sigma(f(x, y)) \varepsilon = \lambda \sigma(f(x, y)) \sigma(\lambda) \lambda^{-1} \delta = \lambda \sigma(\lambda f(x, y)) \lambda^{-1} \delta = \rho(\lambda f(x, y)) \delta.
\]

\[\square\]

In other words, proportional admissible pairs come from proportional reflexive sesquilinear forms.

**Theorem 7.3.15** Every nondegenerate reflexive sesquilinear form on a vector space of dimension at least two is proportional to

(1) a hermitian form if it is not antisymmetric;

(2) an antihermitian form if it is not symmetric.

Proof. In view of Proposition 7.3.8 and its corollary, our nondegenerate reflexive sesquilinear form \( f \) is \((\sigma, \varepsilon)\)-hermitian for some admissible pair \((\sigma, \varepsilon)\).

Put \( \delta = 1 \) or \(-1\) according to whether \( f \) is not antisymmetric or not symmetric. Then there exists \( s \in \mathbb{D} \) such that \( \lambda := \sigma(s) + \delta \sigma^{-1} \neq 0 \); for otherwise \( 1 + \delta \sigma^{-1} = 0 \), so \( \varepsilon = -\delta \in Z(\mathbb{D}) \), the center of \( \mathbb{D} \), and \( \sigma(s) = s \) for all \( s \in \mathbb{D} \), so that \( f \) is antisymmetric, respectively symmetric.

Now \( \delta = \lambda \sigma(\lambda)^{-1} \varepsilon \), so, by Lemma 7.3.14, \( \lambda f \) is a \((\rho, \delta)\)-hermitian form. \[\square\]

**Corollary 7.3.16** A nondegenerate reflexive sesquilinear form is antisymmetric or proportional to a non-alternating hermitian form.

Proof. If \( f \) is an alternating form on \( V \), then, for all \( x, y \in V \), we have \( 0 = f(x + y, x + y) = f(x, y) + f(y, x) \), and so \( f \) is antisymmetric. Therefore, the assertion is a consequence of the above proof. \[\square\]

**Example 7.3.17** If \( f \) is antisymmetric then \( f(x, x) = -f(x, x) \) for each \( x \in V \), so \( \mathbb{D} \) has characteristic two or \( f \) is alternating. Thus, it is conceivable only in characteristic two that non-alternating antisymmetric forms exist.

Let \( \mathbb{D} = \mathbb{F}_2 \) be the field of two elements, viewed as a right vector space, and let \( f : \mathbb{D} \times \mathbb{D} \to \mathbb{D} \) be the map given by \( f(x, y) = x^2 + xy + y^2 \). Then \( f \) is both antisymmetric and non-alternating hermitian (even symmetric).

### 7.4 Polar spaces

We introduce the abstract notion of polar space and derive some basic properties. As we will see later, this provides an intrinsic characterization of the shadow space on points and lines of the absolute geometries. In the subsequent section, the geometry will be reconstructed from the polar space.
Definition 7.4.1 A line space \((P, L)\) is a polar space if, for each point \(p \in P\) and each line \(l \in L\), the set of points of \(l\) which are collinear with \(p\), is either a singleton or \(l\) (cf. Figure 7.1).

Example 7.4.2 Each projective space is a polar space in which, for each point \(p\) and each line \(l\), the set of points of \(l\) collinear with \(p\), coincides with \(l\). At the other extreme, a generalized quadrangle is a polar space in which, for each point \(p\) and each line \(l\), the set of points of \(l\) collinear with \(p\), is a singleton.

By Theorem 7.3.6(iii), the point shadow space of the absolute of a polarity on a projective geometry is a polar space.

In the next section we will show that, under certain finiteness conditions, a polar space gives rise to a geometry with a diagram of type \(B_n\) (cf. Table 4.2).

Since the collinearity relation will play an important role, we recall from Definition 2.2.1 that, for a point \(x\), we denote by \(x^\perp\) the set of points collinear with \(x\). (Thus it contains \(x\).) If \(y \in x^\perp\) we write \(x \perp y\). For a set \(X\) of points, we put \(X^\perp = \bigcap_{x \in X} x^\perp\). Recall from Definition 2.5.8 that a subset \(X\) of points in a line space is a subspace if any line having two distinct points in \(X\) is entirely contained in \(X\).

Some of the properties for polar spaces can be stated for the more general class of gamma spaces (cf. Remark 6.7.3). A gamma space fails to be a polar space whenever there are a point \(p\) and a line \(l\) with \(p^\perp \cap l = \emptyset\).

Definition 7.4.3 Let \(X\) be a set of points in a gamma space \(Z = (P, L)\). We put \(\text{Rad}(X) = X \cap X^\perp\) and call it the radical of \(X\). The set \(\text{Rad}(P)\), which coincides with \(P^\perp\), is called the radical of the gamma space \(Z\) and also denoted by \(\text{Rad}(Z)\). The gamma space \(Z\) is called degenerate if \(\text{Rad}(Z)\) is non-empty, and nondegenerate otherwise.

In view of Theorem 7.3.6(iii), (iv), the absolute points and lines of a polarity \(\pi\) form a nondegenerate polar space if the point set generates the whole projective space.
The following result shows that quasi-polarities also lead to polar spaces.

**Proposition 7.4.4** The absolute \( \mathbb{P}_\pi \) with respect to a quasi-polarity is a polar space. Moreover, \( \ker(\pi) \subseteq \text{Rad}(\mathbb{P}_\pi) \), with equality if the points of \( \mathbb{P}_\pi \) generate \( \mathbb{P} \).

**Proof.** Write \( \mathbb{P}_\pi = (P, L) \). Suppose \( p \in P \) and \( l \in L \). Then \( l \cap \pi(p) \) is either all of \( l \) or a singleton contained in \( P \). This establishes that \( \mathbb{P}_\pi \) is a polar space.

The second assertion follows from \( \{ x \in P \mid \pi(x) = P \} = \{ x \in P \mid \pi(x) = \mathbb{P} \} \subseteq \{ x \in P \mid P \subseteq \pi(x) \} = \text{Rad}(\mathbb{P}_\pi) \). As \( P \subseteq \pi(x) \) is equivalent to \( \langle P \rangle_\pi \subseteq \pi(x) \), the inclusion can be replaced by an equality if \( \langle P \rangle_\pi = P \). \( \square \)

**Example 7.4.5** Here are some further examples of polar spaces.

(i). Every projective space and, more generally, every linear space is a polar space whose radical is the full set of points.

(ii). A generalized quadrangle is a polar space in which \( \{ x \not\subseteq l \} = 1 \) holds whenever \( x \) is a point not on the line \( l \).

(iii). Let \( (P, L) \) be a polar space. Then the pair

\[
(P \cup \{ \infty \}, \ L \cup \{ \{ x, \infty \} \mid x \in P \})
\]

is again a polar space. It has lines of length two if \( P \neq \emptyset \) and \( \infty \) is contained in its radical. In Section 7.10 we will deal with a more general construction of this kind, and show how a polar space with lines of size two can be decomposed into subspaces all of whose lines have at least three points.

**Definition 7.4.6** A set of points \( X \) of a line space is **singular** if \( x \perp y \) for all \( x \) and \( y \) in \( X \).

The difference between a singular space and a linear space (cf. Definition 2.5.13) is that, in a singular space it may happen that a pair of points is on more than one line. We are primarily interested in the singular subspaces of a polar space.

The next lemma states some basic properties of gamma spaces. Recall from Definition 2.5.11 that, for a subset \( X \) of points of a line space \( Z \), we denote by \( \langle X \rangle \) the subspace of \( Z \) generated by \( X \).

**Lemma 7.4.7** Let \( Z = (P, L) \) be a gamma space. Then the following hold.

(i) Every subspace of \( Z \) is a gamma space.

(ii) If \( X \) and \( Y \) are subsets of \( P \), then \( (X \cup Y)^\perp = X^\perp \cap Y^\perp \). In particular, if \( X \subseteq Y \), then \( Y^\perp \subseteq X^\perp \) and \( X \subseteq X^{\perp \perp} \subseteq Y^{\perp \perp} \).

(iii) If \( X \) is a subset of \( P \), then \( X^\perp \) is a subspace; moreover, \( X^\perp = \langle X \rangle^\perp \) and \( X^\perp = X^{\perp \perp} \).
(iv) Every maximal singular subset of $P$ is a singular subspace of $Z$.

Proof. (i), (ii), (iii) are straightforward and left to the reader.

(iv). Fix a maximal singular subset $M$ of $P$. Let $a$, $b$ be distinct points in $M$ and let $l$ be a line on $a$ and $b$. For $x \in M$, we have $x \perp a$ and $x \perp b$, whence $l \subseteq x^+$. Therefore $M \cup l$ is a singular subset and since $M$ is maximal, $l \subseteq M$, which proves that $M$ is a subspace.

(v). $X$ is contained in some maximal singular subset $M$ by Zorn’s Lemma. Now $\langle X \rangle \subseteq M$ by (iv), so $\langle X \rangle$ is a singular subspace. 

Lemma 7.4.8 Let $Z$ be a polar space.

(i) Every subspace of $Z$ is a polar space.

(ii) If $x$ and $y$ are non-collinear points of $Z$, then $\operatorname{Rad}(x^+ \cap y^+) \subseteq \operatorname{Rad}(Z)$.

(iii) If $l \in L$ and $x \in l$ satisfy $x^+ \subseteq l^+$, then $l \cap \operatorname{Rad}(Z) \neq \emptyset$; in particular, $Z$ is degenerate.

(iv) If $x$, $y$ are distinct points of $Z$ with $x^+ \subseteq y^+$, then $\operatorname{Rad}(Z) \neq \emptyset$.

Proof. (i) is straightforward.

(ii). We show first that $\operatorname{Rad}(x^+ \cap y^+) \subseteq \operatorname{Rad}(x^+)$. Let $p \in \operatorname{Rad}(x^+ \cap y^+)$ and take $q \in x^+ \setminus p$. We must show that $p \perp q$ and we may assume $q \neq x$. Then there is a line $l$ on $q$ and $x$. On $l$ there is a point $r$ such that $r \perp y$, by the definition of a polar space. Now $r \in x^+ \cap y^+$, hence $r \perp p$. Also, $r \neq x$ (as $y \in r^+ \setminus x^+$), so $p$ is collinear with (two and hence) all points of $l$, and $q \perp p$ as required. Therefore $\operatorname{Rad}(x^+ \cap y^+)$ is contained in $\operatorname{Rad}(x^+)$ and, by symmetry, it is also contained in $\operatorname{Rad}(y^+)$.

Now, let $z \in P$, where $P$ is the point set of $Z$, and, again, $p \in \operatorname{Rad}(x^+ \cap y^+)$. We show that $p \perp z$. In view of the preceding argument, we may assume that $z \not\in x^+ \cup y^+$. Take a line $m$ on $p$ and $x$ and consider a point $u \in z^+ \cap m$. If $u = p$ we have finished, so we may assume $u \neq p$. Since $y$ is not in $x^+$, it can be collinear with only one point on $m$ namely $p$; in particular, $y \not\in u^+$. Observing that $p \in \operatorname{Rad}(y^+)$ by the previous paragraph, we see $p \in \operatorname{Rad}(\{y, u\})$. Applying our first argument to $\{u, y\}$ instead of $\{x, y\}$, we derive $p \in \operatorname{Rad}(u^+)$ and since $z \in u^+$ we obtain $p \perp z$ as wanted. Therefore, $p \in P^+ = \operatorname{Rad}(Z)$.

(iii). Suppose that $l \in L$ and $x \in L$ satisfy $x^+ \subseteq l^+$. Since $p^+ \cap l \neq \emptyset$ for each $p \in P$, the point set $P$ is partitioned by $l^+$ and the sets $y^+ \setminus l^+$ with $y \in l \setminus \{x\}$. Suppose $l \cap \operatorname{Rad}(Z) = \emptyset$. Then there must be distinct $y_1, y_2$ on $l \setminus \{x\}$ such that $y_i^+ \setminus l^+$ is non-empty for each $i = 1, 2$.

We claim that no point of $y_i^+ \setminus l^+$ is collinear with a point of $y_j^+ \setminus l^+$. Indeed, suppose that there exist $x_i \in y_i^+ \setminus l^+$ ($i = 1, 2$) with $x_1 \perp x_2$ and let $m$ be a line on $x_1, x_2$. If $m \cap l^+ \neq \emptyset$ then $m$ has two of its points collinear with $y_1$, respectively, $y_2$, so $m$ must be in $l^+$, contradicting $x_1 \in y_i^+ \setminus l^+$. Hence
\( m \cap l^\perp = 0 \). Now, there is a point \( x_3 \in m \cap x^\perp \); but \( x_3 \in x^\perp \setminus l^\perp \) contradicts \( x^\perp \subseteq l^\perp \). Therefore, indeed, no point of \( y_1^\perp \setminus l^\perp \) is collinear with a point of \( y_2^\perp \setminus l^\perp \).

Take \( z_i \in y_i^\perp \setminus l^\perp \ (i = 1, 2) \) and let \( l_1 \) be a line on \( z_1 \) and \( y_1 \). Then \( z_2^\perp \cap l_1 \neq \emptyset \). Moreover, \( z_2^\perp \cap (l_1 \setminus y_1) = \emptyset \) by our claim, so \( z_2 \perp y_1 \). But we also have \( z_2 \perp y_2 \), whence \( z_2 \in l^\perp \) contradicting \( z_2 \in y_2^\perp \setminus l^\perp \). We conclude that \( l \cap \text{Rad}(Z) \) is non-empty.

(iv). Suppose \( x^\perp \subseteq y^\perp \) and \( x \neq y \). Then \( x \perp y \), so there is a line \( l \) on \( x \) and \( y \). Now \( x^\perp \subseteq \{x, y\}^\perp = l^\perp \), so (iii) applies. \( \square \)

Each gamma space has a natural quotient which is a nondegenerate gamma space.

**Definition 7.4.9** The **nondegenerate quotient space** of a gamma space \( Z = (P, L) \) with radical \( R = \text{Rad}(Z) \) is the line space \( \rho(Z) = (\rho(P), \rho(L)) \) whose points are the sets \( \rho(x) := \langle R, x \rangle \) for \( x \in P \setminus R \), and whose lines are the sets \( \rho(l) := \{\rho(x) \mid x \in l\} \) of size at least two for \( l \in L \) (so \( l \cap R = \emptyset \)). We also write \( Z/R \) or \((P/R, L/R)\) for \( \rho(Z) \).

**Proposition 7.4.10** Suppose that \( Z \) is a non-empty gamma space with radical \( R \). Its nondegenerate quotient \( \rho(Z) \) is a nondegenerate gamma space. Moreover, it is a polar space if and only if \( Z \) is a polar space.

**Proof.** Write \( Z = (P, L) \). We first show that, for any two points \( x, y \in P \), their images \( \rho(x) \) and \( \rho(y) \) are collinear if and only if \( x \) and \( y \) are collinear. For, suppose that \( \rho(x) \) and \( \rho(y) \) are collinear in \( \rho(Z) \). Then there is a line \( l \) of \( Z \) on points \( x' \) and \( y' \) of \( Z \) such that \( \langle x, R \rangle = \langle x', R \rangle \) and \( \langle y, R \rangle = \langle y', R \rangle \). By Lemma 7.4.7(iii), \( x' \perp (R \cup \{y'\}) \) implies \( x' \perp \rho(y) \), whence \( x' \perp y \). Thus \( y \perp (R \cup \{x'\}) \), so by the same lemma, \( y \perp \rho(x) \), proving \( y \perp x \).

Now suppose that \( z \) is a point in \( P \setminus R \) and \( m \) is a line of \( Z \) such that \( \rho(m) \) is a line of \( \rho(Z) \) with \( |\rho(z) \setminus \rho(m)| > 2 \). By the above, there are two points of \( m \) collinear with \( z \), so, by the definition of gamma space, \( z \in m^\perp \), proving \( \rho(z) \in (\rho(m))^\perp \). Hence \( \rho(Z) \) is a gamma space.

Suppose that \( w \) is a point in \( P \setminus R \) such that \( \rho(w) \) belongs to \( \text{Rad}(\rho(Z)) \). By the above, \( w \) is collinear with all of \( P \setminus R \), whence with all of \( P \), so \( w \in R \), a contradiction. Hence \( \rho(Z) \) is nondegenerate.

Finally, it also follows from the above that \( \rho(Z) \) is a polar space if and only if \( Z \) is a polar space. \( \square \)

We now prove that a nondegenerate polar space is partial linear (cf. Definition 2.5.13).

**Theorem 7.4.11** Each nondegenerate polar space is a partial linear space.
Proof. Let \( Z \) be a nondegenerate polar space. Suppose that \( l_1 \) and \( l_2 \) are distinct lines on two distinct points \( a, b \) of \( Z \). Then \( l_j \setminus (l_1 \cap l_2) \neq \emptyset \) for some \( j \in [2] \), so Lemma 7.4.8(iii) shows that there exists a point \( c \in Z \setminus \cup_{j \in [l_1 \cap l_2]} y^+ \). For each \( i \in [2] \), the point \( c \) is collinear with a point \( y_i \) on \( l_i \); it follows that \( y_i \in c^+ \setminus (l_1 \cap l_2) \). Since \( y_1 \) is collinear with \( a \) and \( b \), we have \( y_1 \perp y_2 \). Let \( l \) be a line on \( y_1 \) and \( y_2 \). We clearly have \( l \subseteq \{a, b, c\}^\perp \). We will establish

\[
y_1^+ \cap \{a, c\}^\perp \subseteq l^+ \cap \{a, c\}^\perp.
\]

Let \( u \in y_1^+ \cap \{a, c\}^\perp \). Then \( u \) is collinear with the distinct points \( y_1 \) and \( a \) of \( l_1 \), hence to each point of \( l_1 \) and in particular to \( b \). Therefore, \( u \) is collinear with each point of the line \( l_2 \) on \( a \) and \( b \), hence with \( y_2 \). Finally, \( u \) is collinear with the two distinct points \( y_1 \) and \( y_2 \) of \( l \), so with each point of \( l \), proving (7.7). Now, by Lemma 7.4.8(iii), \( \{a, c\}^\perp \) is a degenerate polar space (containing \( l \)) and, by Lemma 7.4.8(ii), \( Z \) is degenerate, a contradiction. \( \Box \)

Corollary 7.4.12 If \( x \) and \( y \) are distinct collinear points of a nondegenerate polar space \( Z \), then \( l = \{x, y\}^\perp \) is the unique line of \( Z \) on \( x \) and \( y \).

Proof. By Theorem 7.4.11, there is a unique line \( l \) on \( x \) and \( y \), so \( l = \{x, y\} \). The polar axiom (Definition 7.4.1) forces \( l^+ = \{x, y\}^\perp \). If \( w \in l \) and \( v \in \{x, y\}^\perp \), then \( v \subseteq w^\perp \), so \( w \subseteq v^\perp \). This shows \( l \subseteq \{x, y\}^\perp \). It remains to establish \( \{x, y\}^\perp \subseteq l \).

Suppose \( z \in \{x, y\}^\perp \setminus l \). Parts (ii) and (iii) of Lemma 7.4.7 give \( l^+ = \{x, y\} \), so \( l = \{x, y\}^\perp \). As \( z \), \( x, \) and \( y \) are collinear points of \( \{x, y\}^\perp \), say on the line \( m \). If \( w \in \{u, y\}^\perp \), then \( u \subseteq z^\perp \), whence \( \{u, y\}^\perp \subseteq \{u, y\} \cap m^\perp \). Thus, by Lemma 7.4.8(iii), \( \text{Rad}(\{u, y\}^\perp) \neq \emptyset \), whence, by Lemma 7.4.8(ii), \( \text{Rad}(Z) \neq \emptyset \), contradicting the nondegeneracy assumption. Hence \( \{x, y\}^\perp \subseteq l = \emptyset \), proving \( \{x, y\}^\perp = l \). \( \Box \)

The corollary shows that the nondegenerate polar space \( Z = (P, L) \) is fully determined by the graph \( (P, \perp) \). This is no longer the case in a degenerate polar space, see Exercise 7.11.17.

We now derive that singular subspaces of nondegenerate polar spaces are projective spaces.

Recall from Definition 5.2.7 that a geometric hyperplane of a line space \( Z \) is a proper subspace \( X \) of \( Z \) such that \( l \cap X \neq \emptyset \) for each line \( l \) in \( X \).

Theorem 7.4.13 Let \( Z \) be a polar space and \( X \) a singular subspace of \( Z \).

(i) If \( p \in Z \), then either \( X \subseteq p^\perp \) or \( p^\perp \cap X \) is a geometric hyperplane of \( X \).
(ii) If $X$ is a maximal singular subspace of $Z$ and $p \in Z \setminus X$, then $p^+ \cap X$ is a geometric hyperplane of both $X$ and $\langle p, p^+ \cap X \rangle$; moreover, the latter is also a maximal singular subspace of $Z$.

(iii) Every geometric hyperplane $Y$ of $X$ is a maximal subspace of $X$ and $X$ is the union of all lines containing $p$ and a point of $Y$, where $p$ is any point of $X \setminus Y$.

(iv) If $Z$ is nondegenerate, then $X$ is a projective space.

Proof. (i) is straightforward.

(ii). Put $Y = \langle p, p^+ \cap X \rangle$. This is a singular subspace by Lemma 7.4.7(v).

Since $X$ is maximal and $p \notin X$, we cannot have $X \subseteq p^+$. Consequently, by (i), $p^+ \cap X$ is a geometric hyperplane of $X$. Let $q \in X \setminus p^+$. Then $q \notin Y$ and $p^+ \cap X \subseteq q^+ \cap Y$. We will prove that these sets are equal. Suppose that there is a point $x \in q^+ \cap Y \setminus p^+ \cap X$. Then $x \cap X$ contains $p^+ \cap X$ and $q$, so it contains $(p^+ \cap X, q) = X$ (recall that $p^+ \cap X$ is a geometric hyperplane of $X$, hence maximal in $X$). Now $X \cup \{x\}$ is a singular set of points of $Z$ and so $x \in X$. Since $x \notin p^+ \cap X$, we have $x \notin p^+$. But, by Lemma 7.4.8(iii), $x \in Y = \langle p, p^+ \cap X \rangle \subseteq p^+$, a contradiction. Therefore $p^+ \cap X = q^+ \cap Y$ and, by (i), $p^+ \cap X$ is a geometric hyperplane of $Y$ while $Y$ is the union of all lines on $p$ and on a point of $p^+ \cap X$.

We next show that $Y$ is maximal. Suppose, instead, that $Y$ is properly contained in a maximal singular subspace $T$ of $Z$. Then $T$ has a line $l$ on $p$ and on a point of $T \setminus Y$. On $l$ we have a point $d \in Z \setminus (p^+ \cap X)$ with $d \in q^+$. Then $X \cup \{d\}$ is a singular subset and, since $X$ is maximal, $d \in X$. But then, as $l$ is a line on $p$ and $d$, we have $d \in p^+ \cap X \subseteq Y$, a contradiction. So $Y$ is a maximal singular subspace of $Z$.

(iii). Let $p$ be a point of $X \setminus Y$ and set $Y' = \bigcup_{x \in Y} py$. If $x \in X \setminus \{p\}$, then $x$ is collinear with $p$ (as $X$ is singular) and $xp$ is a line on $p$ meeting $Y$ in a point distinct from $p$ (as $Y$ is a geometric hyperplane and $p \notin Y$). Hence $x \in Y'$, which proves $Y' = X$ as clearly $p \in Y'$. This settles (iii).

(iv). We need only verify Pasch’s Axiom. Suppose that $a, b, c, p, q$ are distinct points such that $bc$ and $pq$ are distinct lines in $X$ meeting in $a$. We will derive that $bp$ and $cq$ intersect. By Corollary 7.4.12, there is $v \in \{c, q\}^+ \setminus a^+$ (because $a \not\in c q$). Clearly $a \not\in v$ implies $v \not\in b$ and $v \not\in p$. Thus, there is a unique point $u \in bp \cap v^+$. We claim that $u$ is the point of intersection of $bp$ and $cq$. To show this, it suffices to establish that $u \in cq$. Observe that all three points $u, c$ and $q$ lie inside $\{a, v\}^+$, which is a nondegenerate polar space by Lemma 7.4.8(ii). Consider $z \in \{c, q\}^+ \cap \{a, v\}^+$. We have $z \perp ac$ and $z \perp aq$ so $z \perp \langle b, p \rangle = bp$, whence $z \perp u$. This shows that $u \in \{c, q\}^+ \cap \{a, v\}^+$, which, as $\{a, v\}^+$ is nondegenerate, yields $u \in cq$ by Corollary 7.4.12. Thus $u \in bp \cap cq$, as claimed. □
7.5 The diagram of a polar space

The topic of this section is that nondegenerate polar spaces of rank \( n \) lead to geometries of type \( B_n \). As pointed out in the proof of Lemma 7.4.7(v), by Zorn’s Lemma, there exist maximal singular subsets of a gamma space, and so there exist maximal singular subspaces. However, in order to proceed with induction, we need a much stronger property which corresponds to the finite rank in the context of geometries.

**Definition 7.5.1** The singular dimension of a line space was introduced in Definition 6.7.25. The **nondegenerate singular dimension** of a gamma space \( Z \) is the singular dimension of the nondegenerate quotient \( (Z) \) of Proposition 7.4.10. The **rank** and the **nondegenerate rank** of a polar space are understood to be one more than its singular dimension and its nondegenerate singular dimension, respectively. We sometimes write \( \text{rk}(Z) \) to denote the rank of \( Z \).

**Example 7.5.2** A nondegenerate polar space of rank two is the shadow space \( \text{Sh}_1(\Gamma) \) of a generalized quadrangle \( \Gamma \) over \( [2] \), and conversely. The elements of type 1 have shadows on 1 of dimension 0 while the elements of type 2 have shadows on 1 of dimension 1.

**Proposition 7.5.3** Let \( Z \) be a nondegenerate polar space of finite rank and let \( X \) be a singular subspace of \( Z \).

(i) There is a maximal singular subspace \( M \) disjoint from \( X \).

(ii) If \( Y \) is a singular subspace containing \( X \), then there exists a maximal singular subspace \( M \) such that \( M \cap Y = X \).

(iii) \( X^{++} = X \).

**Proof.** (i). Let \( M' \) be a maximal singular subspace of \( Z \). If \( M' \cap X = \emptyset \) we are done. Otherwise, the finite rank assumption shows that it suffices to prove the existence of a maximal singular subspace \( M \) such that \( M \cap X \) is a proper subspace of \( M' \cap X \). Let \( q \in M' \cap X \). There exists a point \( p \in Z \setminus q^{++} \) since \( Z \) is nondegenerate. Then \( p \in Z \setminus M' \), so, by Theorem 7.4.13(ii), \( M = (p^{++} \cap M', p) \) is a maximal singular subspace of \( Z \) and \( p^{++} \cap M' \) is a geometric hyperplane of \( M' \). In particular, by Theorem 7.4.13(iii), \( M \cap M' \), being a proper subspace of \( M' \) (it does not contain \( q \)) containing \( p^{++} \cap M' \), must coincide with \( p^{++} \cap M' \). If \( x \in M \cap X \), then \( q \in x^{++} \) (as both are in \( X \)) and \( M \cap M' \subseteq x^{++} \), so \( M' = (q, p^{++} \cap M') \subseteq x^{++} \). As \( M' \) is a maximal singular subspace of \( Z \), we conclude \( x \in M' \). Therefore \( M \cap X \subseteq M' \cap X \) and, since \( q \in (M' \cap X) \setminus (M \cap X) \), the inclusion is proper.

(ii). We proceed by induction on \( \dim(X) \). If \( \dim(X) = -1 \), then \( X \) is empty and the property follows from (i). Assume \( \dim(X) \geq 0 \). There exists a geometric hyperplane \( X' \) in \( X \) (take \( X' = p^{++} \cap X \) for some \( p \in Z \setminus X^{++} \)). We have
dim \( (X') \) < \( \dim (X) \) so the induction hypothesis applies and there exists a maximal singular subspace \( M' \) such that \( M' \cap Y = X' \). Let \( p \in X \setminus X' \). Then \( p \notin M' \) and, by the lemma, \( M = \langle M' \cap p^+, p \rangle \) is a maximal singular subspace, while \( M \) contains \( \langle X', p \rangle = X \). It remains to show that \( M \cap Y \subseteq X \). Assume to the contrary that \( x \in M \cap Y \setminus X \). Then \( x \neq p \). Let \( l \) be a line on \( p \) and \( x \). Clearly, \( l \subseteq Y \). Moreover, \( l \) intersects the geometric hyperplane \( M' \cap p^+ \) of \( M \) in some point \( a \). Notice that \( a \neq p \) as \( p \notin M' \). Also, \( a \in M' \cap Y = X' \subseteq X \).

Since \( l \) contains the two distinct points \( p \) and \( a \) of \( X \), it must be contained in \( X \). So \( x \in X \), proving \( M \cap Y \subseteq X \), as required.

(iii). If \( X \) is a maximal singular subspace, then \( X^\perp = X \), whence \( X^{\perp \perp} = X^\perp = X \). Otherwise let \( Y \) be a singular subspace properly containing \( X \); by induction downwards on the dimension, we have \( Y^{\perp \perp} = Y \). Due to (ii) there is a maximal singular subspace \( M \) such that \( Y \cap M = X \). Now \( X^{\perp \perp} \subseteq Y^{\perp \perp} \cap M^{\perp \perp} = Y \cap M = X \). From Lemma 7.4.7(ii), we conclude \( X = X^{\perp \perp} \). □

In view of Exercise 7.11.13, the last assertion also holds for singular subspaces of finite dimension in nondegenerate polar spaces of arbitrary rank. Remark 7.7.4 shows that it does not hold in general.

In order to state the main result of this section, we need one more definition.

**Definition 7.5.4** In a polar space \( Z \), two maximal singular subspaces \( A, B \) are called **adjacent** if they have a common geometric hyperplane. Notation: \( A \sim B \). The resulting graph is called the **dual polar graph** of \( Z \).

The **dual polar space** of \( Z \) is the line space \( Z^8 \) whose points are the maximal singular subspaces of \( Z \) and whose lines are the maximal cliques of the dual polar graph.

Clearly, the dual polar graph is the collinearity graph of the dual polar space. The term dual polar is historical and might be confused with dual as in dual line space of Definition 2.5.8 or hyperplane dual as in Exercise 5.7.12. Later, in Definition 7.7.1, we will see that the dual polar space is in fact the shadow space of a geometry with the linear diagram \( B_n \) on the node opposite the node representing the points of the polar space. This is the (unorthodox) reason for naming this graph dual polar.

**Theorem 7.5.5** Let \( Z \) be a nondegenerate polar space of finite rank \( n \).

(i) If \( A \) and \( B \) are maximal singular subspaces of \( Z \), there exists a path of maximal singular subspaces \( A \sim M_1 \sim M_2 \sim \cdots \sim M_m \sim B \) of length \( m \leq \dim (A) - \dim (A \cap B) \) in the dual polar graph of \( Z \).

(ii) For every maximal singular subspace \( M \) of \( Z \) we have \( \dim (M) = n - 1 \).
Proof. By Theorem 7.4.13(iv), all singular subspaces of $Z$ are projective.

(i). We put $\dim (A) = m$ and we proceed by induction on $i = m - \dim (A \cap B)$. If $i = 0$, we have $A \cap B = A$, whence $A \subset B$ proving $A = B$ and $A \sim B$. If $i > 0$, let $a \in A \cap B$ and consider $B' = \langle a, a^\perp \cap B \rangle$ which is a maximal singular subspace such that $a^\perp \cap B$ is a common geometric hyperplane of $B$ and $B'$ (see Theorem 7.4.13(ii)). Hence $B' \sim B$. Moreover, $m - \dim (A \cap B') < i$ since $B'$ contains $A \cap B$ as well as $a$. So, the induction hypothesis applies to $A$ and $B'$, and there is a path $A \sim M_1 \sim M_2 \sim \cdots \sim M_i \sim B'$ where each $M_i$ is a maximal singular subspace.

(ii). It suffices to show that any two maximal singular subspaces of $Z$ have the same dimension. This follows immediately from (i) and from the fact that adjacent maximal singular subspaces have the same dimension. \hfill $\Box$

Example 7.5.6 We exhibit nondegenerate polar spaces of infinite rank for which Theorem 7.5.5 does not hold. Let $V$ be a vector space, and set $U = V \oplus V^\vee$, where $V^\vee$ is the dual of $V$. Define the bilinear form $f$ on $U$ by

$$f(v + w, v' + w') = w(v') - w'(v) \quad (v, v', w, w' \in V; v') \in V^\vee).$$

As $f$ is reflexive, Theorem 7.2.12 gives that $\delta_f$ is a quasipolarity, and we can construct a polar space $Z = (P, L)$ from $\delta_f$ as in Proposition 7.4.4. This means that $P$ is the set of points $x$ of $P(U)$ with $f(x, x) = 0$ and $L$ is the collection of all projective lines $l$ of $P(U)$ with $f(x, y) = 0$ for all $x, y \in l$. The polar space $Z$ is nondegenerate as $\Rad(\delta_f) = \{0\}$. The subspaces $P(V)$ and $P(V^\vee)$ of $Z$ are maximal singular. If $\alpha := \dim (V)$ is infinite, then $V \not\equiv V^\vee$. As $\dim (V^\vee) \geq 2^\alpha > \alpha$, the projective spaces $P(V)$ and $P(V^\vee)$ do not even have the same dimension.

Now we build a geometry of type $B_\alpha$ from a nondegenerate polar space of rank $\alpha$. The construction is quite natural.

Definition 7.5.7 Let $Z$ be a nondegenerate polar space of finite rank $n \geq 2$. The polar geometry of $Z$, notation $\Gamma(Z)$, is an incidence system over $[n]$, whose the elements of type $i \in [n]$ are the singular subspaces of $Z$ of dimension $i$, and in which two elements $X, Y$ are incident if either $X \subset Y$ or $Y \subset X$.

Below is the diagram for the polar geometry of a nondegenerate polar space of rank $\alpha$. At each node, we have written the set of elements of the corresponding type. By $M_i$, we denote the set of singular subspaces of $Z$ of dimension $i$.

This is the type $B_\alpha$ introduced in Table 4.2. The elements of type $\alpha - 1$ in $\Gamma(Z)$ are the maximal singular subspaces of $Z$. Of course, the terminology is chosen so that the polar geometry of a polar space is indeed a geometry.
Theorem 7.5.8  Let $Z$ be a nondegenerate polar space of finite rank $n \geq 2$. Its polar geometry $\Gamma := \Gamma(Z)$ is a firm and residually connected geometry, which belongs to the diagram $B_n$ and satisfies the following two additional properties.

(i) Distinct elements of $\Gamma$ have distinct 1-shadows.
(ii) Two distinct lines have at most one common point, that is, the shadow space $\text{ShSp}(\Gamma, 1)$ is a partial linear space.

Proof. Property (ii) follows from Theorem 7.4.11 and (i) is obvious from the construction of $\Gamma(Z)$.

Firmness of $\Gamma$ is due to two facts. First of all, singular subspaces are projective spaces by Theorem 7.4.13(iv) and the geometry of all subspaces of such a space is firm, while it corresponds to some residue of $\Gamma$. Secondly, every singular subspace $V$ of $Z$ of dimension $n - 2$ is at least two singular subspaces of dimension $n - 1$. For, by Lemma 7.4.7(iv) and Theorem 7.5.8(ii), there is at least one, say $M$, and then, by Proposition 7.5.3(ii), there is a maximal subspace $M'$ such that $M' \cap M = V$.

In order to obtain the required diagram, observe first of all that, in view of the definition of incidence in $\Gamma$, the digon diagram is linear. We proceed by induction on $n$. Assume that $n = 2$. We need to show that $Z$ is a generalized quadrangle (cf. Definition 2.2.7). If $p$ is a point of $Z$, then there is a point $a$ of $Z$ not collinear with $p$, whence $d(p, a) = 4$ in the incidence graph (for, there is a line $l$ on $p$ and $a$ contains a point of $l$). For the same reason, $d(p, l) \leq 3$ for each line $l$. Hence the point-diameter $d_1 = 4$ in $\Gamma$ equals 4. Similarly, the line-diameter $d_2$ equals 4 (there are no circuits of length 6 in the incidence graph). As the girth $g$ satisfies $g > 3$ for the same reason and $g \leq d_1$, we see that $g = d_1 = d_2 = 4$; so $\Gamma$ is indeed a generalized quadrangle.

For $n > 2$, observe first that if $M$ is a maximal singular subspace of $Z$, then its residue $\Gamma_M$ is a projective geometry of rank $n - 1$ and so the restriction of the diagram to $[n - 2]$ is as required. Consider a point $a$ in $Z$ and let $b$ be a point such that $b$ is not collinear with $a$. The residue $\Gamma_a$ is isomorphic to $\Gamma(\{a, b\}^\perp)$. According to Lemma 7.4.8(i), (ii), the subspace $\{a, b\}^\perp$ of $Z$ is a nondegenerate polar space, which obviously has rank $n - 1$. Hence the induction hypothesis applies to $\{a, b\}^\perp$, giving that $\Gamma(\{a, b\}^\perp)$ is a geometry belonging to $B_{n-1}$. This forces $\Gamma$ to be of type $B_n$.

We next prove that $\Gamma$ is residually connected by induction on $n$. It holds for $n = 2$, thanks to the above. For $n > 2$, consider first the residue of a nonempty flag. By the above treatment of the case $n = 2$ and the Direct Sum Theorem, this residue is a direct sum of projective geometries and (possibly) a geometry $\Gamma(Y)$ where $Y$ is a polar space to which induction applies. Hence, this residue has a connected incidence graph whenever it is of rank at least two. It remains to show that the incidence graph of $\Gamma$ is connected. If $p$ is a point and $X$ is an element of $\Gamma$, then there is some point $q$ incident to $X$ and there is at least one point $a$ in $p^\perp \cap q^\perp$. This implies $p * pa * a * aq * q * X$. 

so $p$ and $X$ are in the same connected component of the incidence graph. □

**Example 7.5.9** If $\pi$ is a quasi-polarity on the projective space $P(V)$, then the polar geometry $\varGamma(P(V)_\pi)$ of $P(V)_\pi$ as in Theorem 7.5.8 is isomorphic to the absolute geometry $\text{Abs}(PG(V), \pi)$.

### 7.6 From diagram to space

Let $n \in \mathbb{N}$, $n > 0$. In this section, we study geometries over the diagram $B_n$. We have seen that nondegenerate polar spaces are examples. As usual, we assume that our geometries are firm and residually connected. This, however, will not suffice to derive that the shadow on 1 is a nondegenerate polar space. Therefore, the notion of a polar geometry will be introduced. In Corollary 7.6.8, these will turn out to correspond nicely to nondegenerate polar spaces.

**Definition 7.6.1** Let $\varGamma$ be a residually connected geometry with linear digon diagram over $[n]$, with ordering of the nodes from left to right, by 1, 2, \ldots, $n$. Elements of type 1, 2, and 3, are called points lines, and planes, respectively. If a point $p$ is incident with a line $l$, we will freely say that $p$ is on $l$. Sets and sequences of points on the same line are called collinear.

**Remark 7.6.2** The geometry $\varGamma/A$ of Example 1.3.6 with $n = 3$ shows that all points of a geometry $\varGamma$ of type $B_3$ may be pairwise collinear while the more classical examples like the absolutes with respect to polarities and the hyperoctahedron have no points collinear with all other points. To overcome these difficulties, we employ the additional properties derived in Theorem 7.5.8.

**Definition 7.6.3** An $[n]$-geometry $\varGamma$ of type $B_n$ satisfying Conditions (1) and (2) below is called a polar geometry of rank $n$.

1. Distinct elements of $\varGamma$ have distinct 1-shadows.
2. Distinct lines have at most one common point, i.e., $\text{ShSp}(\varGamma, 1)$ is a partial linear space.

**Example 7.6.4** As suggested by the name, according to Theorem 7.5.8, the polar geometries of nondegenerate polar spaces are examples of polar geometries.

The $\text{Alt}_7$-geometry of type $B_3$ of Example 2.4.11 satisfies neither (i) nor (ii) of Theorem 7.5.8.

We first establish that (1) and (2) are inductive in the sense that residues of type $B_{n-1}$ inherit (1) and (2) from the original geometry.
Lemma 7.6.5 Let \( \Gamma \) be a polar geometry of rank \( n \). For every point \( p \) of \( \Gamma \), the residue \( \Gamma'_p \) is a polar geometry as well.

Proof. We verify the conditions (1) and (2) for \( \Gamma'_p \); the rest is obvious.
Ad (1). Assume that \( v \) and \( w \) are elements of \( \Gamma'_p \) having the same \( p \)-shadow (that is, type 2 in \( \Gamma \)). We show that \( v = w \). It suffices to establish that \( v \) and \( w \) have the same 1-shadow in \( \Gamma \) and to apply (1) in \( \Gamma \). For \( q \in \text{Sh}_1(v) \) with \( q \neq p \), there is some line \( L \) in \( \Gamma_q \) which is incident with \( p \) and \( q \). Now \( L \in \text{Sh}_2(v) \) is in \( \Gamma_p \), hence \( L \in \text{Sh}_2(w) \) in \( \Gamma_p \), and so \( L \ast w \). The Direct Sum Theorem 2.1.6 for \( \Gamma_L \) gives \( q \ast w \). Therefore \( \text{Sh}_1(v) \subseteq \text{Sh}_1(w) \) and, by the symmetry of the roles of \( v \) and \( w \), we obtain \( \text{Sh}_1(v) = \text{Sh}_1(w) \). By (1), we conclude that \( v = w \).
Ad (2). Assume that \( \alpha \) and \( \beta \) are planes in \( \Gamma_p \), having two distinct lines \( L, L' \) in common. Let \( q \neq p \), be a point in \( \Gamma_\alpha \). In \( \Gamma_\alpha \), there is a line \( L'' \) on \( q \), intersecting \( L, L' \), respectively, in points \( a, a' \) distinct from \( p \). Now \( a \) and \( a' \) are also in \( \Gamma_\beta \), so \( L'' \) must be in \( \Gamma_\beta \) by (2) and this forces \( q \in \Gamma_\beta \). So \( \text{Sh}_1(\alpha) \subseteq \text{Sh}_1(\beta) \) and in fact \( \text{Sh}_1(\alpha) = \text{Sh}_1(\beta) \). By (1), we obtain \( \alpha = \beta \). Therefore, (2) holds in \( \Gamma_p \).

Proposition 7.6.6 Let \( n \geq 2 \). Each \( [n] \)-geometry \( \Gamma \) with diagram \( B_n \) satisfies the following properties.

(i) For each point \( p \) and each line \( l \), there is a point on \( l \) collinear with \( p \).
(ii) If \( \Gamma \) is a polar geometry, then, for any line \( l \) and any point \( p \), either one or all points on \( l \) are collinear with \( p \).
(iii) If \( \Gamma \) is a polar geometry, then, for any line \( l \) and point \( p \) off \( l \) but collinear with two points of \( l \), there is a plane incident with \( l \) and \( p \), while \( n \geq 3 \).

Proof. In (ii) we may assume that \( p \) is not on \( l \), for otherwise the assertion is trivially satisfied. We proceed by induction on \( n \). For \( n = 2 \), the geometry \( \Gamma \) is a generalized quadrangle and so (i), (ii), (iii) hold trivially. So, from here on, we assume that \( n \geq 3 \).
Step 1. For every plane \( \alpha \) and point \( p \) not on \( \alpha \), there exists a plane \( \beta \) incident with \( p \) such that \( \alpha \) and \( \beta \) are both incident with some line.
Since \( \Gamma \) is residually connected, Corollary 1.6.6 shows that there exists a chain from \( \alpha \) to \( p \) consisting of planes and lines only. By induction on the length of that chain it suffices to treat the case where the chain has length six, say \( \alpha, l, \beta, l', \gamma, p \) (cf. Figure 7.2), where \( \gamma, \beta \) are planes and \( l, l' \) are lines.
The lines in \( \Gamma_\beta \) are those of a projective plane, so there is a point \( q \) incident with \( l', \beta, \) and \( l \). In \( \Gamma_q \) the Direct Sum Theorem 2.1.6 gives \( \gamma \ast q \) and in \( \Gamma_i \), it gives \( \alpha \ast q \). In \( \Gamma_q \), the points and lines constitute a projective plane, so there is a line \( l'' \) in \( \Gamma_q \), incident with \( p \) and \( q \); cf. Figure 7.2. Moreover, in \( \Gamma_q \), the induction hypothesis applies and so (i) holds, forcing the existence of a line
2.1.6 gives

We prove (i). Let $l$ be a line incident with $p$. Then $p$ is collinear with all points on $l$. So we assume that $p$ and $\alpha$ are not incident. By Step 1 we find a chain $p \ast \delta \ast l' \ast \alpha \ast l$ where $\delta$ is a plane and $l'$ a line. In $\Gamma_\alpha$, the lines $l$ and $l'$ are incident with some point $q$ and in $\Gamma_{l'}$ the Direct Sum Theorem gives $\delta \ast q$. Finally, in $\Gamma_q$, the points $p$ and $q$ are incident with some line. Thus we have proved that there is at least one point on $l$ which is collinear with $p$ and so (i) holds.

Step 3. As for the proof of (ii) and (iii), suppose that $\Gamma$ is a polar geometry. We assume that $p$ is collinear with two distinct points $a$, $b$ on $l$. In view of (i) it suffices to show that there is a plane incident with both $p$ and $l$. Let $\pi$ be a plane incident with $l$. We may assume that $p$ is not incident with $\pi$ (otherwise (ii) and (iii) hold). Let $A$ be a line incident with $a$ and $p$ and let $B$ a line incident with $b$ and $p$. By the Direct Sum Theorem 2.1.6, $a \ast \pi \ast b$. In $\Gamma_\alpha$, the induction hypothesis on (i) applies to $\pi$ and $A$ and gives a plane $\alpha$ incident with $A$ and a line $A'$ incident with $\pi$ and $\alpha$. Similarly, in $\Gamma_\beta$, we obtain a plane $\beta$ and a line $B'$ such that $B \ast \beta \ast B' \ast \pi$; see Figure 7.3.

In $\Gamma_A$, we have $p \ast \alpha$, and in $\Gamma_B$, we have $p \ast \beta$. In $\Gamma_{\pi}$, the lines $A'$ and $B'$ have a point $d$ in common, from which we deduce $\alpha \ast d \ast \beta$. Let $D$ be a line on $p$ and $d$. There is such a line in $\Gamma_\alpha$ and also in $\Gamma_\beta$ and, by axiom (ii) for polar geometries, $D$ is this line. Hence $\alpha \ast D \ast \beta$.

Now consider $\Gamma_d$. In there, $D$ is a point off $\pi$ (as $p$ is not incident with $\pi$), whereas $A'$ and $B'$ are points incident with $\pi$ and collinear with $D$ via $\alpha$ and $\beta$, respectively. If $n = 3$, then $A'$ and $B'$ are points on the line $\pi$ in the generalized quadrangle $\Gamma_d$ which are both collinear with $D$. Therefore, they coincide, and so do $\alpha$ and $\beta$, which is then a plane as required for (iii). So assume $n \geq 4$. In view of Lemma 7.6.5, the induction hypothesis on (iii) for $\Gamma_d$ provides an element $v$ of type 4, incident with $\pi$ and $D$. In $\Gamma_v$, the points, lines, and planes constitute a projective geometry. As $p$ and

\begin{figure}[h]
\centering
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\caption{Configuration in $\Gamma$ of Step 1. The interrupted lines represent incidences derived by reasoning.}
\end{figure}
Proof. ShSp(0) for \( l(i) \). Let \( p \) be a point of \( X \). There exists a point \( x \) contained in \( p \) with the property that \( l, l' \) are incident with the plane \( \alpha \) in \( \Gamma \), a contradiction. By Proposition 7.6.6(iii), there is a plane \( \alpha \) with \( l, l' \) are incident with a line \( l'' \). Condition (2) of Definition 7.6.3 forces \( l'' = l' \), so \( l \) and \( l' \) are incident with the plane \( \alpha \) in \( \Gamma \), a contradiction.

(ii). Let \( X \) be a singular subspace of \( Z \). If \( l \) is a line of \( Z \) contained in \( X \) and \( p \) a point of \( X \), then Proposition 7.6.6(iii) shows that there is a plane \( \alpha \) incident with \( l \) and \( p \). Now ShSp(\( \alpha \)), endowed with the lines contained in it, is a projective plane by Condition (2) of Definition 7.6.3 and the diagram. This proves that \( X \) is a projective space.

Let \( p \in X \) and let \( X_p \) be the set of lines in \( X \) on \( p \). In \( \Gamma_p \), the set \( X_p \) consists of lines which are pairwise in a plane and the plane on any two of these is contained in \( X_p \). So, in view of Lemma 7.6.5 again, induction applies and there exists an element \( x \) of \( \Gamma_p \) with ShSp(\( x \)) = \( X_p \). Now ShSp(\( x \)) = \( X \) by the Direct Sum Theorem 2.1.6, and we have finished. \( \Box \)

**Theorem 7.6.7** Let \( \Gamma \) be a polar geometry of rank at least two and set \( Z = \text{ShSp}(\Gamma, 1) \).

(i) No point of \( Z \) is collinear with all other points: \( \text{Rad}(Z) = \emptyset \).

(ii) Every singular subspace of \( Z \) is the 1-shadow of some element of \( \Gamma \) and is a projective space.
Below, we summarize the correspondence between polar geometries and polar spaces. Recall the notion of the polar geometry of a polar space from Definition 7.5.7.

**Corollary 7.6.8** If $\Gamma$ is a polar geometry of rank $n$, then its shadow space $Z := \text{ShSp}(\Gamma, 1)$ on 1 is a nondegenerate polar space of rank $n$ whose polar geometry $\Gamma(Z)$ is isomorphic to $\Gamma$.

**Proof.** Immediate from Proposition 7.6.6 and Theorem 7.6.7. \qed

### 7.7 Singular subspaces

We continue to investigate the structure of a nondegenerate polar space of finite rank $n$. Given the polar geometry viewpoint, we now focus on the ‘other end’ of the linear diagram of type $B_n$, and so we are interested in maximal singular subspaces. In this section we derive some properties of singular subspaces of polar spaces in general. The highlight is Theorem 7.7.10, which shows that all singular planes in a polar space of rank three are Moufang.

The first lemma is a direct consequence of the polar geometry (cf. Definition 7.5.7) being of type $B_n$.

**Lemma 7.7.1** Let $Z$ be a nondegenerate polar space of finite rank $n$. Its dual polar space $Z^\delta$ is isomorphic to the shadow space on $n$ of the polar geometry of $Z$ over $[n]$.

The points of $Z^\delta$ are the maximal singular subspaces of $Z$. For every singular space $U$ of dimension $n - 2$ of $Z$, the set $U^\delta$ of all maximal singular subspaces of $Z$ containing $U$ is a line of $Z^\delta$. So two distinct points of $Z^\delta$ are collinear if and only if they meet in an $(n-2)$-dimensional singular subspace of $Z$.

**Theorem 7.7.2** Let $M_1$ and $M_2$ be maximal singular subspaces of a nondegenerate polar space $Z$ of finite rank $n \geq 2$.

(i) The distance between $M_1$ and $M_2$ in $Z^\delta$ is equal to $n - 1 - \dim (M_1 \cap M_2)$.
(ii) Each member of a shortest path from $M_1$ to $M_2$ in $Z^\delta$ contains $M_1 \cap M_2$.
(iii) If $U^\delta$ is a line of $Z^\delta$, then there is a unique point of $U^\delta$ nearest to $M_1$.
(iv) The diameter of $Z^\delta$ is $n$.

**Proof.** We proceed by induction on $n$. For $n = 2$, everything is obvious. So, take $n \geq 3$.

(i) and (ii). First of all, $M_1$ and $M_2$ are adjacent in the dual polar graph, as we saw in Theorem 7.5.5(ii). We proceed by induction on the distance $d$
between $M_1$ and $M_2$. If $d = 0$, then $M_1 = M_2$ and we have finished. So, let $d \geq 1$ and pick a point $M'$ of $Z^d$ with $d(M_1, M') = 1$ and $d(M_2, M') = d - 1$. Then $\dim (M' \cap M_2) = n - 1 - (d - 1)$ by the induction hypothesis and $\dim (M_1 \cap M') = n - 2$ by the definition of collinearity. In the projective space $M'$ of dimension $n - 1$, the subspace $M_1 \cap M'$ is a geometric hyperplane and $M' \cap M_2$ intersects this in a subspace $V$ of dimension $n - 1 - (d - 1)$ or $n - 1 -(d - 1)$. In the first case, $\dim (M_1 \cap M_2) \geq n - 1 - d$. If $\dim (M_1 \cap M_2) = i$ and if $a_{i+1}, \ldots , a_{n-1}$ are points of $M_2$ such that $\langle M_1 \cap M_2, a_{i+1}, \ldots , a_{n-1} \rangle = M_2$, put

$$X_1 = \langle M_1 \cap a_{i+1}, a_{i+1} \rangle, \quad X_2 = \langle X_1 \cap a_{i+2}, a_{i+2} \rangle, \ldots ,$$

$$X_{n-1-i} = \langle X_{n-2-i} \cap a_{n-1}, a_{n-1} \rangle .$$

Then $M_1, X_1, \ldots , X_{n-1-i} = M_2$ is a path of the collinearity graph of $Z^d$, all of whose members contain $M_1 \cap M_2$ which shows that $d \leq n - 1 - i$. Hence we reach $d = n - 1 - i$, (i) and (ii) in that case. In the second case, $\dim (M_1 \cap M_2) = i \geq n - 1 - (d - 1)$ and so by the preceding argument $d \leq n - 1 - i \leq n - 1 -(n - d) \leq d - 1$, a contradiction.

(iii). Assume first that there is a point $x \in U \cap M_1$ in $Z$. Consider the residue $Z_x$ of $x$: using Proposition 7.4.10 and Proposition 7.6.6, we obtain that this is a nondegenerate polar space of rank $n - 1$ in which $U$ and $M_1$ are again a line and a point of $Z_x$, respectively. So induction applies and, by (ii), a point of $U^d$ that is nearest to $M_1$ in $Z_x^d$ is also nearest to $M_1$ in $Z^d$.

Assume next that $U \cap M_1 = \emptyset$. Let $a_1, \ldots , a_{n-1}$ be a minimal generating set of the projective space $U$. Then $\cap_{i=1}^{n-1} a_i^\perp \cap M$ is a unique point $q$. Hence $(U, q)$ is a unique point of $U^d$ which is nearest to $M$.

(iv). By Proposition 7.5.3, there are two maximal singular subspaces $M_1, M_2$ in $Z$, such that $M_1 \cap M_2 = \emptyset$. It suffices to apply (i) to that pair in order to see that their distance is $n$ and again (i) to observe that the diameter cannot be larger. 

As a first application, we show (in Theorem 7.7.10) that the singular planes of nondegenerate polar spaces have many nontrivial automorphisms.

We begin with a lemma that is closely connected with Exercise 7.11.22.

**Lemma 7.7.3** Suppose that $Z$ is a nondegenerate polar space of rank at least three. If $M$ and $N$ are disjoint maximal singular subspaces of $Z$, then the map $\pi_{M,N} : M \to N^\perp$ given by $x \mapsto x^\perp \cap M$ is an injective homomorphism of projective spaces, where $N^\perp$ is the dual projective space of $N$.

**Proof.** By Theorem 7.6.7(ii), $x^\perp \cap N$ is a hyperplane of $N$. Suppose $x, y, z$ are distinct collinear points of $M$. Then, by the polar space property $\{x, y\}^\perp \cap N = \{z, y\}^\perp \cap N$, so the image of the line $xy$ is a line and $\pi_{M,N}$ is a homomorphism.
We next show that $\pi_{M,N}$ is injective. Assume, by way of contradiction, that $p$ and $q$ are distinct points of $M$ such that $\pi_{M,N}(p) = \pi_{M,N}(q)$. Let $x \in N \setminus \pi_{M,N}(p)$. Then the line $pq$ of $M$ intersects $x^\perp$ in some point $r$. Now $r^\perp$ contains $x$ and $\pi_{M,N}(p)$, whence also $N$, contradicting the fact that $N$ is a maximal singular subspace. Therefore, $\pi_{M,N}$ is injective.

**Remark 7.7.4** A consequence of Lemma 7.7.3 is $\dim(M) \leq \dim(N^\perp)$ and, similarly, $\dim(N) \leq \dim(M^\perp)$. If $\text{rk}(Z) = \infty$, then, up to an interchange of the two maximal singular subspaces, we have $\dim(M) \leq \dim(N) < \dim(N^\perp)$. This shows that there exists a hyperplane $H$ of $N$ which is not of the form $\pi_{M,N}(p)$ for $p \in M$.

In Example 7.5.6, let $(e_i)_{i \in I}$ be a basis of $V$ and consider the linear span $H$ of the functionals $(e_i^\perp)_{i \in I}$, determined by $e_i^\perp(e_j) = \delta_{ij}$. Then $H$ is a proper subspace of $N := V^\perp$, but $H^\perp = N$. Therefore, Proposition 7.5.3(ii) does not hold for every nondegenerate polar space.

If $Z$ is a nondegenerate polar space of rank at least four, then its maximal singular subspaces are projective spaces of dimension at least three, and hence Desarguesian. If the rank is three, this need not be the case. On the other hand, not every projective plane occurs as a singular subspace of a non-degenerate polar space, as we will see in Theorem 7.7.10. First we introduce the necessary terminology.

**Definition 7.7.5** Let $Z$ be a nondegenerate polar space. A pair $\{U, V\}$ of two singular subspaces of $Z$ of the same dimension is called an **opposite pair** if, for each $x \in U \setminus V$, the subspace $x^\perp$ does not contain $U \setminus V$.

For an opposite pair $\{U, V\}$ of singular subspaces of $Z$ as above, we have $U \cap V = \emptyset$ in view of Theorem 7.4.13(ii).

**Proposition 7.7.6** Suppose that $Z$ is a nondegenerate polar space of finite rank $n$ whose polar geometry is thick. If $U_1$ and $U_2$ are maximal singular subspaces of $Z$, then there is a singular subspace $V$ such that both $\{U_1, V\}$ and $\{U_2, V\}$ are opposite pairs.

**Proof.** By Theorem 7.5.5 the dimension of every maximal singular subspace is equal to $n$. We proceed by induction on $n$. Suppose $n = 0$. If $U_1 = U_2$, then the assertion is immediate from nondegeneracy of $Z$. Assume that $U_1$ and $U_2$ are distinct points.

If they are collinear, there is a third point $U_3$ on the line $U_1U_2$. By Lemma 7.4.8(iii) there is a line $l$ of $Z$ on $U_3$ not contained in $(U_1U_2)^\perp$. Every point $V$ on $l \setminus U_3$ is as required.

If $U_1$ and $U_2$ are non-collinear, there is a point $b$ in $U_2^\perp \setminus U_1^\perp$ with $b \neq U_2$. By Lemma 7.4.8(ii), $U_1^\perp \cap U_2^\perp$ is not contained in $b^\perp$ since otherwise the
point $bU_2 \cap (U_1^t \cap U_2^t)$ is in $\text{Rad}(U_1^t \cap U_2^t)$. Therefore, there is a point $c \in U_1^t \setminus (U_1^t \cap U_2^t)$ with $b \perp c$. On the line $bc$, any third point $V$ is as required.

Next, let $n \geq 1$. Take $u_1 \in U_1$, $u_2 \in U_2$ and let $v$ be a point of $Z$ such that $\{u_1, v\}$ and $\{u_2, v\}$ are opposite pairs. Set $W_1 = \langle v, v^+ \cap U_1 \rangle$ and $W_2 = \langle v, v^+ \cap U_2 \rangle$. We apply Proposition 7.4.10 and consider the polar space $v^+ / \{v\}$ in which $W_1 / \{v\}$ and $W_2 / \{v\}$ are singular subspaces of dimension $n - 1$. As the polar geometry of $Z$ is thick, so is the polar geometry of the polar space $v^+ / \{v\}$. Now the induction hypothesis yields a singular subspace $V$ of $Z$ of dimension $n$ containing $v$ such that $\{W_1 / \{v\}, V / \{v\}\}$ and $\{W_2 / \{v\}, V / \{v\}\}$ are opposite pairs. Then $\{U_1, V\}$ and $\{U_2, V\}$ are opposite pairs as well, proving the proposition. □

**Corollary 7.7.7** Let $Z$ be a nondegenerate polar space whose polar geometry is thick. Suppose that $U_1$ and $U_2$ are singular subspaces of the same finite dimension $n$. Then there is an isomorphism $U_1 \rightarrow U_2$ which is the identity on $U_1 \cap U_2$. In fact, the map $\pi_{U_2, V} \pi_{U_1, V}$, for any singular subspace $V$ such that $\{U_1, V\}$ and $\{U_2, V\}$ are opposite, establishes such an isomorphism. In particular, all maximal singular subspaces of $Z$ are selfdual.

**Proof.** Take $V$ as in Proposition 7.7.6. Then the maps $\pi_{U_1, V}$ and $\pi_{U_2, V}$ are dualities, so $\pi_{U_1, V} \pi_{U_2, V}$ is an isomorphism $U_1 \rightarrow U_2$. It is readily verified that it is the identity on $U_1 \cap U_2$. Applying this observation to the case where $U_1$ and $U_2$ have dimension two, we find that all planes of $Z$ are isomorphic. In particular, $U_1$ and $V$ are isomorphic. On the other hand, they are each other’s duals (by $\pi_{U_1, V}$), so $V$, and hence every maximal singular subspace, must be selfdual. □

**Definition 7.7.8** Let $P$ be a thick projective plane. We call $P$ **Moufang** if, for every line $l$ of $P$, each point $p \in l$ and points $a, b$ of $P$ collinear with $p$ and not on $l$, there is a perspectivity of $P$ with center $p$ and axis $l$ mapping $a$ onto $b$.

**Remark 7.7.9** Desarguesian planes are Moufang. Recall from Corollary 6.3.2 that a Desarguesian plane is of the form $P(\mathbb{D}^3)$ for some division ring $\mathbb{D}$. If $\mathbb{D}$ has only two elements the Moufang property is verified by analysis of the Fano plane: the permutation in $(3, 7)(5, 6)$ is a perspectivity in Figure 1.21 with center $1$ and axis $\{1, 2, 4\}$, whereas transitivity of the automorphism group of the Fano plane on the set of incident point-line pairs shows that it suffices to check only this pair of center and axis. If the underlying division ring $\mathbb{D}$ has at least three points, then nontrivial perspectivities exist whose centers do not lie on the axes; see Definition 6.1.1 and Theorem 6.1.8. To see that $P(\mathbb{D}^3)$ has perspectivities, consider the matrix
for arbitrary $\lambda \in \mathbb{D}$. Left multiplication by this matrix represents an arbitrary perspectivity with center $e_1 \mathbb{D}$ and axis $\langle e_1, e_3 \rangle$. Since $\text{GL}(\mathbb{D}^3)$ is transitive on bases and induces automorphisms of $\mathbb{P}(\mathbb{D}^3)$, it follows that $\mathbb{P}(\mathbb{D}^3)$ is Moufang.

Not all Moufang planes are Desarguesian; see Exercise 7.11.26.

**Theorem 7.7.10** If $Z$ is a nondegenerate polar space of rank at least three whose polar geometry is thick, then the singular planes of $Z$ are Moufang.

**Proof.** Suppose that $M$ is a singular plane of $Z$ and that $l$ is a line of $M$. Let $p \in l$ and $b_1, b_2 \in M \setminus l$ be such that $p, b_1, b_2$ are collinear. As $\text{Rad}(p^+)=\{p\}$ (cf. Lemma 7.4.8(iii)), there is a plane, $A$ say, on $l$ such that $\langle M/l, A/l \rangle$ is an opposite pair in $l^2/l$. Then $M \cap A = l$. Also, by Proposition 7.7.6, there is a singular plane $B$ of $Z$ containing $p$ such that $\langle M/p, B/p \rangle$ and $\langle A/p, B/p \rangle$ are opposite pairs of $p^+/p$. In particular, $M \cap B = A \cap B = \{p\}$. Let $c$ be a point distinct from $p$ on the line $b_1^+ \cap B = b_2^+ \cap B$, and choose $d$ to be a point distinct from $p$ on the line $c^+ \cap A$. Then $d$ is not on $l$ because of the above opposite pairs. Put $m = cd$. Let $C$ be a plane on the line $m$ such that $\langle C/m, (p \cup m)/m \rangle$ is an opposite pair in $m^2/m$. Let $i \in \{1, 2\}$. Since $\langle A/l, M/l \rangle$ is an opposite pair in $l^2/l$, we have $b_i \not\subset d$ so $b_i$ is not in $C$. The line $b_i^+ \cap C$ contains $c$ but is not contained in $B$, for otherwise it would contain $p$, which is not in $C$. Let $D_i$ be the unique plane containing $b_i^+ \cap C$ and intersecting $B$ along a line. Then $D_i$ is disjoint from $M$ and $A$.

Now, set $\alpha_i = \pi^{-1}_{A,D} \pi_{M,D_i}$, and write $\alpha = \alpha_2^{-1} \alpha_1$. By Corollary 7.7.7, this is an isomorphism $\pi \rightarrow M$ fixing $l$ point-wise. Moreover, $\alpha_i(b_i) = d$, whence $\alpha(b_1) = b_2$. Finally, for every line $X$ of $M$ containing $p$, we see that $\alpha_1(X)$ and $\alpha_2(X)$ are the same line of $Z$ on $p$, so $\alpha(X) = X$. Therefore, $\alpha$ is a perspectivity of $M$ with center $p$ and axis $l$, mapping $b_1$ to $b_2$. □

### 7.8 Other shadow spaces of polar geometries

Corollary 7.6.8 shows that the study of a polar geometry is equivalent to the study of a nondegenerate polar space $Z$ of rank $n$. The polar space is the shadow space on the left most node of the linear diagram $B_n$ associated with the polar geometry. In this section we derive some properties of the shadow spaces on $m$ (the right most node) and on $2$ (the one but left most node) of a polar geometry. The first is interesting because it also has a very nice and natural graph-theoretic description. The second is significant because it is a root filtration space.
Fig. 7.4. The configuration of planes involved in the proof that planes of polar spaces are Moufang. We have $b_1^+ \cap C = ce_i$, $D_i = \langle c, e_i, f_i \rangle$ and $D_i \cap B = cf_i$.

It is immediate from Definition 7.5.4 that the points of a dual polar space of a nondegenerate polar space $Z$ of finite rank are the maximal singular subspaces and that two such, say $A$ and $B$, are collinear whenever $\dim (A \cap B) = \dim (A) - 1$. Its lines are the maximal cliques in this graph.

In a nondegenerate polar space of rank $n$ whose dual polar spaces have thin lines, each singular subspace of dimension $n - 2$ is contained in exactly two maximal singular subspaces; that is, the $n$-order of its polar geometry is equal to one. Such polar spaces lead to oriflamm geometries, which have diagram $D_n$. Examples are a quadric of rank $n$ in $\mathbb{P}(V)$ (see Example 7.8.7) and the hyperoctahedron (see Example 4.1.13(iii)). By the way, the lines of a dual polar space of a nondegenerate polar space with thick lines are either all thick or all thin; see Exercise 7.11.32.

Example 7.8.1 Let $V$ be a vector space over a field $\mathbb{F}$ and consider a quadratic form $\kappa$ on $V$ (cf. Definition 4.4.2. The quadric corresponding to $\kappa$ is the line space $(Q, M)$ where

$$Q := \{ (x) \in \mathbb{P}(V) \mid \kappa(x) = 0 \},$$

and $M$ is the set of lines of $\mathbb{P}(V)$ entirely contained in $Q$. We denote $(Q, M)$ by $\mathbb{P}(V)_\kappa$.

We claim that $\mathbb{P}(V)_\kappa$ is a polar space embedded in $\mathbb{P}(V)$. To verify this, we use the symmetric bilinear form $f$ of $\kappa$. The map $\pi = \delta_f$ (cf. Notation
7.2.11) is a quasi-polarity of $P(V)$. If $p = \langle x \rangle \in Q$, then $f(x, x) = \kappa(2x) = 2\kappa(x) = 0$, so $p \in P(V)_f$. In particular, $P(V)_\kappa$ is embedded in $P(V)_f$ (cf. Notation 7.2.13). Moreover, if $l$ is a line of $Q$, then there is a point $q \in l$ of the form $q = \langle y \rangle$ with $f(x, y) = 0$. But then, for an arbitrary point $\langle x + \beta y \rangle$ on the line $pq = xF + yF$ of $P$, we have $\kappa(x + \beta y) = f(x, y)\beta + \kappa(y)\beta = 0$, so $pq \in M$. We conclude that indeed $P(V)_\kappa$ is a polar space embedded in $P(V)_f$. In particular, $P(V)_\kappa$ is a polar space embedded in $P(V)_f$. Observe that $Q$ can be empty, for instance if we take $F = \mathbb{R}$ and $\kappa$ positive definite.

If the characteristic of $F$ is distinct from two, then $\kappa(x) = \frac{1}{2}f(x, x)$ for $x \in V$, and so $P(V)_\kappa$ coincides with $P(V)_f$. As a consequence, new polar spaces of this kind in $P(V)$ are only to be expected for fields of characteristic two.

The Witt index of a quadratic form $\kappa$ on $V$ is the maximum dimension of a linear subspace of $V$ on which $\kappa$ vanishes. Such a form $\kappa$ is called anisotropic if its Witt index is zero.

There is yet another important example.

**Example 7.8.2** Let $\mathbb{D}$ be a division ring. Put $P = PG(\mathbb{D}^4)$. By Proposition 2.4.7, this is a geometry with diagram $A_3$. Let $P$ be the set of lines of $P$. For $l, m \in P$, write $l \perp m$ to denote that $l$ and $m$ have a non-empty intersection in $P$. Then, for two distinct such $l$ and $m$, the set $\{l, m\}^{\perp\perp}$ consists of all projective lines containing the point $l \cap m$ of $P$ and contained in the plane in $P$ generated by $l$ and $m$. Such a set of projective lines is called a pencil. Write $L$ for the collection of all such `lines' (or pencils) $\{l, m\}^{\perp\perp}$. By construction, $(P, L)$ is the shadow space $\text{ShSp}(PG(\mathbb{D}^4), 2)$ as introduced in Definition 2.5.1. It is the Grassmannian of lines as introduced in Definition 6.6.1. The space $(P, L)$ is a nondegenerate polar space of rank three (proving this statement is Exercise 7.11.28). There are two kinds of maximal singular subspace: those consisting of all lines on a given projective point of $P$ and those consisting of all lines contained in a given projective plane of $P$. Each pencil belongs to exactly one of each kind.

The two previous examples are related by means of the so-called Klein correspondence.

**Theorem 7.8.3 (Klein Correspondence)** If $F$ is a field, then the Grassmannian of lines in $PG(F^4)$ is isomorphic to the quadric corresponding to the quadratic form $\kappa$ on $F^6$ given by

$$\kappa(x) = x_1x_2 - x_3x_4 + x_5x_6 \quad (x = \varepsilon_1x_1 + \cdots + \varepsilon_6x_6 \in F^6).$$
Proof. Write \((P, L)\) for the Grassmannian of lines in \(PG(\mathbb{F}^4)\) and \((Q, M)\) for the quadric corresponding to \(\kappa\). Consider the bilinear map \(g : \mathbb{F}^4 \times \mathbb{F}^4 \rightarrow \mathbb{F}^6\) determined by
\[
\begin{align*}
g(x, y) &= (x_1y_2 - x_2y_1, x_3y_4 - x_4y_3, x_3y_1 - x_1y_3, \\
x_4y_2 - x_2y_4, x_1y_4 - x_4y_1, x_2y_3 - x_3y_2).
\end{align*}
\]
It induces a map \(k : P \rightarrow Q\) by \(k(l) = \langle g(x, y) \rangle\) whenever \(l = \langle x, y \rangle \in P\). For, the expression \(g(x, y)\) does not depend on the choice of distinct projective points \(\langle x \rangle, \langle y \rangle\) inside \(l\), and a straightforward computation shows that \(\kappa(g(x, y)) = 0\).

If \(l, m, n\) is a collinear triple in \((P, L)\), then there are nonzero vectors \(x, a, b \in \mathbb{F}^4\) such that \(l = \langle x, a \rangle, m = \langle x, b \rangle\) and \(n = \langle x, a + b \rangle\). Then, by linearity of \(g\) in the second argument, we have \(g(x, a + b) = g(x, a) + g(x, b)\), and so \(k(n)\) is collinear with \(k(l)\) and \(k(m)\). This establishes that \(k\) is in fact a homomorphism of line spaces. It is readily seen to be an isomorphism. \(\Box\)

Recall from Definition 1.2.1 that a graph is called bipartite if it has no circuits of odd length.

Lemma 7.8.4 Let \(Z\) be a nondegenerate polar space of finite rank \(n\) whose polar geometry has \(n\)-order equal to one.

(i) The dual polar graph is bipartite (i.e., has no circuits of odd length, or, equivalently, the vertex set is the disjoint union of two cocliques \(C_1, C_2\)).

(ii) For all \(M, M' \in C_1 \cup C_2\), the number \(n - 1 - \text{dim} (M \cap M')\) is even if and only if \(M\) and \(M'\) are in the same constituent \(C_1\) or \(C_2\).

Proof. (i). We need only show that there is no circuit of odd length in the dual polar graph of \(Z\). Assume, by way of contradiction, that \(E\) is such a circuit of odd length. Let it have smallest possible cardinality \(2m + 1\). Let \(a\) be a vertex of \(E\) and let \(b, c\) be the two vertices of \(E\) with the property \(d(a, b) = m = d(a, c)\), where we take distances in \(E\). Then \(d(b, c) = 1\). By our hypothesis, the line \(bc\) of the dual polar space of \(Z\) has only two points namely \(b\) and \(c\). Theorem 7.7.2 gives that one of \(b\) and \(c\), say \(c\), is nearest to \(a\). Then there is a path \(P\) from \(a\) to \(c\) whose length is smaller than \(m\). Combining this path \(P\) with one of the two paths from \(a\) to \(b\), in \(E\) (one of length \(m\) and one of length \(m + 1\)) we find a circuit of odd length which is shorter than \(E\).

(ii) follows immediately from (i) and Theorem 7.7.2. \(\Box\)

For \(Z\) as in the lemma, we construct a geometry of type \(D_n\).
Definition 7.8.5 Let $Z$ be a nondegenerate polar space of finite rank $n$ whose polar geometry has $n$-order equal to one. The oriflamme geometry of $Z$ is the incidence system, denoted by $\Delta(Z)$, over $[n]$ whose elements of type $i = 1, \ldots, n - 2$ are the elements of type $i$ of the polar geometry $\Gamma(Z)$ of $Z$ and in which incidence for these elements is as in $\Gamma(Z)$. The elements of type $n - 1$ (respectively, $n$) of $\Delta(Z)$ are the members of $C_1$ (respectively, $C_2$) as defined in Lemma 7.8.4. Elements in $C_1 \cup C_2$ are incident in $\Delta(Z)$ if and only if they are adjacent in $Z$.

Theorem 7.8.6 Let $Z$ be a nondegenerate polar space of finite rank $n \geq 2$ whose polar geometry has $n$-order one. The oriflamme geometry $\Delta(Z)$ is an $[n]$-geometry over $D_n$ whose point shadow space is isomorphic to $Z$.

Proof. We proceed by induction on $n$. For $n = 2$, let $x \in C_1$ and $y \in C_2$. If $p$ is a point of $y$, then there is a line $l$ of $Z$ on $p$ that has a nontrivial intersection with $x$, because $Z$ is a polar space. Now $\dim (l \cap x) = 1$, so $l \cap x$ is a point $q$. As $q$ is on exactly two lines (for the 2-order of the polar geometry is equal to 1) and as these are in distinct constituents $C_1$, $C_2$, we conclude from $x \in C_1$ that $l \in C_2$. But then $l$ and $y$ are both lines from $C_2$ on $p$, so $l = y$. Therefore $x \neq y$ in $\Delta(Z)$ and so the latter is a generalized digon and all statements hold. Let $n > 2$. If $p$ is a point of $Z$, then the residue $Z_p$ is a nondegenerate polar space of rank $n - 1 \geq 2$, whose polar geometry has $n - 1$-order equal to one, so induction yields that $\Delta(Z_p)$ belongs to the diagram $D_{n-1}$ while $\Delta(Z_p)$ is firm and residually connected. If $M$ is a maximal singular subspace of $Z$ then the residue of $M$ in $\Delta(Z_p)$ is clearly a projective geometry of rank $n$. Hence $\Delta(Z)$ belongs to $D_n$ and $\Delta(Z)$ is firm. Residual connectedness of $\Delta(Z)$ readily follows. □

Example 7.8.7 Let $\kappa : V \rightarrow \mathbb{P}$ be a quadratic form on a vector space of even dimension $2t$ such that the bilinear form associated with $\kappa$ is nondegenerate of Witt index $t$. Write $\mathbb{P} = \mathbb{P}(V)$. The polar space $\mathbb{P}_s$ of Example 7.8.1 leads to an oriflamme geometry. For, the geometry of $\mathbb{P}_s$ is of rank $t$ and, fixing a subspace, $U$ say, of $V$ of dimension $t - 1$ such that $\mathbb{P}(U)$ is a singular subspace of $\mathbb{P}_s$ of dimension $t - 1$, we can compute the $t$-order of the polar geometry of $\mathbb{P}_s$ as the number of projective points in the residue $\mathbb{P}(U^\perp / U)$, which is isomorphic to $\mathbb{P}(W)_{s'}$ for $s'$ the restriction of $s$ to a complement $W$ of $U$ in $U^\perp$. Observe that $\dim (W) = 2$ (here we are using vector space dimensions) as $\dim (U) = t - 1$ and $\dim (U^\perp) = t + 1$. So the $t$-order is the number of points $x \in \mathbb{P}(W)$ such that $s(x) = 0$. Choose a basis $w_1, w_2$ of $W$. Now there are $a, b, c \in \mathbb{P}$ such that $s(x) = ax_1^2 + bx_1x_2 + cx_2^2$, where $x = x_1w_1 + x_2w_2$. As the Witt index of $s$ is equal to $t$, the Witt index of $s'$ is equal to one, and the set of solutions is neither empty nor $\mathbb{P}(W)$. This implies that the quadratic equation $ax_1^2 + bx_1x_2 + cx_2^2 = 0$ has exactly two projective solutions. Therefore, the $t$-order is equal to one, and Theorem 7.8.6 applies.
The theorem admits a converse.

**Notation 7.8.8** Let \( n \geq 3 \) and let \( \Gamma \) be an \([n]\)-geometry of type \( D_n \). Denote by \( \tilde{\Gamma} \) the incidence system over \([n]\) constructed from \( \Gamma \) as follows. For \( i \in [n-2] \), the elements of type \( i \) of \( \tilde{\Gamma} \) are the elements of type \( i \) of \( \Gamma \). Elements of type \( n-1 \) of \( \tilde{\Gamma} \) are flags of \( \Gamma \) of type \( \{n-1,n\} \). Finally, the set of elements of type \( n \) of \( \tilde{\Gamma} \) is the union of the sets of elements of type \( n-1 \) and \( n \) in \( \Gamma \). Incidence in \( \Gamma \) determines incidence in \( \tilde{\Gamma} \) except that incident elements of distinct types \( n-1, n \), respectively, in \( \Gamma \) are no longer incident in \( \tilde{\Gamma} \).

**Proposition 7.8.9** Let \( n \geq 3 \) and let \( \Gamma \) be an \([n]\)-geometry of type \( D_n \).

(i) \( \tilde{\Gamma} \) is an \([n]\)-geometry of type \( B_n \) whose \( n \)-order is equal to one.
(ii) \( \tilde{\Gamma} \) is a polar geometry.
(iii) If \( Z \) is the polar space associated with \( \tilde{\Gamma} \), then \( \Delta(Z) \cong \Gamma \).

Proof. (i) is straightforward.

(ii). We need to prove Conditions (1) and (2) of Definition 7.6.3 for \( \tilde{\Gamma} \). We proceed in four of steps.

**Step 1.** Given a point \( q \) and an element \( v_{n-1} \) of \( \Gamma \) of type \( n-1 \), there exists an element \( v_n \) of \( \Gamma \) of type \( n \) such that \( q * v_n * v_{n-1} \).

We use induction on \( n \). For \( n = 3 \), \( \Gamma \) is a projective geometry and so, by Corollary 5.4.4 and Theorem 6.3.1, the statement follows from a study of \( \mathbb{P}(\mathbb{D}^4) \), where \( \mathbb{D} \) is a division ring. In this interpretation, \( q \) is a line and \( v_2 \) is a point of \( \mathbb{P}(\mathbb{D}^4) \), so we can take \( v_3 \) to be the plane generated by \( q \) and \( v_2 \) in \( \mathbb{P}(\mathbb{D}^4) \).

For \( n > 3 \), let \( l \) be a line incident with \( v_{n-1} \). As \( q \) and \( l \) have types at most two, they are also elements of \( \tilde{\Gamma} \). By (i) and Proposition 7.6.6(ii) applied to \( \tilde{\Gamma} \), there is a line \( l' \) incident with \( q \), intersecting \( l \) in some point \( p \). Both \( l' \) and \( p \) are also elements of \( \Gamma \). The induction hypothesis applied to the residue \( \Gamma_p \), provides an element \( v_n \) of \( \Gamma \) incident with \( v_{n-1} \) and \( l' \), and therefore also with \( q \).

**Step 2.** Given two points \( p, q \) there exists a chain \( p * v_{n-1} * v_n * q \) where \( v_{n-1} \) and \( v_n \) are elements of respective types \( n-1 \) and \( n \).

Indeed, take an element \( v_{n-1} \) of type \( n-1 \) of \( \Gamma \), incident with \( p \), and apply Step 1.

**Step 3.** Condition (2) of Definition 7.6.3 holds for \( \tilde{\Gamma} \).

Let \( p \) and \( q \) be distinct points and let \( l \) and \( l' \) be lines of \( \tilde{\Gamma} \) incident with \( p \) and \( q \). We need to show \( l = l' \). This obvious for \( n = 3 \). We use induction on \( n \) and assume \( n > 3 \). Step 2, applied to \( \Gamma_p \), gives a chain \( l, v_{n-1}, v_n, l' \) in \( \Gamma \). By the Direct Sum Theorem 2.1.6, \( p, q \in \{v_{n-1}, v_n\}^* \). In the projective geometry \( \Gamma_{\{v_{n-1}, v_n\}} \), there is a unique line \( l'' \) incident with \( p \) and \( q \). This is
also the case, in the projective geometry $\Gamma_{v_{n-1}}$, and so $l''' = l$. Similarly, in the projective geometry $\Gamma_{v_{n}}$, we find $l''' = l'$. Hence, $l = l'$.

**Step 4.** Condition (1) of Definition 7.6.3 holds for $\tilde{\Gamma}$.

Suppose that $x$ and $y$ are elements of $\tilde{\Gamma}$ with $p \in \text{Sh}_1(\{x\}) = \text{Sh}_1(\{y\})$ (notation of Definition 2.5.1). We need to show $x = y$. By Step 2, the shadow of an element of type at least two contains a line, so, without loss of generality, we may take the types of both $x$ and $y$ to be at least two.

First, let $n = 3$. Then, as in Step 1, we may assume that, for some division ring $D$, the elements of $\Gamma$ of type 1, 2, and 3 are the lines, points, and planes of $\mathbb{P}(D^4)$, respectively, so the elements of $\tilde{\Gamma}$ of type 1, 2, and 3 correspond to lines, the flags consisting of points and planes (in terms of 1-shadows: the pencils of lines), and points or planes (in terms of 1-shadows, all lines on a point or all lines in a plane), respectively. In these cases, clearly, the 1-shadows uniquely determine the element, so $x = y$ follows.

Proceed again by induction on $n$. Assume $n > 3$. Let $l$ be a line on $p$ with $l \ast x$ and let $q$ be a point on $l$ distinct from $p$. Then $p$ and $q$ both belong to $\text{Sh}_1(y)$; but $\text{Sh}_1$ is a projective geometry, so there is a line of $\Gamma$ incident with $y$, $p$, and $q$, which must coincide with $l$ by Step 3. Therefore $x$ and $y$ have equal 2-shadows in $\Gamma_p$ and the induction hypothesis forces $x = y$.

(iii). By (ii) and Corollary 7.6.8 there is a nondegenerate polar space $Z$ whose polar geometry is isomorphic to $\tilde{\Gamma}$. By Theorem 7.8.6, $\Delta(Z)$ is as stated. □

Apparently, geometries of type $D_n$ behave better than geometries of type $B_n$ in that no other examples than those arising from polar spaces occur.

The final result of this section revisits the Grassmannian of lines introduced in Example 7.8.2. It restates results found in the proof of Proposition 7.8.9 in terms of spaces.

**Corollary 7.8.10** Suppose that $Z$ is a nondegenerate polar space of rank three all of whose lines are thick. If there is a line in $Z$ on which there are precisely two maximal singular subspaces (planes), then $Z$ is isomorphic to the Grassmannian of lines of $\mathbb{P}(D^4)$ for some division ring $D$.

**Proof.** By Exercise 7.11.32 every line of the dual polar space of $Z$ is thin. Therefore, Lemma 7.8.4 applies, so there is a partition of the maximal singular subspaces into two collections, say $M_0$ and $M_1$, such that each member of $M_0$ meets each member of $M_1$ either not at all or in a line. Now consider the geometry $(M_0, L, M_1, \ast)$ where $L$ is the set of lines of $Z$ and $\ast$ is defined as incidence on $(M_i \times L) \cup (L \times M_i)$ for $i \in \{0, 1\}$ and as meeting in a line on $(M_0 \times M_1) \cup (M_1 \times M_0)$. This geometry is readily seen to be thick, residually connected, and to belong to the diagram $A_3$, and so, by Corollary 5.4.4 and Theorem 6.3.1, $(M_0, L)$ is isomorphic to a projective space $\mathbb{P}(D^4)$ for some division ring $D$. The result follows as in the proof of Proposition 7.8.9. □


7.9 Root filtration spaces

In Section 6.7, we introduced the notion of a root filtration space and in Theorem 6.7.7 we found that in each projective space there is a root filtration space whose point set consists of all pairs of an incident point and hyperplane. Polar spaces, nondegenerate or not, are degenerate root filtration spaces (cf. Exercise 7.11.36). But the Grassmannian of lines in a nondegenerate polar space of rank at least three is always a nondegenerate root filtration space; see Proposition 7.9.2. This observation leads to the question how to recognize these Grassmannians among all root filtration spaces. In this section, we give a partial answer in that we characterize the smallest nontrivial case, where the rank of the polar space is three; see Theorem 7.9.18. There is a recognition theorem for the general case of finite rank, but this is more involved and will not be treated here (the result is stated in Theorem 11.7.11). Some of the early results of this section, however, are applicable to all nondegenerate root filtration spaces and provide a beginning to the overall classification.

**Definition 7.9.1** Let \( Z \) be a polar space of rank at least three. The Grassmannian of lines of \( Z \) is the line space whose points are the lines of \( Z \) and whose lines are the sets of lines of \( Z \) containing a point \( x \) of \( Z \) and contained in a singular plane \( \pi \) of \( Z \) with \( x \in \pi \).

Let \( \Gamma \) be a polar geometry of rank \( n \geq 3 \). For \( j \in [n] \), the Grassmannian of lines of the polar space \( \text{ShSp}(\Gamma, 1) \) is isomorphic to \( \text{ShSp}(\Gamma, 2) \). This gives the connection with the notion of a Grassmannian for geometries of type \( A_n \) given in Definition 6.6.1.

**Proposition 7.9.2** Let \( Z \) be a nondegenerate polar space of rank at least three. The Grassmannian \((E, F)\) of lines of \( Z \) is a nondegenerate root filtration space.

**Proof.** Clearly, \((E, F)\) is a partial linear space. We give a system of symmetric relations \((E_i)_{-2 \leq i \leq 2}\) on \( E \) satisfying the conditions of Definition 6.7.2. These are defined as follows, where \( l, m \in E \). As always, \( E_{-2} \) is the diagonal, and \((l, m) \in E_{-1}\) if and only if \( l \) and \( m \) are distinct and collinear in \((E, F)\), which means that they generate a singular plane of \( Z \).

1. \( l \in E_0(m) \) if and only if either \( l \) and \( m \) generate a singular subspace not contained in a plane, or \( l \) and \( m \) intersect nontrivially but do not generate a singular plane,
2. \( l \in E_1(m) \) if and only if \( l \) and \( m \) do not intersect nontrivially and do not generate a singular subspace and there is a unique line \( n \) such that both the subspace generated by \( l \) and \( n \) and the subspace generated by \( n \) and \( m \) are singular planes, in which case \( n = [l, m] \).
3. \( E_2 \) is the complement of \( E_{\leq 1} \) in \( E \times E \).
The verification that this system satisfies Definition 6.7.2(1)–(8) is left to
the reader.

The same construction for a projective space instead of a polar space leads
to a root filtration space with \( E_1 = E_2 = \emptyset \).

In order to characterize the case where the polar space has rank three,
we begin with a study of root filtration spaces in general, building upon the
results of Section 6.7. The adjective ‘polar’ introduced there for pairs of points
in \( E_0 \) is justified by the following proposition.

**Proposition 7.9.3** Let \((x, y) \in E_0 \) inside a nondegenerate root filtration
space \((E, F)\). The set \( E_{-1}(x, y) \) is a subspace of \((E, F)\) which is a nondegenerate
polar space (possibly with an empty set of lines).

**Proof.** By Definition 6.7.2(8) and Lemma 6.7.15, \( E_{-1}(x, y) \) is not empty; it
clearly coincides with \( E_{-1}(x, y) \), so by Definition 6.7.2(5) it is a subspace of
\((E, F)\). We verify the polar space axiom, Definition 7.4.1, for this subspace.
Let \( u, v, w \in E_{-1}(x, y) \) be such that \( u \sim v \) (recall that this means
\((u, v) \in E_{-1} \)). By Lemma 6.7.18(ii), there exists \( z \in E_2(x) \cap E_0(y) \). By
the triangle condition on \( w, z, y \), we must have \( w \in E_{-1}(z) \). The triangle
condition on \( x, z, w \), then forces \((w, z) \in E_1 \). Hence \( w' = [w, z] \) exists;
it satisfies \((w', x) \in E_1 \) and \( w' = [x, w'] \). Furthermore, by the filtration
around \( y \), we have \( y \sim w' \). By Lemma 6.7.19 (applied with \( y \) and \( w' \) in
the roles of \( v \) and \( w \), respectively), there is a point \( s \in uw \cap E_{-1}(w') \).
By the filtration around \( s \) and by using \( x \sim s \), we have \( s \sim [x, w'] = w \).
As \((E, F)\) is a gamma space (cf. Remark 6.7.3), this establishes that \( E_{-1}(x, y) \)
is a polar space. By Lemma 6.7.16, this polar space is nondegenerate. \( \square \)

**Proposition 7.9.4** Let \((E, F)\) be a nondegenerate root filtration space. If
\( y \in E \) and \( l \in F \) satisfy \( y \in E_0(l) \), then \( E_{-1}(y, l) \) is a non-empty singular
subspace of \((E, F)\).

**Proof.** Suppose that \( a \) and \( b \) are non-collinear points of \( E_{-1}(y, l) \). As
\( E_{-1}(a, b) \) has at least two points, \((a, b) \in E_0 \) (cf. Remark 6.7.17), so
\( E_{-1}(a, b) \), which by Proposition 7.9.3 is a polar space containing both \( y \) and
\( l \), has a point in \( l \) collinear with \( y \), contradicting the assumption \( y \in E_0(l) \).
Hence, \( E_{-1}(y, l) \) is a singular subspace.

It remains to show that \( E_{-1}(y, l) \) is non-empty. Pick \( x \in l \). By Lemma
6.7.18(ii), there exists \( z \in E_2(x) \cap E_0(y) \). Let \( v \) be the point of the line
\( l \) such that \((v, z) \in E_1 \), which exists by Condition (6) of Definition 6.7.2,
and set \( v' = [v, z] \). Then \( v \sim v' \), \((v', x) \in E_1 \) (by the triangle condition)
and \( v = [v', u] \) for every point \( u \) on the line \( l \) distinct from \( v \). Furthermore,
the \( y \) and \( v' \) commute (by filtration around \( y \), as \( v, z \in E_{-1}(y) \)). Assume
\( y \sim v' \). Then, by the filtration around \( y \) we have \( y \sim v = [x, v'] \), contradicting
\( y \in E_0(l) \). Thus the pair \((y, v') \) is actually polar.
Using Lemma 6.7.18(ii) again, pick \( z' \in E_2(v) \cap E_0(y) \), let \( u \) be the point on the line \( l \) such that \( (z', u) \in E_1 \), and put \( u' = [z', u] \). As for \( v \) above, we see that \( u' \in E_{-1}(u) \cap E_1(v) \cap E_0(y) \). Observe that \( u \neq v \), as \( v \in E_2(z') \) and \( u \in E_1(z') \). We also have \((u', v') \in E_2 \) by Lemma 6.7.8(v) and \( E_{-1}(y, l) = E_{-1}(y, u, v) \) by Definition 6.7.2(5). Furthermore, from the fact that \( v \) is the only point of the line \( uv \) which is also in \( E_{-1}(z) \) we infer \((z, u) \in E_2 \). For a point \( w \in E_{-1}(u, y) \) the triangle condition on \( z, u, w \) gives \( z \in E_{-1}(w) \) and the triangle condition on \( y, z, w \) gives \( z \in E_{-1}(w) \), so the pair \((w, z)\) is special. Hence, by Lemma 6.7.12, \( w \) is in \( E_{-1}(v) \) if and only if \((w, v') \in E_0 \), and otherwise \((w, v') \in E_1 \).

By the argument of the first paragraph applied to \( uv' \) instead of the line \( l \), and by using Definition 6.7.2(5) to see that \( uu' \) is contained in \( E_{-1}(y, u, v) \), we find that \( E_{-1}(y, u, u') \) is a singular subspace. Since \( E_{-1}(y, u) \) is a nondegenerate polar space, there exists \( w \in E_{-1}(y, u) \setminus E_{-1}(u') \). If \((w, v) \in E_0 \), then by Lemma 6.7.8(iv) applied to \( v' \), \( w \) and \( u \) we have \( v = [v', u] \in E_{-1}(v', w, u) \), so \( w \in E_{-1}(y, u, v) \), as required. Therefore, we may assume \((w, v') \in E_1 \).

Assume \( E_{-1}(y, u, v) = \emptyset \). For \( w' = [w, v'] \), by the filtration around \( y \), we have \( y \sim w' \). Also, if \((w, v) \in E_1 \) then \( u = [v, w] \), and the filtration around \( y \) would imply \( y \sim u = [v, w] \), a contradiction. Therefore, \((w, v) \in E_0 \) and hence, by the filtration around \( v \), we find \( v \sim w' \). We thus have \( w' \in E_{-1}(y, v, v') \).

Similarly, we find that \((u', w') \in E_1 \) and \( t := [w', u'] \in E_{-1}(y, u, u') \). Since \( w \notin E_{-1}(u') \), the points \( s \) and \( u' \) are distinct. Obviously, \( w' \sim t \) and \( w \sim w' \). If \( w \sim t \) as well, then by Lemma 6.7.19 there is a point \( s \) on the line \( wt \) such that \((s, v') \in E_0 \) whence, by filtration around \( s \), the point \( s \) is collinear with \([u, v'] = v \), contrary to assumption. As \( u \) and \( w' \) are distinct points of \( E_{-1}(w, t) \), the pair \((w, t)\) is polar. Now \( u \) is a point and \( yu' \) is a line of the polar space \( E_{-1}(w, t) \), so there is a point \( p \) on the line \( yu' \) collinear with \( u \). As \( p \) lies on the line \( yu' \) of the subspace \( E_{-1}^{0}(v') \) (cf. Definition 6.7.2(5)), we have \( p \in E_{-1}(u) \cap E_{-1}(v') \), so the filtration around \( p \) gives \( p \sim v \). This implies \( p \in E_{-1}(y, u, v) \), a final contradiction. \( \square \)

**Theorem 7.9.5** Let \((E, F)\) be a nondegenerate root filtration space. If some line in \( F \) is contained in a unique maximal singular subspace, then so is every line in \( F \). Otherwise, \( \text{rk}(E_{-1}(x, y)) \geq 2 \) for any polar pair \((x, y)\).

**Proof.** Assume that the line \( m \) is contained in two planes \( P \) and \( Q \) that do not generate a singular subspace. Let \( x \) be a point of \( m \).

We first show that there is \( y \in E_0(x) \) such that \( E_{-1}(x, y) \) is a polar space of rank at least 2. Pick \( z \in E_2(x) \) and \( u \in F \setminus m \) and \( v \in Q \setminus m \) such that \( z \in E_1(u, v) \). We are in the case \((u, v) \in E_0 \) (because \( m \subseteq E_{-1}(u, v) \)) and hence, by Lemma 6.7.12, \((u, [z, v]) \in E_1 \). Setting \( y = [u, [z, v]] \), we find \( y \in E_{-1}(u, v) \). Notice that \( y \sim x \) would imply that both \( u \) and \( y \) belong to \( E_{-1}(x, y, z) \), so \( u = y \), whence \( u \sim v \), a contradiction. Therefore, \((x, y) \in E_0 \). By Proposition 7.9.3, the subset \( E_{-1}(x, y) \) is a polar space. It contains \( m \).
and $y$, so there is $w \in m \cap E_{\leq 1}(y)$; now $uw$ is a line contained in $E_{\leq 1}(x, y)$, so the latter is a polar space of rank at least 2, as claimed.

Let $l$ be a line that intersects $m$ in the point $x$. If $l$ intersects $E_1(x, y)$, then, as $E_{-1}(x, y)$ is a nondegenerate polar space of rank at least two, the line $l$ is contained in two planes that do not generate a singular subspace.

If $l$ does not intersect $E_{-1}(x, y)$ then either $l \subseteq E_0(y)$ and, by Proposition 7.9.4, $E_{\leq -1}(y, l)$ must be a non-empty singular subspace, or there is a point $p \in l \cap \mathcal{E}_1(y)$ with $[p, y] \in E_{\leq -1}(y, l)$ by Lemma 6.7.8(iv). In each case, there exists $t \in E_{\leq -1}(y, l)$. As $E_{-1}(x, y)$ is a polar space of rank at least 2, the point $t$ is contained in a quadrangle of $E_{-1}(x, y)$. But $E_{\leq -1}(y, l)$ is a singular subspace, so there is a point $s$ of $E_{\leq -1}(x, y, t)$ which is not in $E_{\leq -1}(l)$. Now we replace $m$ with the line $xt$, $P$ with the plane $lt$ and $Q$ with $xts$ and apply the first part of the proof. To be more specific, in this case $z \in E_2(x)$ as above, the role of $u$ is played by some point $u'$ on $l$, and the role of $v$ by some point $v'$ on $xs$ such that $z \in E_1(u', v')$. We obtain that $y' := [u', [z, v']]$ is a point in $E_0(x)$ such that $E_{-1}(x, y')$ is a polar space of rank at least 2 and now $l$ intersects $E_{-1}(x, y')$ in $u'$ (and $l$ still intersects $m$ in $x$). It follows that $l$ is contained in two planes that do not generate a singular subspace.

Thus, the property of $m$ (being contained in two planes) is inherited by any line intersecting $m$ and consequently by every line. We have seen that if there is a line contained in two planes not in a common singular subspace then every line is. Finally, if there are two distinct maximal subspaces containing a line $l$, then we can choose non-collinear points $a$ and $b$ of these subspaces and these points together with the line $l$ generate a subspace containing two planes on the line $l$, which is not singular.

An even stronger statement can be proved in this case: Assume that the point $x \in E$ and the line $l \in F$ generate a singular plane. There exists a point $y \in E_0(x)$ such that $y$ and $l$ also generate a singular plane. Indeed, pick $a$ and $b$ as above. As $l \subseteq E_{-1}(a, b, x)$, the points $a$ and $b$ belong to $E_{\leq 0}(x)$. If $x \notin E_{-1}(a, b)$ then either $a$ or $b$ will be a good choice for $y$. Otherwise as $l$ is a line in the nondegenerate polar space $E_{-1}(a, b)$, it coincides with the set of points of $E_{-1}(a, b)$ that are collinear with every point collinear with all of the points of $l$. This implies the existence of a point $y \in E_{-1}(a, b) \setminus E_{\leq -1}(x)$.

Suppose now that every line is contained in at least two distinct maximal singular subspaces of a root filtration space. If $x$ and $y$ are two points of $E$ at mutual distance two, then, by Lemma 6.7.8(ii) and Proposition 7.9.3, either $(x, y) \in E_1$ and $E_{-1}(x, y) = \{[x, y]\}$, or $(x, y) \in E_0$ and $E_{-1}(x, y)$ is a nondegenerate polar space.

To finish the proposition, we need to show that, in the polar case, the polar space $E_{-1}(x, y)$ has rank at least two. To see this, pick $z \in E_2(x) \cap E_0(y)$ (it exists by Lemma 6.7.18). By Lemma 6.7.16 there are $u, v \in E_{-1}(x, y)$ with $(u, v) \in E_0$. By the triangle condition, $u, v \in E_1(z)$ and, by Lemma 6.7.12, $v' = [v, z] \in E_1(u)$. Also, $v' \in E_{-1}(y)$ by the filtration around $y$. Together with $y \in E_{-1}(u)$ this implies $y = [u, v']$. By the strong property
proved two paragraphs above there exists a point \( w' \in E_{-1}(v, v') \cap E_0(y) \). Lemma 6.7.19 implies that there is a point \( w \) on the line \( v'w' \) which is also in \( E_0(x) \). Since \((v', x) \in E_1\), the point \( w \) is distinct from \( v' \) and hence \( w \in E_0(y) \). In view of the triangle condition on \( w, y, u, w \), we have \( w \in E_{\leq 1}(u) \). If \( w \) were in \( E_{\leq 0}(u) \) then the filtration around \( w \) would give \( y = [u, v'] \in E_{-1}(w) \), a contradiction with \( y \in E_0(w) \). Thus \( w \in E_1(u) \).

By the filtration around \( x \) and \( y \), respectively, we have \([w, u] \in E_{-1}(x, y)\). As the subspace \( E_{-1}(x, y) \) contains the line \( u[w, u] \), it is a polar space of rank at least two. This proves the proposition. \( \square \)

In the proposition below we will use a Galois connection between two maximal singular subspaces.

**Definition 7.9.6** A Galois connection between two partially ordered sets is a pair of order reversing maps between these sets, one way each, with the property that each element is smaller than or equal to its image under the composition of the two maps (in the right order). The elements equal to their images under these compositions are called closed.

Recall from Exercise 3.7.7 that, for a set \( X \), we denote by \( 2^X \) the power set of \( X \), that is, the collection of all subsets of \( X \). This set is partially ordered by inclusion.

Recall from Notation 6.7.21 that \( C_M(x) = M \cap E_{\leq 0}(x) \) whenever \( x \) is a point and \( M \) a subset of the point set \( E \) of a root filtration space. Moreover, \( C_M(X) = \bigcap_{x \in X} C_M(x) \) for \( X \in 2^E \).

**Proposition 7.9.7** Suppose that \((E, F)\) is a nondegenerate root filtration space in which each line is contained in exactly one maximal singular subspace. Let \( M_1 \) and \( M_2 \) be two maximal singular subspaces of \((E, F)\) containing a point \( z \). The maps \( C_{M_2} : 2^{M_1} \to 2^{M_2} \) and \( C_{M_1} : 2^{M_2} \to 2^{M_1} \) give a Galois connection between \( 2^{M_1} \) and \( 2^{M_2} \). For \( i \in [2] \), each closed subset of \( M_i \) is a subspace containing \( z \) and each subspace of \( M_i \) of finite dimension containing \( z \) is closed. In particular, the dimensions of maximal singular subspaces of \((E, F)\) are equal.

**Proof.** As the relation \( E_{\leq 0} \) is symmetric and inclusion reversing, the maps \( C_{M_i} (i = 1, 2) \) provide a Galois connection between \( 2^{M_1} \) and \( 2^{M_2} \). By Definition 6.7.2(5), closed subsets are indeed subspaces containing \( z \). Let \( P = M_1 \cup M_2 \) and \( L = (F \cap (2^{M_1} \cup 2^{M_2})) \cup \{ u, v \mid u \in M_1 \setminus \{ z \}, v \in C_{M_2}(u) \setminus \{ z \} \} \).

By Lemma 6.7.22, for every \( u \in M_1 \setminus \{ z \} \), the subspace \( C_{M_2}(u) \) is a hyperplane of \( M_1 \) and \( C_{M_1}(v) \) is a hyperplane of \( M_2 \) for every \( v \in M_2 \setminus \{ z \} \), so the point-line space \((P, L)\) is a polar space with radical \( \{ z \} \). By Exercise 7.11.13, every singular subspace \( X \) of finite dimension in the nondegenerate polar space \((P, L)/\{ z \}\) satisfies \( X = X^\perp \). For every subspace \( X \) of \( M_i \ (i \in [2]) \) of finite
dimension containing \( z \), this implies \( X = C_P(C_P(X)) = C_{M_\nu}(C_{M_{\nu-1}}(X)) \), proving that \( X \) is closed indeed.

In view of the Galois connection, two intersecting maximal singular subspaces have equal dimension. As \((E, F)\) is connected, this implies that all maximal singular subspaces of \((E, F)\) have the same dimension. □

**Corollary 7.9.8** If \((E, F)\) is a nondegenerate root filtration space having a line that is a maximal singular subspace of \((E, F)\), then \((E, F)\) is a generalized hexagon.

**Proof.** According to Theorem 7.9.5 and Proposition 7.9.7, the singular dimension of \((E, F)\) equals 1. Emptiness of \( E_0 \) follows from Lemma 6.7.22. As stated in Example 6.7.10, this suffices for the proof of the corollary. □

From now on we assume that the singular dimension of \((E, F)\) is at least two.

**Lemma 7.9.9** Suppose that \((E, F)\) is a nondegenerate root filtration space of singular dimension at least two in which each line is contained in exactly one maximal singular subspace. For any three points \( x, y, z \) of a singular subspace of \( E \) not all on one line, the following assertions hold.

(i) \( E_1(x) \cap E_0(y) \cap E_{-1}(z) \neq \emptyset \).

(ii) The union of all lines \( zv \) for \( v \in xy \) is a subspace of \( E \).

(iii) Every singular subspace of \( E \) is projective.

**Proof.** Let \( M_1 \) be the maximal singular subspace containing \( x, y, z \) and let \( M_2 \) be another one through \( z \).

(i). By Proposition 7.9.7, we have \( yz = C_{M_1}(C_{M_2}(y)) \), which shows (i).

(ii). Proposition 7.9.7 also gives \( \langle x, y, z \rangle = C_{M_1}(C_{M_2}(xy)) \). Clearly, \( \cup_{v \in xy} zv \subseteq \langle x, y, z \rangle \). Suppose that \( u \in \langle x, y, z \rangle \) does not lie on the line \( xz \). As \( C_{M_2}(x) \) and \( C_{M_2}(u) \) are distinct geometric hyperplanes of \( M_2 \), and geometric hyperplanes of \( M_2 \) are maximal (cf. Lemma 5.2.8), there is a point \( v \in C_{M_2}(u) \setminus C_{M_2}(x) \). Consequently, \( x \) does not lie in the geometric hyperplane \( C_{M_1}(v) \) of \( M_1 \), which meets the line \( xy \) in a point, say \( q \). Now \( C_{M_2}(xy) \subset \langle v, C_{M_2}(xy) \rangle \subseteq C_{M_2}(q) \) and \( C_{M_2}(xy) = C_{M_2}(xq) \) is a geometric hyperplane of \( C_{M_2}(q) \), so Lemma 5.2.8 forces \( \langle v, C_{M_2}(xy) \rangle = C_{M_2}(q) \). This implies \( C_{M_2}(q) = \langle v, C_{M_2}(xy) \rangle \subseteq C_{M_2}(u) \), and so \( C_{M_2}(q) = C_{M_2}(u) \), giving \( qz = C_{M_1}(C_{M_2}(q)) = C_{M_1}(C_{M_2}(u)) = uz \). We conclude that \( u \) is on the line \( qz \) containing the point \( q \) of \( xy \).

(iii). Let \( u \in xy \setminus \{ y \} \) and \( v \in xz \setminus \{ z \} \) with \( u \neq v \). Clearly, \( \langle x, y, z \rangle = \langle y, u, v \rangle \). By (ii) applied to \( y, u, v \), the point \( z \) lies on a line through \( y \) meeting \( uv \) in a point. This establishes Pasch’s Axiom, so we finish by invoking Theorem 5.2.6. □
Lemma 7.9.10 Suppose that \((E, F)\) is a nondegenerate root filtration space in which each line is contained in exactly one maximal singular subspace. There is no quadruple \(x, u, v, w \in E\) such that \(x \in E_{-1}(u, v, w), (u, v) \in E_1, \) and \(w \in E_0(u, v)\).

Proof. Suppose the contrary. By Lemma 6.7.16 we can pick \(y \in E_{-1}(u, w) \cap E_0(x)\). Then \((y, v) \in E_2\) is excluded by the triangle \(y, v, w\). On the other hand, in the case \((y, v) \in E_0\), we infer from the filtration around \(y\) that \(x = [u, v] \sim y\), a contradiction with \(y \in E_0(x)\). Let \(z = [v, y]\). By the filtration around \(x\) we have \(x \sim z\) or \(x = z\). The second case cannot happen as \(x\) is not collinear with \(y\), so \(x \sim z\). A similar argument shows \(z \sim w\). But then the line \(xz\) is in \(E_{-1}(w, v)\), a contradiction with the assumption that there is only one maximal singular subspace on it, as \(w\) and \(v\) are not collinear.

Proposition 7.9.11 Suppose that \((E, F)\) is a nondegenerate root filtration space in which each line is contained in exactly one maximal singular subspace, which is of dimension at least two. If there is a point of \(E\) that is contained in at least three maximal singular subspaces, then \((E, F)\) has singular dimension two.

Proof. Let \(x\) be a point belonging to at least 3 maximal singular subspaces. Assume that \(l\) is a line on \(x\) that is not a hyperplane of the unique maximal singular subspace \(M\) on \(l\). By Lemma 7.9.9(i), we can find \(u \in E_{-1}(x) \cap E_0(l \setminus \{x\})\). Let \(M'\) be a maximal singular subspace containing \(x\) not containing \(l\) and \(xu\). By Lemma 6.7.22 there exists a point \(v \in M'\) such that \((u, v) \in E_1\). The set \(C_M(u)\) is a proper hyperplane of \(M\) containing \(l\). Therefore there exists a point \(z \in M' \setminus l\) such that \((u, z) \in E_0\). Pick \(y \in l \setminus \{x\}\). For every point \(w\) of the line \(yz\) either \((v, w) \in E_0\) or \((v, w) \in E_1\) holds. By Lemma 6.7.19, there exists at least one point \(w \in yz\) such that \((v, w) \in E_0\). Now we have a contradiction with Lemma 7.9.10.

In view of Proposition 7.9.11, we can distinguish two cases: either the singular dimension of \((E, F)\) equals 2, or each point in \(E\) is on precisely 2 maximal singular subspaces. But the latter case has been dealt with in Theorem 6.7.26. From now on, we assume that \((E, F)\) has singular dimension two.

For a line \(l \in F\) we define

\[
S(l) = l \cup \{z \in E_{-0}(l) \mid |E_{-1}(z) \cap l| = 1\}.
\]

Lemma 7.9.12 Suppose that \((E, F)\) is a non-degenerate root filtration space of singular dimension two in which each line is on a unique maximal singular subspace. For \(l \in F, (u, v) \in E_0, \) and \(x \in E_{-1}(u, v)\), the following properties hold, where \(M\) is the maximal singular subspace on \(l\).
(i) \( S(l) = E_{<0}(l) \setminus (M \setminus l) \).
(ii) \( S(ux) = S(vx) \).
(iii) \( S(vx) = E_{<0}(E_{<0}(u, v)) \).

\textbf{Proof.} (i) Suppose \( x \in E_{<0}(l) \setminus M \). By Lemma 6.7.22, \( C_M(x) \) is a proper hyperplane of \( M \). As it contains \( l \) and \( M \) has dimension two, this forces \( C_M(x) = l \). The unique point of \( M \cap E_{-1}(x) \) belongs to this hyperplane, and hence to \( l \). Therefore, \( x \in S(l) \). The other inclusions are trivial.

(ii) By symmetry it is sufficient to show that \( S(vx) \subseteq S(ux) \). It is obvious that \( vx \subseteq S(ux) \). Pick \( w \in S(vx) \setminus (ux \cup ux) \). Write \( N \) for the unique maximal singular subspace on \( xu \). Notice that \( w \not\in N \), for otherwise \( C_N(v) \) would contain \( xwu \), whence all of \( N \), contradicting Lemma 6.7.22.

Assume that \( w \) does not commute with \( u \). The triangle condition on \( x, u, w \) implies \( (u, w) \in E_1 \). Set \( z = [u, w] \). If \( x \sim w \), then \( x = z \) and we obtain a contradiction to Lemma 7.9.10 with \( x, u, w \) and some point of \( vx \); therefore \( (x, w) \in E_0 \). By the filtration around \( x \), we have \( x \sim z \) and therefore \( z \) is on the singular plane \( P \) on \( ux \). Furthermore, \( z \) is not on the line \( xu \) for otherwise each point of \( xu \setminus \{z\} \) would be special with \( w \), contradicting \( (x, w) \in E_0 \). By the filtration around \( v \) we have \( z \in E_{<0}(v) \). This means that \( v \) commutes with the whole plane \( P \), a contradiction to Lemma 6.7.22. We have shown \( w \in E_{<0}(u, x) \setminus N \), so, by (i), \( w \in S(xu) \).

(iii) To see the inclusion \( E_{<0}(E_{<0}(u, v)) \subseteq S(vx) \) note that \( E_{<0}(E_{<0}(u, v)) \subseteq E_{<0}(u, v) \), since \( u, v \in E_{<0}(u, v) \), and that \( E_{<0}(u, v) \subseteq S(vx) \) by Lemmas 6.7.22, 6.7.23, and (i). To see the reverse inclusion, let \( w \in S(vx) \setminus (ux \cup vx) \). By Lemma 6.7.23, \( E_{<0}(u, v) = E_{<0}(ux \cup vx) \).

If \( z \) is not collinear with \( x \) then, there are noncollinear \( u' \in ux \) and \( v' \in vx \) such that \( z \in E_{-1}(u', v') \), and, since \( w \in E_{<0}(u', v') \), Lemma 6.7.23 gives \( w \in E_{<0}(z) \).

Arguing as in the previous paragraph, but with \( w \) and \( z \) interchanged, we find \( z \in E_{<0}(w) \) if \( w \) is not collinear with \( x \). Therefore, we are left with the case where both \( z \sim x \) and \( w \sim x \). But then we can use Lemma 7.9.10 to exclude the possibility of \((z, w) \in E_1 \).

\textbf{Definition 7.9.13} A subset of a line space is called \emph{convex} if each point on a geodesic (cf. Definition 1.6.1) between two points of the subset belongs to it.

A subspace of a root filtration space \((E, F)\) of the form \( E_{<0}(E_{<0}(x, y)) \), where \((x, y) \in E_0 \), will be called a \emph{symplecton} (plural: symplecta).

The following consequence of Lemma 7.9.12 concerns symplecta.

\textbf{Corollary 7.9.14} Suppose that \((E, F)\) is a non-degenerate root filtration space of singular dimension two in which each line is on a unique maximal
singular subspace. If \( (x, y) \in E_0 \), then \( E_{\leq 0}(E_{\leq 0}(x, y)) \) is the unique symplection containing \( x \) and \( y \). These symplecta are convex. The intersection of two symplecta is either empty or a singleton. The intersection of a sympleton and a singular plane of \((E, F)\) is either empty or a line.

Proof. Let \( S = E_{\leq 0}(E_{\leq 0}(x, y)) \) where \( (x, y) \in E_0 \). Then, by Definition 6.7.2(5), \( S \) is a subspace. It is a gamma space as \((E, F)\) is. Assume that \( l \) is a line of \( S \) and \( w \in S \). Applying \( E_0 \) twice to both sides of the inclusion \( \{u, v\} \subseteq E_{\leq 0}(u, v) \), we find \( S \subseteq E_{\leq 0}(S) \). Consequently, \( w \in E_{\leq 0}(S) \subseteq E_{\leq 0}(l) \) and hence, by Lemma 6.7.22, either \( w \) belongs to the maximal singular subspace \( M \), say, containing \( l \) or there is exactly one point of \( l \) collinear with \( w \). Therefore \( S \) is a polar space. To see that the polar rank is at least 2, we need to show that \( S \) contains at least one line. To this end, recall that, by Proposition 7.9.3, \( E_{\leq -1}(x, y) \) is a nondegenerate polar space (in the present case with no lines). Therefore there are \( u, v \in E_{\leq -1}(x, y) \) such that \( (u, v) \in E_0 \).

Repeated applications of Lemma 7.9.12 give \( S = E_{\leq 0}(E_{\leq 0}(x, y)) = S(ux) = E_{\leq 0}(E_{\leq 0}(u, v)) \). In particular, \( u \in S \) and \( ux \) is a line of \( S \). Thus \( S \) is indeed a polar space. Non-degeneracy of \( S \) follows from non-degeneracy of \( E_{\leq -1}(x, y) \) which is a subset of \( S \) by the preceding argument.

Let \( l \) be an arbitrary line of \( S \) on \( x \). There exists a unique point \( u \) of \( l \) collinear with \( y \). By non-degeneracy of the polar space \( E_{\leq -1}(x, y) \) there is an element \( v \in E_{\leq -1}(x, y) \) such that \( (u, v) \in E_0 \). Then, as above, repeated applications of Lemma 7.9.12 give \( S = S(l) \). Let \( m \) be a line of \( S \) intersecting \( l \) in a point \( u' \) and let \( u' \in S \) be polar to \( u' \). Then we can choose \( x' \in l \) and \( y' \in m \) collinear with \( v' \). Again from repeated applications of Lemma 7.9.12 we infer that \( S(m) = S(l) = S \). Finally let \( m' \) be a line of \( S \) not intersecting \( l \). Then we can find a line \( m \) of \( S \) connecting a point of \( l \) with one of \( m' \). An argument like the one just given shows that \( S(m') = S(m) \). We obtain that \( S = S(l) \) for an arbitrary line \( l \) of \( S \).

Now let \( (x', y') \) be an arbitrary polar pair of \( S \). As \( S \) is a nondegenerate polar space we can embed \( x', y' \) into a quadrangle of \( S \). We can use again Lemma 7.9.12 to show that \( E_{\leq 0}(E_{\leq 0}(x', y')) = S(l) = S \) for some line \( l \) of \( S \) on \( x' \) and also \( E_{\leq -1}(x', y') \subseteq S \). As a consequence, \( S \) is convex.

In view of the above, every line \( n \in F \) is contained in at most one sympleton, namely in \( S(n) \). To see that \( S(n) \) is indeed a sympleton, observe that by connectedness of \((E, F)\), there is a line \( m \in F \) intersecting the maximal singular subspace \( N \) on \( n \) in a point \( x \) of \( n \). The maximal singular subspace \( M \) on \( m \) intersects \( N \) in \( x \). Pick \( v \in n \setminus \{x\} \). By Lemma 6.7.22, \( m' = C_M(v) \) is a line containing \( x \) and any point \( u \) of \( m' \) different from \( x \) is in \( E_0(v) \).

Lemma 7.9.12 gives that \( S(n) = E_{\leq 0}(E_{\leq 0}(u, v)) \), a sympleton. Thus every line \( n \in F \) is contained in the unique sympleton \( S(n) \). As \( N \not\subseteq S(n) \), the rank of the polar space \( S(n) \) must be two.

The assertions regarding intersections follow from convexity of symplecta.
Lemma 7.9.15 Suppose that \((E, F)\) is a non-degenerate root filtration space of singular dimension two in which each line is on a unique maximal singular subspace. Let \(x, y, z \in E\) be three distinct points with \(x \in E_{\leq 0}(y, z)\) and \(y \in E_{\leq 0}(z)\), not lying in a singular plane. Then \(x, y, \) and \(z\) are contained in a symplecton.

Proof. By Lemma 7.9.12(iii) it suffices to find a line \(l\) with \(x, y, z \in S(l)\). Assume first that at least two of the three points are collinear, say \(x \sim y\). Then, by Lemma 7.9.12(i), \(x, y, z \in S(xy)\). If none of the pairs are collinear, choose \(u \in E_1(x,y)\). By Corollary 7.9.14, the symplecton containing \(x\) and \(y\) is \(S(xu)\). As \(z \in E_{\leq 0}(x,y)\), Lemma 6.7.23 gives \(z \in E_{\leq 0}(xu)\). Since \(z\) is not collinear with \(x\), we even have \(z \in S(xu)\).

Lemma 7.9.16 Suppose that \(Z\) is a non-degenerate root filtration space of singular dimension two in which each line is on a unique maximal singular subspace. If three distinct symplecta pairwise intersect each other, then there is a singular plane of \(Z\) containing the intersections.

Proof. By Corollary 7.9.14 the intersections are the singletons \(\{x\}, \{y\}, \{z\}\). If these points are distinct, then by Lemma 7.9.15 implies that they lie on a singular plane of \(Z\).

Lemma 7.9.17 Suppose that \((E, F)\) is a non-degenerate root filtration space of singular dimension two in which each line is on a unique maximal singular subspace. Let \(S\) be a symplecton of \((E, F)\) and \(z \in E \setminus S\).

(i) If \(S\) intersects two distinct symplecta \(S_1\) and \(S_2\) containing \(z\), then \(S\) intersects every symplecton containing \(z\).

(ii) \(E_{\leq 0}(z) \cap S \neq \emptyset\).

Proof. (i). Let \(\{y\} = S \cap S_1\) and \(\{x\} = S \cap S_2\). Then \(x, y, z\) lie in a singular plane \(P\). Any further symplecton containing \(z\) intersects \(P\) in a line \(l\) on \(z\). As \(l\) is a hyperplane of \(P\), it intersects the line \(xy = S \cap P\).

(ii). Assume that \(S \subseteq E_{\geq 1}(z)\). First we show that then the set \(S \cap E_1(z)\) contains a polar pair. This is trivial if \(S \subseteq E_1(z)\). Otherwise \(S\) contains a point \(x \in E_2(z)\) and there exist two distinct lines \(l\) and \(m\) of \(S\) on \(x\) (choose two singular planes of \(E\) through \(x\) and take the intersections with \(S\)). Furthermore, by (F) there exist \(u \in l\) such that \((z, u) \in E_1\) and \(v \in m\) such that \((v, z) \in E_1\). As \(u \neq x \neq v\), we have \((u, v) \in E_0\).

Assume that \((u, v)\) is a polar pair from \(S \cap E_1(z)\). By filtration around \(v\), we have \([z, u] \in E_{\leq 1}(v)\). If \([v, [z, u]] \in E_{\leq 0}\) then \(v \in S(u(z, u))\), whence \(S(u(z, u)) = E_{\leq 0}(E_{\leq 0}(u, v)) = S\) and \([z, u]\) is a point of \(S \cap E_{\leq 0}(z)\). Otherwise put \(w = [v, [z, u]]\). Then \(v \sim w\) (by definition of \(w\)), \(u \sim w\) (by filtration around \(u\)), and \((z, w) \in E_{\leq 0}\) (by filtration around \(z\)). Thus \(w\) is a point of \(E_{\leq -1}(u, v) \subseteq S\) belonging to \(E_{\leq 0}(z)\).
We conclude that the space is the Grassmannian of lines in a nondegenerate polar space of rank three.

**Theorem 7.9.18** Every nondegenerate root filtration space of singular dimension two such that each line is on a unique maximal singular subspace and each point is on at least three maximal singular subspaces, is the shadow space on 2 of a polar geometry of type $B_3$.

**Proof.** Let $(E, F)$ be a nondegenerate root filtration space as in the hypotheses and write $S$ for the collection of symplecta of this space. By the well-known characterization of shadow spaces of type $B_{n,1}$ as nondegenerate polar spaces of rank $n$, it suffices to show that the pair $(S, E)$ is a nondegenerate polar space of (polar) rank three. Here, a member of $E$ is interpreted as a line by identifying it with the collection of symplecta it contains. By Lemma 7.9.17, $(S, E)$ satisfies the polar space property.

Suppose that $S$ is a symplecton. Choose $x \in S$ and let $T$ be another symplecton on $x$. Finally, choose $y \in T \cap E_0(x)$ and let $U$ be a symplecton on $y$ distinct from $T$. If $z \in S \cap U$, then, by Lemma 7.9.16, $z, x, y$ are in a singular subspace of $(E, F)$, contradicting $(x, y) \in E_0$. Therefore, $U$ is a point of $(S, E)$ non-collinear with with $S$. It follows that $(S, E)$ is a nondegenerate polar space.

Let $M$ be a maximal singular subspace of $(E, F)$, so its dimension is two. The image of the homomorphism $l \mapsto S(l)$ from the dual of $M$ to $S$ is a maximal singular subspace of $(S, E)$, so the latter is a nondegenerate polar space of rank three.

We summarize the conclusions of Theorems 7.9.5, 6.7.26, 7.9.18, and Corollary 7.9.8.

**Theorem 7.9.19** Suppose that $Z$ is a nondegenerate root filtration space having a line that is contained in a unique maximal singular subspace. Then either $Z$ is the shadow space on 2 of a polar geometry of rank three or a generalized hexagon, or there is a projective space $\mathbb{P}$ and a collection of hyperplanes $\mathbb{H}$ of $\mathbb{P}$ forming a subspace of the dual of $\mathbb{P}$ and annihilating $\mathbb{P}$ such that $Z$ is isomorphic to $E(\mathbb{P}, \mathbb{H})$.

In particular, if the singular dimension of $Z$ is finite, then $Z$ is the shadow space on $\{1, n\}$ of a projective geometry of type $A_n$, a shadow space on 2 of a polar geometry of type $B_3$, or a generalized hexagon, that is, a shadow on 1 of a geometry of type $G_2$.

### 7.10 Polar spaces with thin lines

In Theorem 6.3.8 we saw that the theory of projective spaces reduces essentially to the study of projective spaces all of whose lines have are thick (i.e.,
have at least three points). There is a similar though slightly different theory for polar spaces. The difference between the two cases is easily understood. In a projective space, the fact that all lines are thick forces the corresponding projective geometry to be thick. This is not the case for polar spaces. If \( \Gamma \) is a geometry of type \( B_n \) all of whose lines are thick, then the \( i \)-orders \( s_i \) (\( i \in [n-1] \)) of \( \Gamma \) are all equal (and at least two). However, the \( n \)-order \( s_n \) may still be equal to one; it happens for quadrics of maximal index in projective spaces. As we saw in Theorem 7.8.6, this phenomenon gives rise to geometries of type \( D_n \). Therefore, rather than considering polar spaces whose polar geometries are not thick in general, we study polar spaces having a thin line (cf. Definition 2.5.8).

**Example 7.10.1** We provide two constructions.

(i). Let \( (Z_i)_{i \in I} \) be a family of non-empty nondegenerate polar spaces \( Z_i = (P_i, L_i) \) indexed by the set \( I \). We assume that the sets \( P_i \) are pairwise disjoint. Let \( Z = (P, L) \) be the direct sum of the \( Z_i \) as defined in Example 6.3.6. Clearly, \( Z \) is a nondegenerate polar space and it is of finite rank \( n = \sum_{i \in I} n_i \) if and only if \( I \) is finite and each rank \( n_i \) of \( Z_i \) is finite.

(ii). Let \( Z \) be a thick projective space of dimension \( d \geq 1 \) (where \( d \) need not be finite) and let \( Z^* \) be its hyperplane dual as defined in Exercise 5.7.12. The dualized projective space \( D(Z, Z^*) \) (defined in Exercise 6.8.19) is a nondegenerate polar space of rank \( d + 1 \).

**Definition 7.10.2** A polar space is called **irreducible** if it is not isomorphic to the direct sum of at least two non-empty polar spaces.

Our purpose in this section is to characterize irreducible polar spaces by their collinearity graphs and to classify the irreducible polar spaces having some thin line.

**Proposition 7.10.3** Let \( Z \) be a nondegenerate polar space of finite rank at least two. The space \( Z \) is the direct sum of at least two irreducible nondegenerate polar spaces \( Z_i \) (\( i \in I \)) of positive rank if and only if the complement of the collinearity graph of \( Z \) is not connected. In that case, the subsets \( Z_i \) of \( Z \) are the connected components of that graph.

**Proof.** Let \( Z \) be a nondegenerate polar space with point set \( P \). Write \( a \approx b \) for two points \( a, b \in P \) if and only if \( a \notin b^\perp \). We consider the collection \( \{P_i \mid i \in I\} \) of all connected components of the graph \( (P, \approx) \).

Let \( a \in P_i, b \in P_j \) with \( i \neq j \). Then \( a \perp b \) and so there is a line \( ab \) on \( a \) and \( b \). Assume there exists \( c \in ab \setminus \{a, b\} \). Since \( \text{Rad}(Z) \) is empty, there is a point \( d \in b^\perp \setminus a^\perp \) and so \( d^\perp \cap ab = \{b\} \). This gives \( c \approx d \approx a \), so \( c \in P_i \). For the same reason, \( c \in P_j \), which is a contradiction. Therefore \( ab \) is a thin line. In particular, a line having two points in \( P_i \) must be contained in \( P_i \), so
$P_i$ is a subspace of $Z$. We find that $Z$ is the direct sum of the polar spaces $P_i$ ($i \in I$), which are readily seen to be irreducible, nondegenerate, and of positive rank.

Finally, if $Z$ is the direct sum of at least two irreducible nondegenerate polar spaces $Z_i$ ($i \in I$) of positive rank, then the graph $(P, \approx)$ is not connected and the connected component of a point of $Z_i$ is contained in $Z_i$. It follows from the above argument that this component coincides with $Z_i$. □

**Theorem 7.10.4** If $S$ is an irreducible nondegenerate polar space of finite rank $n \geq 2$ having a thin line, then $S$ is the dualized projective space of some thick projective space of dimension $n – 1$.

**Proof.** Put $S = (P, L)$. We proceed in four steps. Maximality is taken with respect to the ordering by inclusion.

**Step 1.** Every maximal thick singular subspace of $S$ is a maximal singular subspace.

Assume the contrary: let $M$ be a maximal thick singular subspace of $S$ that is not maximal singular. Then $N = M^\perp \setminus M$ is not empty and all lines joining a point of $M$ to a point of $N$ are thin lines. Also, $M$ is not empty since a point would be a thick singular subspace anyway. If $a$ is a point not in $N \cup M$, then there is some $x \in M$ with $a \notin x^\perp$ and therefore $a \in y^\perp$ for all $y \in N$ since $\{x, y\}$ is a thin line. Hence $P = N \cup N^\perp$. Now $N \cap N^\perp$ is empty since it is contained in $\text{Rad}(S)$. We observe that $S$ is the direct sum of the polar spaces $N$ and $N^\perp$ which are subspaces of $S$. Since $S$ is irreducible, this forces $N$ to be empty and $M$ to be a maximal singular subspace.

For the remainder of the proof, fix a maximal thick singular subspace $M$ of $S$. Moreover, fix a maximal singular subspace $N$ disjoint from $M$; it exists by Proposition 7.5.3.

**Step 2.** Every thin line with some point in $M \cup N$ is contained in $M \cup N$.

Every point $n \in N$ determines a geometric hyperplane $n^\perp \cap M$ in $M$ and this forces an isomorphism of $N$ with the hyperplane dual $M^*$ (cf. Exercise 5.7.12), implying that $N$ is also thick. So the roles of $M$ and $N$ are symmetric.

Let $a \in M$ and let $ab$ be a thin line of $S$. Then $b$ is not in $M$ and $M$ is a maximal singular subspace by Step 1. Next, we see that $a^\perp \cap N$ is a geometric hyperplane of $N$ and, since every point of $N$ is collinear with either $a$ or $b$, $b^\perp \cap N$ must contain at least the complement in $N$ of some geometric hyperplane. In view of the thickness of $N$ this shows that $b^\perp$ contains $N$ and so that $b \in N$. The argument for $a \in N$ instead of $a \in M$ is now immediate from the symmetric roles of $M$ and $N$.

**Step 3.** Every line $mn$ with $m \in M$ and $n \in N$, is a thin line.

Assume first that $m = a$, $n \ne b$ where $a, b$ are as in Step 2. Then $a, b, n$ generate a projective plane containing the thin line $ab$ and the line $bn$
which has at least 3 points. Therefore, \( na \) is a thin line. Now we assume \( m \neq a, n \neq b \). If \( m \notin b^\perp \) and \( n \notin a^\perp \), then each point of \( mn \) is collinear with a unique point of \( ab \) and conversely. Therefore \( mn \) is a thin line. Assume then that \( n \in a^\perp \). By our first argument \( na \) is a thin line and so, replacing \( \{a, b\} \) by \( \{n, a\} \) we see that \( mn \) is a thin line.

**Step 4.** \( P = M \cup N \).

Otherwise, we may assume that there is some line \( bp \) with \( p \) not in \( M \cup N \) but \( b \in N \). Then \( bp \) has at least one more point say \( q \), in view of Step 2. Now \( p^\perp \cap N = q^\perp \cap N \) is a geometric hyperplane in \( N \). Let \( b' \in N \setminus p^\perp \) and consider \( b'^\perp \cap M \) which is a geometric hyperplane in \( M \). For every \( x \in b'^\perp \cap M \), the line \( b'x \) has only two points by Step 3. Hence \( x \in p^\perp \cap q^\perp \) and so \( x \in y^\perp \) for every point \( y \) on \( bp \). If \( a' \in M \setminus b'^\perp \), then \( a' \) is collinear with some point of \( bp \) say \( y \), hence \( y^\perp \) contains the geometric hyperplane \( b'^\perp \cap M \) of \( M \) and an additional point \( a' \), forcing \( M \) to be in \( y^\perp \), a contradiction. Therefore \( P = M \cup N \).

Now it is clear that \( S \) is a dualized thick projective space. \( \square \)

### 7.11 Exercises

**Section 7.1**

**Exercise 7.11.1** Consider the simplex on the vertex set \([n]\) as a geometry of rank \( n - 1 \) and let \( \sigma \in \text{Sym}_n \) be a permutation of \([n]\). Prove that \( \pi : [n] \to [n] \) determined by \( \pi(x) = [n] \setminus \{\sigma(x)\} \) is a quasi-polarity if and only if \( \sigma^2 = \text{id} \).

**Exercise 7.11.2** Let \( Z \) be the generalized quadrangle of order \( (2, 2) \). See Example 2.2.10 for a construction and Theorem 2.2.11 for its uniqueness.

(a) Prove that \( \text{Aut}(Z) \) is isomorphic to \( \text{Sym}_6 \).

(b) In Exercise 2.8.7, the dualities (and polarities) of \( Z \) were made explicit as those elements (involutions) of \( G/Z(G) \) that do not belong to \( H/Z(H) \). Derive from Theorem 2.2.11 that there exists a duality \( \alpha \) of \( Z \), corresponding to an outer automorphism of \( \text{Sym}_6 \) sending \( (1, 2) \) to \( (1, 2)(3, 4)(5, 6) \).

**Exercise 7.11.3** Prove that a nondegenerate quasi-polarity of a projective line \( l \) can be viewed as a permutation of \( l \) of order at most two and determine the degenerate quasi-polarities of \( l \).

**Section 7.2**

**Exercise 7.11.4** Prove Theorem 7.2.12 in terms of projective geometries without recourse to Lemma 7.1.8. That is, assume that \( f \) is a nondegenerate
σ-sesquilinear form on a vector space $V$ of finite dimension. Show that the map $X \mapsto X^⊥$ is an isomorphism of geometries $\text{PG}(V) \rightarrow \text{PG}(V^\vee)$.

(*Hint: Use the properties of sesquilinear forms given in Definition 7.2.3.*)

**Exercise 7.11.5** Suppose that $f$ is a symmetric or antisymmetric bilinear form on a vector space $V$.

(a) Suppose that $U$ is a linear subspace of $\text{Rad}(f)$. Show that $f$ induces a unique symmetric or antisymmetric bilinear form, $\overline{f}$ say, on the quotient vector space $V/U$.

(b) Prove that $\text{Rad}(\overline{f}) = \text{Rad}(f)/U$.

(c) Conclude that $f$ induces a nondegenerate bilinear form on $V/\text{Rad}(f)$.

**Exercise 7.11.6** Prove that, for every quasi-polarity $\pi$ of a projective space $\mathbb{P}$, we have

$$\text{Ker}(\pi) = \bigcap_{x \in \mathbb{P}} \pi(x).$$

**Exercise 7.11.7** Let $k \leq n/2$. For a set $Y$, we denote by $\binom{Y}{k}$ the collection of subsets of $Y$ of size $k$. Prove the existence of a bijective map $f : \binom{[n]}{k} \rightarrow \binom{[n]}{n-k}$ such that $X \subseteq f(X)$ for each $X \in \binom{[n]}{k}$.

**Section 7.3**

**Exercise 7.11.8** The next two questions regard Proposition 7.3.8.

(a) Show that the condition $\dim(V) \geq 2$ is necessary.

(b) Generalize the proposition to the case where $f$ need not be nondegenerate but the codimension of $\text{Rad}(f)$ is at least two.

**Exercise 7.11.9** Let $V$ be the real vector space with basis $(\varepsilon_i)_{i \in \mathbb{N}}$ and let $f$ be the symmetric bilinear form on $V$ given by

$$f(x, y) = x_1 y_2 + x_2 y_1 + \cdots + x_{2n-1} y_{2n} + x_{2n} y_{2n-1} + \sum_{i \geq n} x_i y_i \quad (x, y \in V)$$

where $x = \sum_{i \geq 1} x_i \varepsilon_i$ and $y = \sum_{i \geq 1} y_i \varepsilon_i$. Verify that $\mathbb{P}(V)_f$ is a nondegenerate polar space of rank $n$ that does not embed in a proper subspace of $\mathbb{P}(V)$. (Note: in Exercise 9.6.14 it will become clear that this polar space does not have an embedding in a projective space of finite dimension.)
Section 7.4

Exercise 7.11.10 Let \( Z \) be a line space. Prove that \( Z \) is a polar space if and only if, for each point \( p \) of \( Z \), the set \( p^\perp \) of points collinear with \( p \) is either the whole point set of \( Z \) or a geometric hyperplane of \( Z \).

Exercise 7.11.11 We continue the study of quotient spaces in Exercise 2.8.24. Let \( Z = (P, L) \) be a gamma space. Suppose that \( A \) is a group of automorphisms of \( Z \). Prove that, if \( d(x, \sigma(x)) \geq 4 \) for each \( x \in P \) and \( \sigma \in A \setminus \{1\} \), then \( Z/A \) is a gamma space.

Exercise 7.11.12 Let \( Z = (P, L) \) be a gamma space. Consider the equivalence relation \( \equiv \) on \( P \) given by \( x \equiv y \) if and only if \( x^\perp = y^\perp \) in the collinearity graph of \( Z \); cf. Definition 2.2.1. Prove that it is a standard equivalence as defined in Exercise 2.8.24. Verify that \( \rho(Z) \) can be described as the quotient space of \( Z/\equiv \) from which the singleton \( \text{Rad}(Z/\equiv) \) and all lines on it (which have size 2) have been removed.

Exercise 7.11.13 (This exercise is used in Theorem 8.2.9 and Proposition 7.9.7.) Suppose that \( Z \) is a polar space. Prove the following two assertions.

(a) If \( Z \) is nondegenerate and contains a singular subspace \( X \) of finite dimension, then \( X^{\perp\perp} = X \).  
(\text{Hint: Use induction on the dimension of } X, \text{ and Lemma 7.4.8(iv). Corollary 7.4.12 helps to start the induction.})

(b) If \( Z \) is of finite rank, then, for every singular subspace \( X \), we have \( X^{\perp\perp} = \langle \text{Rad}(Z), X \rangle \).

Exercise 7.11.14 Use Exercise 5.7.19 to give an alternative proof of Theorem 7.4.13(iv).  
(\text{Hint: Fix a maximal singular subspace } M \text{ of the nondegenerate polar space } Z \text{ and use the collection of geometric hyperplanes } x^\perp \cap M \text{ of it for } x \text{ ranging over the points of } Z \text{ off } M.)

Exercise 7.11.15 Let \( V \) be the real vector space of all sequences with entries in \( \mathbb{R} \) that are zero in all but a finite number of places. For \( a = (u_i)_{i \in \mathbb{N}} \) in \( V \), put \( \pi((a)) = \{((v_i)_{i \in \mathbb{N}}) \in \mathcal{P}(V) \mid \sum_{i \in \mathbb{N}} (-1)^i u_i v_i = 0 \} \). Prove that \( \pi \) is a quasi-polarity whose absolute \( \mathcal{P}(V)_\pi \) is a nondegenerate polar space with singular subspaces of infinite dimension.  
(\text{Hint: Consider the set of points } \langle (u_i)_{i \in \mathbb{N}} \rangle \text{ with } u_{2i-1} = u_{2i} \text{ for } i = 1, 2, \ldots \)

Exercise 7.11.16 (This exercise is used in Proposition 10.3.4.) Suppose that \( X \) is a set of points of a polar space \( Z \) with \( \text{Rad}(X) = \emptyset \) whose induced lines (that is, lines of the line space induced on \( X \) as in Definition 2.5.8) have size at least three. Prove that the non-collinearity graph on \( X \) (with point set \( X \))
and in which two points are adjacent if they are distinct and not collinear in $Z$ is connected.

(Hint: Suppose that $x, y \in X$ are collinear in $Z$. As the radical of $X$ is empty, there are points $v, w \in X$ with $x \not\perp w$ and $y \not\perp v$. So we are done unless $x \perp v \perp w \perp y$. But then there is a point $u \in X \cap xy\{x, y\}$ satisfying $u \not\perp v$ and $u \not\perp w$.)

Exercise 7.11.17 Let $\mathbb{P}$ be a projective space and let $A, B$ be disjoint non-empty subspaces of $\mathbb{P}$. Assume that $Z$ is a non-empty and nondegenerate polar space whose points and lines are also points and lines of $A$. (In terms of Definition 9.1.1, the space $Z$ is embedded in $A$.) Consider the space $(X, Y)$ whose point set $X$ is the union of all lines joining a point of $Z$ to a point of $B$ and whose line set $Y$ consists of the lines of $B$ and those lines of $\mathbb{P}$ that are contained in a subspace of $\mathbb{P}$ generated by $B$ and a point or a line of $Z$. Prove that $(X, Y)$ is a polar space whose radical is $B$.

Exercise 7.11.18 Consider the generalized quadrangle arising from a symplectic polarity in $\mathbb{P}(\mathbb{F}_4^2)$ (cf. Exercise 7.11.30). Prove that it is isomorphic to the generalized quadrangle described in Example 2.2.10 and that it is isomorphic to a quadric in $\mathbb{P}(\mathbb{F}_5^2)$.

Exercise 7.11.19 Let $\mathbb{F}$ be a field of characteristic two in which each element is a square (e.g., $\mathbb{F}_2$; this property is also known as the field being perfect). Fix $m \in \mathbb{N}$, $m \geq 1$. Suppose that $f$ is a nondegenerate alternating form on $\mathbb{F}_{2m}$. Prove the following assertions, where $\epsilon_1, \ldots, \epsilon_{2m+1}$ is the standard basis of $\mathbb{F}_{2m+1}$.

(a) There is a quadratic form $\kappa$ on $\mathbb{F}_{2m}$ such that $f(x, y) = \kappa(x + y) + \kappa(x) + \kappa(y)$ ($x, y \in \mathbb{F}_{2m}$).

(b) There is a quadratic form $\kappa_0$ on $\mathbb{F}_{2m+1}$ such that $\kappa_0(\epsilon_1) = 1$ and $\kappa_0(x) = \kappa(x)$ and $\kappa(x) = 1 + \kappa_0(x + \epsilon_1)$ for $x \in \mathbb{F}_{2m}$.

(c) The polar space $\mathbb{P}(\mathbb{F}_{2m})_{\kappa_0}$ is isomorphic to the polar space $\mathbb{P}(\mathbb{F}_{2m+1})_{\kappa_0}$.

Section 7.5

Exercise 7.11.20 (This exercise is used in Proposition 10.5.1.) Let $Z$ be a nondegenerate polar space with a point $p$ on a line $l$. Show that $Z$ has a point $q$ such that $q \perp \cap l = \{p\}$.

Exercise 7.11.21 Let $\Gamma$ be the polar geometry of a nondegenerate polar space of finite rank $n \geq 2$. Show that each line of $\text{ShSp}(\Gamma, n - 1)$, the shadow space on $\{n - 1\}$ of $\Gamma$, is contained in a unique maximal singular subspace.

Exercise 7.11.22 Suppose that $Z$ is a polar space having a maximal singular subspace of finite dimension. Prove that the rank of $Z$ is finite.
(Hint: Establish first that, if \( M \) and \( N \) are disjoint maximal singular subspaces of \( Z \), then the map \( M \rightarrow N \) sending \( p \) to \( p^\perp \cap N \) is an injective homomorphism \( M \rightarrow N^* \).)

Section 7.6

Exercise 7.11.23 Let \( n \in \mathbb{N} \), \( n \geq 2 \), and let \( \Gamma \) be the polar geometry of a nondegenerate polar space \( Z \) of finite rank \( n \). Show that the collinearity graph of the shadow space \( \text{ShSp}(\Gamma, 2) \) can be identified with the space of lines of \( Z \) in which two distinct lines are adjacent whenever they generate a singular plane. Prove that the diameter of this collinearity graph is three.

Section 7.7

Exercise 7.11.24 Let \( l \) be a line of a Moufang projective plane \( Z \). Show that the point-wise stabilizer of \( l \) in \( \text{Aut}(Z) \) is transitive on the set of points of \( Z \) off \( l \).

Exercise 7.11.25 Let \( Z \) be a nondegenerate polar space of rank at least two. Suppose that \( H \) is a geometric hyperplane of \( Z \). Prove that either \( H = x^\perp \) for some point \( x \) of \( Z \) or \( H \) is nondegenerate.

Exercise 7.11.26 Let \( C \) be the Cayley division ring and \( Z \) the projective plane corresponding to the affine plane defined by means of \( C \) in Example 2.3.4. Prove that \( Z \) is Moufang but not Desarguesian.

Section 7.8

Exercise 7.11.27 Prove that removal of the thickness condition of Proposition 7.7.6 results in a false statement. Same for Corollary 7.7.7.

Exercise 7.11.28 Prove the statement of Example 7.8.2 that \( (P, L) \) is a nondegenerate polar space of rank three.

Exercise 7.11.29 Let \( F \) be the field of characteristic two. We will exhibit a duality on the generalized quadrangle that is the absolute of the polarity associated with the bilinear form \( f \) on \( V := \mathbb{F}^4 \) defined by \( f(x, y) = x_1y_2 + x_2y_1 + x_3y_4 + x_4y_3 \) (\( x, y \in V \)). (The polarity is symplectic in the terminology of Definition 10.1.10.)

(a) In the Klein Correspondence 7.8.3, an isomorphism \( k : (P, L) \rightarrow (Q, M) \) was established between the Grassmannian \( (P, L) \) of lines of \( \mathbb{P}(V) \) and the quadric \( (Q, M) \) determined by the quadratic form \( \kappa \) on \( \mathbb{F}^6 \) given by \( \kappa(x) = x_1x_2 - x_3x_4 + x_5x_6 \). In particular, \( L \) consists of the pairs \( (p, \pi) \) of a point \( p \) and plane \( \pi \) of \( \mathbb{P}(V) \) with \( p \in \pi \). Establish that the map \( k \) is determined on \( L \) by the rule: if \( x, a, b \in V \) span a 3-dimensional subspace of \( V \), then \( \langle k(x), (x, a, b) \rangle = \langle g(x, a), g(x, b) \rangle \), where \( g \) is as in (7.8).
(b) Let \( L_f \) be the subset of \( L \) consisting of the pairs \((p, \pi)\) such that \( \pi = p^\perp \), where \( \perp = \perp f \), and let \( P_f \) be the subset of \( P \) of all lines \((x, y)\) of \( \mathbb{P}(V) \) with \( f(x, y) = 0 \). Prove that \((P_f, L_f)\) is a subspace of \((P, L)\) isomorphic to the dual of the generalized quadrangle \( \mathbb{P}(V)_f \).

(c) Verify that the image of \( P_f \) under \( k \) coincides with \( Q \cap (\epsilon_1 + \epsilon_2)^\perp \).

(d) Let \( W \) be the 4-dimensional vector space \((\epsilon_1 + \epsilon_2)^\perp/(\epsilon_1 + \epsilon_2)\). We will identify it with the subspace of \( \mathbb{F}^8 \) spanned by \( \epsilon_3, \ldots, \epsilon_6 \). Let \( f_W \) be the restriction to \( W \) of the bilinear form associated with \( k \). Show that the linear map \( \phi : W \to V \) determined by \( \phi(\epsilon_{i+2}) = \epsilon_i \) (\( i \in [4]\)) is an isomorphism of vector spaces with \( f_W(x, y) = f(\phi(x), \phi(y)) \).

(e) For \( x, y \in V \) with \( f(x, y) = 0 \), write \( \overline{f}(x, y) \) for the image in \( W \) of \( g(x, y) \) under the natural projection \((\epsilon_1 + \epsilon_2)^\perp \to W \). In view of (b), we may interpret \( L_f \) as a set of points of \( \mathbb{P}(V) \) by identifying \((x)\) with \((x^\perp)\). Let \( \delta : (P_f, L_f) \to (L_f, P_f) \) be the map given by
\[
\delta(l) = \langle \phi(\overline{f}(x, y)) \rangle \text{ whenever } l = \langle x, y \rangle, \\
\delta((x)) = \langle \phi(\overline{f}(x, a)), \phi(\overline{f}(x, b)) \rangle \text{ whenever } x^\perp = \langle x, a, b \rangle.
\]

Derive that \( \delta \) is a duality of \((P_f, L_f)\).

(f) Show that \( \delta^2((x)) = \langle \epsilon_1 x_1^2 + \cdots + \epsilon_4 x_4^2 \rangle \) for each \( x \in V \setminus \{0\} \).

\[\text{Exercise 7.11.30 (Cited in Remark 7.1.2)}\]
This exercise builds upon Exercise 7.11.29. Fix \( n \in \mathbb{N} \) with \( n > 0 \), and let \( \mathbb{F} := \mathbb{F}_{2^n} \) be the field of order \( 2^n \). On \( V := \mathbb{F}^4 \), we define the bilinear form \( f \) by \( f(x, y) = x_1y_2 + x_2y_1 + x_3y_4 + x_4y_3 \) \( (x, y \in V) \). We will study the absolute \( Z \) of the polarity \( \delta_f \) determined by \( f \). Thus, \( Z = (L_f, P_f) \) in the notation of Exercise 7.11.29. It is a generalized quadrangle of order \((2^n, 2^n)\). In particular, we will look for dualities that are not polarities of the rank two geometry of \( Z \).

(a) Prove that the group \( \text{Sp}(V, f) \) of elements of \( \text{GL}(V) \) preserving \( f \) (so an element \( g \) of \( \text{GL}(V) \) belongs to \( \text{Sp}(V, f) \) if and only if \( f(gx, gy) = f(x, y) \) for all \( x, y \in V \)) induces a group of automorphisms of \( Z \). (This group, the symplectic group, will make its full introduction in Definition 10.1.10.)

(b) Verify that, for each nonzero \( a \in V \), the map \( r_{a, \phi} \) of Exercise 1.9.30, where \( \phi(x) = f(a, x) \) \( (x \in V) \), belongs to \( \text{Sp}(V, f) \); it is a transvection with center \( \langle a \rangle \). Verify also that the set \( T_a := \{r_{a, \lambda, \phi} \mid \lambda \in \mathbb{F}\setminus\{0\}\} \) of transvections with fixed center \( \langle a \rangle \) is a subgroup of \( \text{Sp}(V, f) \) isomorphic to the additive group of \( \mathbb{F} \).

(c) Consider the map \( \langle a \rangle \to T_a \) from \( Z \) to the collection of transvection subgroups of \( \text{Sp}(V, f) \). Show that it is an isomorphism from the collinearity graph of \( Z \) to the graph on the transvection subgroups in which two vertices are adjacent whenever they commute. Conclude that \( Z \) can be fully described in terms of subgroups \( T_a \) of \( \text{Sp}(V, f) \).

(d) Establish that, by adding the regular lines (that is, the subsets of \( Z \) of the form \( \{x, y\}^{\perp\perp} \) for noncollinear points \( x, y \)), we obtain the projective
space $\mathbb{P}(V)$ from $Z$. Derive from this fact that the automorphism group of $Z$ embeds in $\text{PGL}(V)$, where it normalizes $\text{Sp}(V; f)$. Conclude that each duality of $Z$ is of the form $\delta t$ where $\delta$ is the duality found in Exercise 7.11.29 and $t \in \text{PGL}(V)$ normalizes $\text{Sp}(V; f)$.

(c) Suppose that $n = 2m + 1$ is odd. Let $t \in \text{PGL}(V)$ be induced from the semi-linear transformation on $V$ mapping each coordinate of $x \in V$ to its $2^m$-th power. Verify that $\delta t$ is a polarity of $Z$.

(f) Show that, for even $n$, the rank two geometry of $Z$ admits a duality but no polarity.

Exercise 7.11.31 (Cited in Remark 7.1.2) Let $F$ be a field of odd characteristic and let $f$ be a nondegenerate alternating form on $F^4$. Use the methods of Exercise 7.11.29 to show that there is a nondegenerate quadratic form $\kappa$ of Witt index two on $F^5$ such that the generalized quadrangle $\mathbb{P}(F^4)_f$ is isomorphic to the dual of $\mathbb{P}(F^5)_\kappa$. Show also, at least in case $F$ is finite, that these generalized quadrangles are not self-dual.

Exercise 7.11.32 (This exercise is used in Corollary 7.8.10.) Let $Z$ be a nondegenerate polar space of finite rank at least three all of whose lines are thick. Prove that either every line of the dual polar space of $Z$ is thin, or every line is thick.

Exercise 7.11.33 A line space is called a near-polygon if it is partial linear and if, for each point $p$ and line $l$, there is a unique point on $l$ nearest to $p$.

(a) Prove that every dual polar space is a near-polygon.

(b) Show that the Shult-Yanushka near-hexagon of Definition 5.6.8 is a near-polygon but not a dual polar space.

Exercise 7.11.34 Let $V$, $\kappa$, $f$, and $\pi$ be as in Example 7.8.1. Prove that $\mathbb{P}(V)_\kappa = \mathbb{P}(V)_\pi$ if the characteristic of $F$ is distinct from two.

Exercise 7.11.35 (Cited in Section 11.9) Let $\Gamma = (X_1, X_2, X_3, X_4, \ast)$ be a $[4]$-geometry of type $D_4$. Construct an incidence system $\widehat{\Gamma} = (Y_1, Y_2, Y_3, Y_4, \ast)$ over $[4]$ as follows.

(1) $Y_1 = X_2$; $Y_2$ is the set of flags of $\Gamma$ of type $\{1, 3, 4\}$; $Y_3$ is the set of flags of $\Gamma$ of type $\{1, 3\}$, $\{1, 4\}$, or $\{3, 4\}$; $Y_4 = X_1 \cup X_3 \cup X_4$; $Y_4 = X_1 \cup X_3 \cup X_4$.

(2) $x \ast y$ if and only if $x \ast y$ for elements $x$ and $y$ of $\Gamma$ of different type.

Prove that $\widehat{\Gamma}$ is a $[4]$-geometry of type $F_4$ whose 3-order and 4-order are 1.
Section 7.9

Exercise 7.11.36 Let $Z$ be a polar space with point set $E$. As usual, we take $E_{-2}$ to be the identity relation. Furthermore, we set $E_1 = E_{-1} = \emptyset$ and let $(x, y) \in E_0$ if and only if $x$ and $y$ are distinct and collinear points of $Z$. Finally, we take $E_2$ to be $(E \times E) \setminus E_{\leq 1}$. Show that $(E, \emptyset)$ is a degenerate root filtration space with respect to $(E_i)_{-2 \leq i \leq 2}$.

Exercise 7.11.37 Let $V$ be a vector space over a field $\mathbb{F}$ supplied with a nondegenerate bilinear alternating form $f$. Let $E$ be the set of projective points of $\text{End}(V)$ (the space of linear maps $V \to V$) of the form $\mathbb{F}(r_{a, \phi} - \text{id})$ where $a \in V \setminus \{0\}$ and $\phi(x) = f(a, x)$ for $x \in V$. (See Exercise 1.9.30 for $r_{a, \phi}$.)

(a) Prove that $(E, \emptyset)$ is a degenerate root filtration space with $(\mathbb{F}x, \mathbb{F}y) \in E_0$ if and only if $x$ and $y$ commute in $\text{End}(V)$.

(b) Verify that the root filtration space of (a) is a subspace of the root filtration space of Exercise 6.8.20.

(c) Show that this root filtration space is isomorphic to a root filtration space as constructed in Exercise 7.11.36.

Section 7.10

Exercise 7.11.38 Let $\mathbb{P}$ be a thick projective space of infinite dimension. Consider its dualized projective space $Z := D(\mathbb{P}, \mathbb{P}^*)$, defined in Exercise 6.8.19. Let $M$ be the point set of $\mathbb{P}^*$. Prove that $M$ is a maximal singular subspace of the polar space $Z$. Take a hyperplane $H$ of $M$ lying outside the image of $\mathbb{P}$ under its canonical embedding in $(\mathbb{P}^*)^\vee$. Show that $H$ is in no maximal singular subspace of $Z$ other than $M$. Conclude that the condition that the polar space have finite rank is necessary in Theorem 7.5.8.

7.12 Notes

Duality and polarities in the real and complex projective plane were studied around 1825 by Gergonne [130] and Poncelet [240]. Since then there have been many developments. Several ideas occurring in the first four sections are inspired by work of Tits. Our approach will follow Veldkamp [296]. As it uses an embedding of the polar space in a projective space (the topic of Chapter 8), it is only valid for polar spaces whose singular planes are Desarguesian. A full classification of nondegenerate polar spaces of rank at least three is given by Tits in [285]. The fact that one can start with axioms as simple as those of Definition 7.4.1 stems from [54].

General textbook introductions to polar spaces appear in [14, 260, 291].
Section 7.2

The fundamentals on sesquilinear forms can also be found in, e.g., [143], where reflexive forms are called orthosymmetric.

The material for Example 7.2.2 is from [23] and [193]. The counterexample in Example 7.2.16 is due to Tignol. When asked by us, he actually came up with a general construction, which led to the paper [218]. The division algebra introduced in the example is a cyclic algebra of degree three, and can be found in textbooks like [197]. Eisenstein’s criterion states that the polynomial \(a_n x^n + a_{n-1} x^{n-1} + \cdots + a_1 x + a_0 \in \mathbb{Z}[x]\) is irreducible over \(\mathbb{Q}\) if there exists a prime \(p \in \mathbb{N}\) such that

1. \(a_i \equiv 0 \pmod{p}\) if and only if \(i \neq n\),
2. \(a_0 \not\equiv 0 \pmod{p^2}\).

It is treated in many textbooks on algebra, such as [270].

Section 7.3

The notion of quasi-polarity (cf. Definition 7.1.9) differs a little from the definition given by Lenz [203]. In fact, what he called quasi-polarity is an injective nondegenerate quasi-polarity in our terms.

The Cayley-Hamilton theorem, used in Example 7.2.2, is standard in linear algebra and can be found in most standard introductions to algebra, such as [86, Theorem 3].

Section 7.4

The basic axiomatic theory of polar spaces appearing here was first developed by Veldkamp [296], who went far towards a classification. Some of his ideas will also appear in the next chapter. His theory was simplified and completed by use of new ideas by Tits [285]. Much of the present theory, including Definition 7.4.1 and Theorem 7.4.13, stem from Buekenhout & Shult [54]. We have also made use of more general treatments following this paper, by Buekenhout [48], Perssy [236], and [178]. Johnson & Shult have given even weaker axioms for polar spaces in [177].

For extensions of polar spaces, see [275, 42, 50]. For connection with Zara graphs, see [26].

Section 7.5

Dual polar spaces have been studied from an axiomatic point of view by Cameron [56] and Shult & Yamushka [258]. See also Brouwer & Cohen [34] for a weakening of the axioms.
Section 7.7

The fact that singular planes of polar spaces are Moufang, Theorem 7.7.10, is a special instance of the results on buildings in [285]. In particular, all thick buildings of spherical irreducible type and rank at least three are Moufang (cf. Exercise 11.8.13) and if a building is Moufang, then so are its residues. Applying this result to polar geometries of rank three (which are buildings by Proposition 11.1.9), we find that its singular planes (which are residues by Proposition 11.5.15) are Moufang as well.

Examples of nondegenerate rank three polar spaces whose singular planes are not Desarguesian come from algebraic groups and can be constructed as fixed point geometries of geometries of type $E_{7}$; see [223]. Each Moufang plane occurs (up to isomorphism) as a singular plane of a nondegenerate polar space of rank three (cf. [285]). This will be discussed in [74].

The more general fact behind Remark 7.7.9 is that a projective plane is known to be Moufang if and only if the corresponding ternary ring $T$ is alternative (see Exercise 2.8.11); see, for instance, [166].

Section 7.6

Conditions (1) and (2) of Definition 7.6.3 can be found in [286, Proposition 9].

Section 7.8

The oriflamme geometry of Theorem 7.8.6 was given its name by Tits in [285]. The corresponding Coxeter diagram $D_n$ has a symmetry of order two. In Corollary 10.5.7 we will see that it is realized by a duality of the underlying geometry. If $n = 4$, the Coxeter diagram $D_4$ has an automorphism group of order 6. The corresponding correlations of order three were first studied in [280]. The Klein Correspondence 7.8.3 is related to the isomorphism of Coxeter diagrams $D_3$ and $A_3$; it is expressed here in terms of the shadow spaces of $PG(\mathbb{F}_4)$ on 2 and of $PG(\mathbb{F}_6)_\kappa$ on 1. A more elaborate treatment can be found in [271].

Section 7.9

The bulk of this section is from [81]. The general classification is described in this paper and [80]. It depends on the work of Cooperstein, Kasikova, and Shult. See [75] for a survey.

The notion convex, introduced in Definition 7.9.13, is also known as geodesically closed.

Section 7.10

Polar spaces with thin lines were treated by Buekenhout & Sprague [55].
Section 7.11

Exercises 7.11.29 and 7.11.30 barely scratch the surface of a deep subject related to ovoids, Suzuki groups, Moufang sets, and twisted Chevalley groups; the interested reader is recommended to read further in [271, 61].

Near-polygons, introduced in Exercise 7.11.33, are studied in many papers; see [109] for an extensive treatment. Dual polar spaces are special near-polygons, but the converse does not hold. The finite examples among the former are classified, but the regular finite near-polygons are not, although these give rise to distance-regular graphs. A significant step in this direction is [13]. Often, dual polar spaces give rise to distance-transitive graphs; see [35]. In [57], Cameron proved that there are a finite number of distance-transitive graphs of given valency at least three.
8. Projective Embeddings of Polar Spaces

This is the second chapter devoted to polar spaces. The motivation for studying these spaces is their occurrence as partial subspaces—in fact, as absolutes of polarities—in projective spaces. This chapter shows that the following converse holds: a polar space with a thick polar geometry is isomorphic to a partial subspace of a projective space if it is nondegenerate of rank at least three and all of its singular subspaces are Desarguesian; this is the content of Corollary 8.4.26. The conditions mentioned in this statement are, in a sense, best possible. For, if a space is a partial subspace of a projective space, its linear subspaces must be projective as well. Thus, if $Z$ is a degenerate polar space whose radical is not a generalized projective space, it will not be embeddable. There are numerous examples of thick generalized quadrangles that cannot be embedded in a projective space; for instance there are finite examples whose point orders are not prime powers; see Example 8.3.17. Finally, there are examples of nondegenerate polar spaces of rank three whose planes are Moufang but not Desarguesian. These are most easily defined in terms of algebraic groups and will not be discussed here.

The construction of embeddings of polar spaces of rank at least three comes in three main steps. The first step, taken in Section 8.1, is the study of geometric hyperplanes of polar spaces. For every point $x$ of a polar space, the set $x^\perp$ of all points collinear with $x$ is a geometric hyperplane. The notion of a geometric hyperplane was introduced in Definition 5.2.7 (see also Exercise 5.7.12). The second step is the embedding of the polar space in a space whose points are geometric hyperplanes by means of the map $x \mapsto x^\perp$, which takes place in Section 8.2. The final and hardest step, namely the proof that the space of geometric hyperplanes is actually a projective space is carried out in Sections 8.3 and 8.4. The proof of the embedding result for rank three, given in Section 8.4, is long.

If the rank is four or more, there is a more elementary proof, given in Section 8.3. By Corollary 6.3.2, the singular subspaces of these polar spaces are Desarguesian.

The chapter ends with Section 8.5 in which automorphisms of polar spaces of rank at least three are found.
8.1 Geometric hyperplanes and ample connectedness

Recall from Definition 5.2.7 that a geometric hyperplane of a line space $Z$ is a proper subspace of $Z$ with the property that every line of $Z$ meets it in at least a point. The study of geometric hyperplanes will be of use both for the embedding of polar spaces in linear spaces, the main goal of this chapter, and for the construction of automorphisms of polar spaces, to be discussed at the end of this chapter, in Section 8.5. For our arguments to work, we need that the complement of each geometric hyperplane is connected.

As described in Definition 2.5.8, for a line space $Z$ and a set of points $H$, we will write $Z \setminus H$ to denote the set of points of $Z$ outside $H$.

Definition 8.1.1 We call the line space $Z$ **amply connected** if, for every proper subspace $X$ of $Z$, the subgraph of the collinearity graph of $Z$ induced on $Z \setminus X$, is connected.

Lemma 8.1.2 Suppose that $Z$ is a polar space.

(i) For each point $p$ of $Z$, the subspace $p^\perp$ is either the whole space (in which case $p \in \text{Rad}(Z)$) or a geometric hyperplane of $Z$.

(ii) If $Z$ is nondegenerate and $H$ is a degenerate geometric hyperplane of $Z$, then there is a unique point $p$ of $Z$ such that $H = p^\perp$.

(iii) If $r$ is the nondegenerate rank of $Z$, then the nondegenerate rank of a geometric hyperplane of $Z$ is at least $r - 1$.

Proof. (i) is obvious: clearly, $p \in \text{Rad}(Z)$ if and only if $p^\perp$ is the whole space and $p^\perp$ is a proper subspace otherwise, in which case each line not contained in $p^\perp$ has a unique point of $p^\perp$ by the polar space axiom.

(ii). Suppose $p \in \text{Rad}(H)$, so $H \subseteq p^\perp$. If $l$ is a line of $Z$ on $p$ not contained in $H$, then, by nondegeneracy of $Z$, there is a point $q$ of $Z$ non-collinear with $p$ and collinear with a point $s \in l \setminus H$. Then $qs = \{q, s\}^\perp$ is a line disjoint from $H$, a contradiction. Hence every line of $Z$ on $p$ is in $H$, so $H = p^\perp$. If $q \in H$ also satisfies $H = q^\perp$, then $p^\perp = q^\perp$, contradicting that $Z$ is nondegenerate in view of Lemma 7.4.8(iv).

(iii). Fix a geometric hyperplane $H$ of $Z$. If $\langle H, \text{Rad}(Z) \rangle = Z$, then the nondegenerate rank of $H$ is equal to $r$, so we may assume that $\langle H, \text{Rad}(Z) \rangle / \text{Rad}(Z)$ is a geometric hyperplane of $Z/\text{Rad}(Z)$. By going over to the nondegenerate quotient of $Z$ (as described in Proposition 7.4.10), we may assume $\text{Rad}(Z) = \emptyset$. Either $M = N$ or $N$ is a geometric hyperplane of $M$ and hence, by Theorem 7.4.13(iii), a maximal subspace of $M$. In particular, the dimension of $N$ is at least $r - 1$. If $H$ is a nondegenerate polar space, we are done. Otherwise, the result follows from (ii). \qed

We describe a class of polar spaces which are clearly not amply connected.
**Definition 8.1.3** A **rosette** is the union of any collection of at least two linear spaces having a geometric hyperplane in common.

A rosette is obviously a polar space whose radical is the geometric hyperplane in the intersection of the linear spaces of which it is built up. In other words, a rosette is a polar space of nondegenerate rank one. Moreover, the complement of this geometric hyperplane is disconnected and so the rosette is not amply connected.

Recall from the theory of line spaces that a thick line is a line having at least three points.

**Theorem 8.1.4** Each polar space of nondegenerate rank at least two whose lines are thick, is amply connected.

**Proof.** Suppose that $Z$ is a polar space of nondegenerate rank at least two whose lines are thick. Let $U$ be a proper subspace of $Z$ and let $x$ and $y$ be points in $Z \setminus U$. We need to show that there is a path from $x$ to $y$ in $Z \setminus U$, and so we may assume that $x$ and $y$ are not collinear. If there is a point $z \in \operatorname{Rad}(Z) \setminus U$ then $x, z, y$ form a path from $x$ to $y$ in $Z \setminus U$. Therefore, we (may) assume that $U$ contains $\operatorname{Rad}(Z)$.

Consider the nondegenerate quotient $Z / \operatorname{Rad}(Z)$ of $Z$ by $\operatorname{Rad}(Z)$. For two points $u, v$ in $Z / \operatorname{Rad}(Z)$, we have $u \perp v$ if and only if $\langle u, \operatorname{Rad}(Z) \rangle \perp \langle v, \operatorname{Rad}(Z) \rangle$. This implies that $x$ and $y$ are connected by a path in $Z \setminus U$ if and only if $\langle x, \operatorname{Rad}(Z) \rangle$ and $\langle y, \operatorname{Rad}(Z) \rangle$ are connected by a path in $(Z / \operatorname{Rad}(Z)) \setminus (U / \operatorname{Rad}(Z))$. As the nondegenerate ranks of $Z$ and $Z / \operatorname{Rad}(Z)$ are equal, for the proof of the theorem, we may pass over to $Z / \operatorname{Rad}(Z)$. Therefore, we (may) assume that $Z$ is nondegenerate.

Lemma 7.4.8(ii) gives $\operatorname{Rad}(x^+ \cap y^+) = \emptyset$. By the assumptions that $Z$ is nondegenerate and that its (nondegenerate) rank is at least two, there exist non-collinear points $a, b$ in $x^+ \cap y^+$. If $a$ or $b$ is outside $U$, we are done, so we will assume both are in $U$. Let $x'$ be a third point on a line $m$ containing $a$ and $x$ (it exists as lines are thick). Now $x'$ is not in $U$, for otherwise $m$ would lie in $U$ and so $x \in U$, a contradiction. On a line containing $b$ and $y$, there is a point $y'$ collinear with $x'$. Here, $y' \neq y$, for otherwise $y$ would be collinear with each point of $m$ and hence with $x$, a contradiction. Similarly, $y' \neq b$. Moreover $y'$ is not in $U$. We conclude that $x, x', y', y$ is a path from $x$ to $y$ inside $Z \setminus U$. □

The complete bipartite graph $K_{m,n}$ (see Example 1.5.5) with $n > 1$ and a part $Q$, say, of size $m > 1$ is a nondegenerate generalized quadrangle and not a rosette. If $x \in Q$, then $U = x^+$ is a subspace of $K_{m,n}$ whose complement is the subset $Q \setminus \{x\}$ of the part $Q$. So, if $m > 2$, then this complement is not connected and so $K_{m,n}$ is neither amply connected nor a rosette. This shows that the condition that lines are thick is essential in Theorem 8.1.4.

The line spaces appearing in the next lemma and subsequent proposition are not necessarily polar spaces.
Lemma 8.1.5  Let $H$ a geometric hyperplane of a space $Z$. If $U$ is a subspace of $Z$ not contained in $H$, then $H \cap U$ is a geometric hyperplane in $U$.

Proof.  Let $l$ be a line contained in $U$. It intersects $H$ in some point $p$, so $l$ intersects $H \cap U$ in $p$. Moreover, $H \cap U$ is a proper subspace of $U$ since $U$ is not contained in $H$. \[\Box\]

The proposition below obviously applies to amply connected spaces, for which it will be used primarily.

Proposition 8.1.6  If $H$ a geometric hyperplane of a space $Z$ such that $Z \setminus H$ is connected, then $H$ is a maximal subspace of $Z$.

Proof. For distinct points $x, y$ in $Z \setminus H$, we must show that $\langle H, x \rangle$ contains $y$. Consider a chain $x = x_1, \ldots, x_n = y$ from $x$ to $y$ in which consecutive members are distinct, collinear, and not in $H$. A line $l$ on $x_1$ and $x_2$ intersects $H$ in a point $p$ and so $\langle H, x \rangle$ contains $p$ and $x$, hence $l$, and $x_2$. The same argument applies inductively to lines containing $x_i$ and $x_{i+1}$ for $i = 2, \ldots, n - 1$. Therefore, $y \in \langle H, x_n \rangle = \cdots = \langle H, x_2 \rangle = \langle H, x \rangle$. \[\Box\]

Observe that Proposition 8.1.6 need not hold if $Z$ is a rosette.

Corollary 8.1.7  Let $Z$ be a polar space of rank at least two whose lines are thick, but not a rosette. If $H$ is a geometric hyperplane of $Z$, then $Z \setminus H = Z$.

Proof. Since $Z$ is not a rosette, Theorem 8.1.4 shows that $Z$ is amply connected and so $Z \setminus H$ is connected. Take $p \in H$. If there is a line $l$ of $Z$ with $l \cap H = \{p\}$, then, since $l$ has at least two points in $Z \setminus H$, the point $p$ belongs to $Z \setminus H$. Suppose, therefore, that $p$ is not collinear with any point of $Z \setminus H$. Then $p^+ \subseteq H$. By Lemma 8.1.2(i) and Proposition 8.1.6 this implies $p^+ = H$, so $p \in \text{Rad}(H)$. Clearly, there is a line $m$ on $p$ and a point of $H \setminus \text{Rad}(H)$. Then $m \cap \text{Rad}(H) = \{p\}$, so $p$ is the only point of $H$ with $p^+ \subseteq H$. It follows that $\langle Z \setminus H \rangle$ contains $m \setminus \{p\}$. Since $m$ is thick, $p \in \langle m \setminus \{p\} \rangle$, whence $p \in \langle Z \setminus H \rangle$. \[\Box\]

Corollary 8.1.8  If $Z$ is a nondegenerate polar space of rank at least two with thick lines and $H$ is a geometric hyperplane of $Z$, then $Z \setminus H = Z$ and $H$ is a maximal subspace of $Z$.

Proof. By Theorem 8.1.4, $Z$ is amply connected, so, by Proposition 8.1.6, every geometric hyperplane of $Z$ is a maximal subspace of $Z$. The other assertion follows from Corollary 8.1.7. \[\Box\]

Corollary 8.1.9  Let $Z$ be a polar space of rank at least two whose lines are thick and let $H$ be a geometric hyperplane of $Z$. If $Z$ is not a rosette, then $H \cap \text{Rad}(Z)$ is either a geometric hyperplane of $\text{Rad}(H)$ or $\text{Rad}(H)$ itself.
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Proof. By Theorem 8.1.4, \(Z\) is amply connected. Hence, by Proposition 8.1.6, \(H\) is a maximal subspace of \(Z\). Let \(l\) be a line in \(\text{Rad}(H)\) and consider a point \(p \in Z \setminus H\). Then \(p^\perp\) intersects \(l\) in some point \(a\). Now \(a^\perp\) contains \(H\) and \(p\), so it contains all points of \(Z\), whence \(a \in \text{Rad}(Z)\). This shows that each line of \(\text{Rad}(H)\) contains a point of \(H \cap \text{Rad}(Z)\), so the corollary follows. \(\square\)

Later on in this chapter, in Proposition 8.5.9, we show that nondegenerate polar spaces of rank at least three all of whose lines are thick possess automorphisms. The proof is based on a construction that is quite similar to the way perspectivities were obtained for projective spaces. The following result plays a crucial role.

Observe that, if \(Z\) is a nondegenerate polar space of rank at least three all of whose lines are thick, then each point lies on a thick projective plane and so belongs to at least three lines. Therefore, it is a thick polar space.

**Proposition 8.1.10** Let \(Z\) be a thick nondegenerate polar space of rank at least three. Let \(p\) and \(q\) be non-collinear points, \(a \in \{p, q\}^\perp\), and \(H\) a geometric hyperplane of \(p^\perp\) such that \(H \cap q^\perp \subseteq a^\perp\). The line \(aq\) contains a unique point \(w\) such that \(\{w, p\}^\perp = H\).

Proof. Observe that \(p^\perp\) cannot be a rosette, for otherwise \(\text{Rad}(Z) \neq \emptyset\) by Lemma 8.1.2. Hence \(p^\perp\) is amply connected by Theorem 8.1.4.

Suppose \(H \subseteq q^\perp\). Then \(H \subseteq \{a, p, q\}^\perp\), so, by Proposition 8.1.6, applied to \(p^\perp\), we have \(H = \{a, p, q\}^\perp\). Taking a plane \(A\) on \(p\) not contained in \(a^\perp\), we see that \(A \cap H = \{a, q\}^\perp \cap A\) is a point of \(A\), contradicting the fact that \(H\) is a geometric hyperplane of \(p^\perp\).

Hence there exists \(b \in H \setminus q^\perp\). Then \(b^\perp \cap a q\) is a unique point \(w\). As \(p^\perp\) is amply connected, Proposition 8.1.6 gives that \(H\) is a maximal subspace of \(p^\perp\). Now, each point of \(H \cap q^\perp\) lies in \(H \cap (aq)^\perp\), so \(w^\perp\) contains both \(b\) and the geometric hyperplane \(H \cap q^\perp\) of the polar space \(H\). If \(H\) is not a rosette, then, by Theorem 8.1.4, it is amply connected. In this case, Proposition 8.1.6 yields that \(H \cap q^\perp\) is a maximal subspace of it, so \(\{H \cap q^\perp, b\} = H\), whence \(H \subseteq \{w, p\}^\perp\). The same proposition applied to \(p^\perp\), shows \(\{w, p\}^\perp = H\). If \(H\) is a rosette, then we must have \(H = \{a, p\}^\perp\) and so \(w = a\) is as required. \(\square\)

To finish this section, we show that on the complement of a hyperplane, we can find a standard equivalence.

**Remark 8.1.11** Let \(Z\) be a thick nondegenerate polar space of rank at least three having a geometric hyperplane \(H\). Consider the restriction of \(Z\) to the complement \(A = Z \setminus H\) of \(H\); cf. Definition 2.5.8. Its lines are the intersections with \(A\) of lines of \(Z\) that are not contained in \(H\). Having distance 0 or 3 in the collinearity graph of this line space on \(A\) is a standard equivalence relation, in the sense of Exercise 2.8.24. It is an equivalence relation because the classes
be distinct equivalent points of respect to is nondegenerate, Lemma 7.4.8(iii) shows that there is a line $Z$ not contained to prove the existence of a point $z'$ equivalent to $z$ collinear with $x'$. Because $Z$ is nondegenerate, Lemma 7.4.8(iii) shows that there is a line $m$ of $Z$ on $z$ not contained $x^\perp$. This line has a point $q \in z^\perp \cap H \setminus x^\perp$. As $q$ is not collinear with the intersection $p$ of the line $xz$ with $H$ and $p$ is collinear with $x'$ (as $x$ and $x'$ are equivalent), there is a single point $z'$ in $q^\perp \cap x'p \setminus H$. Notice that $p$ and $q$ are not collinear, for otherwise $q \in \{p, z\}^\perp \subseteq x^\perp$, contradicting the choice of $q$.

It remains to show that $z'$ is equivalent to $z$. Suppose not; then there is a common neighbor $r$ of $z$ and $z'$ outside $H$. As the rank of $Z$ is at least three, the subspace $\{z, z'\}^\perp$ is a nondegenerate polar space of rank at least two, and so there are lines $l$ and $l'$ on $r$ inside $\{z, z'\}^\perp$ with $l' \not\subset l^\perp$. Now $p^\perp \cap l$ contains a point $v$ of $\{x, x'\}^\perp$ which is in $\{z, z'\}^\perp \cap H$, and, similarly, $p^\perp \cap l'$ contains a point $v'$ of $\{z, z'\}^\perp \cap H$. Notice $v \not\in v'$. If $\{z, z'\}^\perp \cap H$ were a rosette, it would be a degenerate geometric hyperplane of $\{z, z'\}^\perp$, so Lemma 8.1.2(ii) shows $\{z, z'\}^\perp \cap H = \{t, z, z'\}^\perp$ for some $t \in H$. But then the rank of $\{z, z'\}$ must be two and $\text{Rad}(\{t, z, z'\}^\perp) = \{t\}$. As $v'p$ and $vp$ are lines of $\{t, z, z'\}^\perp$, it follows that $t = p$, a contradiction with $q \in \{z, z'\}^\perp \cap H \setminus p^\perp$. Therefore, $\{z, z'\}^\perp \cap H$ is not a rosette.

By Theorem 8.1.4, the space $\{z, z'\}^\perp \cap H$ is amply connected, so Proposition 8.1.6 gives that $\{r, z, z'\}^\perp \cap H$ is a maximal subspace of $\{z, z'\}^\perp \cap H$. If $u \in \{r, z, z'\}^\perp \cap H$, then $u$ is distinct from $r$ (which is not in $H$) and the unique point of $p^\perp \cap ur$ also lies in $\{x, x'\}^\perp$ and hence in $ur \cap H = \{u\}$, so it coincides with $u$. In particular $u \in p^\perp$, proving $\{r, z, z'\}^\perp \cap H \subseteq \{p, z, z'\}^\perp \cap H$. As $\{r, z, z'\}^\perp \cap H$ is a maximal subspace of $\{z, z'\}^\perp \cap H$, we have either $\{r, z, z'\}^\perp \cap H = \{p, z, z'\}^\perp \cap H$ or $\{p, z, z'\}^\perp \cap H = \{z, z'\}^\perp \cap H$. In the former case, $p \in r^\perp$, so $r \in \{x, x'\}^\perp$, contrary to the assumption. In the latter case, $q \in \{p, z, z'\}^\perp \cap H$, so $q \perp p$, a contradiction. We conclude that $\{z, z'\}^\perp$ is entirely contained in $H$, which settles that $z$ and $z'$ are equivalent.

8.2 The Veldkamp space

We will develop a theory of geometric hyperplanes in amply connected spaces. These hyperplanes will be the points of the Veldkamp space to be defined below. Recall the notion of homomorphism for spaces from Definition 2.5.8, where an injective homomorphism mapping lines to lines is called an embedding. The main result of this section, Theorem 8.2.9, establishes that a thick nondegenerate polar space of rank at least three embeds in its Veldkamp space. We begin with a lemma in which ample connectedness comes really into play.
Lemma 8.2.1 Let $Z$ be an amply connected space all of whose geometric hyperplanes are amply connected and let $H_1$, $H_2$, $H_3$ be distinct geometric hyperplanes of $Z$ such that $H_3 \supseteq H_1 \cap H_2$. Then $H_1 \cap H_2 = H_2 \cap H_3 = H_3 \cap H_1$.

Proof. We have the inclusions $H_2 \supseteq H_3 \cap H_2 \supseteq H_1 \cap H_2$ and, by Lemma 8.1.5, $H_3 \cap H_2$ and $H_1 \cap H_2$ are both geometric hyperplanes of $H_2$. Hence, by the hypotheses and Proposition 8.1.6, $H_3 \cap H_2 = H_1 \cap H_2$. The lemma follows. □

Proposition 8.2.2 Let $Z$ be an amply connected space all of whose geometric hyperplanes are amply connected. If $H_1$, $H_2$ are distinct geometric hyperplanes and $p \in Z \setminus (H_1 \cap H_2)$, then there is at most one geometric hyperplane containing $p$ and $H_1 \cap H_2$.

Proof. Assume, by way of contradiction, that $H_3$ and $H_4$ are distinct geometric hyperplanes containing $p$ and $H_1 \cap H_2$. As $H_1 \cap H_2$ is a geometric hyperplane of $H_1$ and of $H_2$, which are amply connected, Proposition 8.1.6 shows that at most one of $H_1$, $H_2$ contains $\langle H_1 \cap H_2, p \rangle$. Therefore, without loss of generality, we can assume that $H_3 \neq H_1, H_2$ and $H_4 \neq H_1$. Applying Lemma 8.2.1 to the triples $\{H_1, H_2, H_3\}$ and $\{H_1, H_3, H_4\}$, we find $H_1 \cap H_2 = H_1 \cap H_3 = H_3 \cap H_4$, a contradiction as $p \in H_3 \cap H_4 \setminus (H_1 \cap H_2)$. □

Definition 8.2.3 The Veldkamp space $V(Z)$ of a line space $Z$ is the space in which

1. a point is a geometric hyperplane of $Z$,
2. a line is the collection $H_1H_2$ of all geometric hyperplanes $H$ of $Z$ such that $H_1 \cap H_2 = H_1 \cap H = H_2 \cap H$ or $H = H_i$ ($i = 1$ or $2$), where $H_1$, $H_2$ are distinct points of $V(Z)$.

If $Z$ is a projective space, then $V(Z)$ coincides with the hyperplane dual $Z^*$ defined in Exercise 5.7.12.

Theorem 8.2.4 For every amply connected space $Z$ all of whose geometric hyperplanes are amply connected, the Veldkamp space $V(Z)$ is a linear space. Each line is of the form $\{H \in V(Z) \mid H \supseteq H_1 \cap H_2\}$ for any two distinct points $H_1, H_2$ of $V(Z)$ on that line.

Proof. By definition, for any two distinct points $H_1, H_2$ of $V(Z)$, there is a line $H_1H_2$ joining them. From the definition of Veldkamp line it is immediate that $H_1H_2$ is contained in $\{H \in V(Z) \mid H \supseteq H_1 \cap H_2\}$. Suppose now $H \in V(Z)$ contains $H_1 \cap H_2$. Lemma 8.2.1 shows that $H$ belongs to $H_1H_2$.

For any pair of distinct geometric hyperplanes $H_3, H_4$ on the line $H_1H_2$ of $V(Z)$, we show that $H_1H_2 = H_3H_4$. If $H_3$ is distinct from $H_2$, then, by the definition of a line in $V(Z)$, we have $H_1 \cap H_2 = H_2 \cap H_3$, whence, by Lemma 8.2.1, $H_1H_2 = H_2H_3$. Similarly, we obtain $H_2H_3 = H_3H_4$. If $H_3 = H_2$, then $H_1 \cap H_2 = H_2 \cap H_4$ whence $H_1H_2 = H_2H_4 = H_3H_4$. □
Corollary 8.2.5 If $Z$ is a thick nondegenerate polar space of rank at least three, then $Z$ and all of its geometric hyperplanes are amply connected. In particular, $V(Z)$ is a linear space.

Proof. The second statement follows from the first statement and Theorem 8.2.4. As for the first statement, Theorem 8.1.4 and the fact that a rosette has a non-empty radical give that $Z$ is amply connected. Suppose that $H$ is a geometric hyperplane of $Z$ that is not amply connected. As $H$ is a polar space of rank at least two whose lines are thick, Theorem 8.1.4 gives that $H$ is a rosette. By Lemma 8.1.2(ii), $H = p^+$ for some point $p$ of $Z$, so $p^+$ is a rosette. This contradicts the fact that $p^+$ has nondegenerate rank at least two. □

Example 8.2.6 The smallest model of a nondegenerate polar space with rank $r \geq 2$ and thick lines is the generalized quadrangle $Z$ of 15 points and 15 lines described in Example 2.2.10 (see also Exercises 7.11.18 and 7.11.19). Let $H$ be a geometric hyperplane. It is easy to check that $H$ is of one of the following three kinds.

1. A set $p^+$ for some point $p$. There are 15 such hyperplanes.
2. A grid, consisting of 9 points and 6 lines. There are 10 such hyperplanes.
3. An ovoid, consisting of 5 points containing no line. There are 6 such hyperplanes.

Fig. 8.1. The generalized quadrangle of order $(2, 2)$
Hence $\mathcal{V}(Z)$ has $15 + 10 + 6 = 31$ points and all lines of $\mathcal{V}(Z)$ have cardinality $3$. In fact, $\mathcal{V}(Z)$ is the projective space $\mathbb{P}(\mathbb{F}_3)$. Here, the sets \{H \in \mathcal{V}(Z) \mid H \supseteq H_1 \cap H_2\}, for $H_1, H_2$ distinct points of $\mathcal{V}(Z)$, do not always represent lines of $\mathcal{V}(Z)$; consider the intersection of $a^\perp$ and $b^\perp$ for two distinct collinear points $a, b$ of $Z$. It is the line $ab$. The line on $a^\perp$ and $b^\perp$ in $\mathcal{V}(Z)$ has a unique third point, namely $c^\perp$, where $ab = \{a, b, c\}$. But there exists a hyperplane $H$ containing $ab$ that is a generalized subquadrangle of order $(2,1)$. Thus, $H \ni a^\perp \cap b^\perp$, but $H$ is not on the line in the Veldkamp space generated by $a^\perp$ and $b^\perp$.

Pushing Theorem 8.2.4 further, one might ask for fairly general conditions under which the Veldkamp space $\mathcal{V}(Z)$ is a projective space. The following result indicates how this may be achieved.

**Theorem 8.2.7** Let $Z$ be an amply connected space all of whose geometric hyperplanes are amply connected. Assume also that all geometric hyperplanes of $Z$ are amply connected, and that, for all distinct geometric hyperplanes $H_1, H_2$ and every point $p$ of $Z$ outside $H_1 \cap H_2$, there is a geometric hyperplane containing $p$ and $H_1 \cap H_2$. Then $\mathcal{V}(Z)$ is a projective space.

**Proof.** By Theorem 8.2.4, $\mathcal{V}(Z)$ is a linear space. We check Pasch’s Axiom 5.2.4 for projective spaces. To this end, suppose that \{A, B, P\} and \{A, C, Q\} are collinear triples on distinct lines of $\mathcal{V}(Z)$. We need to show that the lines $BC$ and $PQ$ of $\mathcal{V}(Z)$ have a common point $R$.

Suppose $P \cap Q \subseteq B \cap C$. This implies $P \cap Q \subseteq B \cap C \cap Q = A \cap B \cap C$ (the equality holds by Proposition 8.1.6 as $A \cap B \cap C$ is a geometric hyperplane of $A \cap C = C \cap Q$ contained in $B \cap C \cap Q$ and $A \cap C$ is amply connected). In particular, $P \cap Q \subseteq C$, so $P \cap Q = P \cap C$ is a geometric hyperplane of $C$ contained in $B \cap C$. Therefore, $B \cap C = P \cap Q$, contradicting that $BC$ and $PQ$ are distinct lines.

We conclude that $Z$ has a point $p$ in $P \cap Q \setminus B \cap C$. By assumption, there is a geometric hyperplane $R$ containing $B \cap C$ and $p$. Observe that, by Lemma 8.1.5, $A \cap B \cap C = A \cap P \cap Q$ is a geometric hyperplane of $P \cap Q$. Since $P \cap Q$ is amply connected, Proposition 8.1.6 yields that $A \cap B \cap C$ is a geometric hyperplane of $P \cap Q$ (observe that $P \cap Q \not\subseteq A$ for otherwise $A, P, Q$ would be collinear by Theorem 8.2.4). Thus $R$ contains $P \cap Q$, so $R$ is on the line $PQ$. We are done, as $R$ has been chosen so as to lie on $BC$. □

In the special case where the lines of a space have size three, its Veldkamp space is often a projective space.

**Theorem 8.2.8** Let $Z$ be an amply connected space all of whose lines have exactly three points. If every geometric hyperplane is amply connected as well, then $\mathcal{V}(Z)$ is a projective space all of whose lines have size three.
Proof. Let $A$ and $B$ be distinct geometric hyperplanes of $Z$. The set
\[ C = A \ast B := (A \cap B) \cup (Z \setminus (A \cup B)) \]
is a geometric hyperplane with $A \cap C = A \cap B = B \cap C$. Hence lines of $V(Z)$ are thick.

Assume now that $D$ is a geometric hyperplane of $Z$ containing $A \cap B$, which is distinct from $A$ and $B$. There is a point $p \in D \setminus (A \cup B)$. It also belongs to $C$, so both $C$ and $D$ contain $\{p\} \cup (A \cap B)$. Now Proposition 8.2.2 forces $C = D$, so lines of $V(Z)$ have cardinality three.

We next check that $V(Z)$ satisfies Pasch’s Axiom 5.2.4. Suppose that $A$, $B$, $C$, $P$, $Q$ are geometric hyperplanes of $Z$ such that $\{A, B, P\}$ and $\{A, C, Q\}$ are collinear triples on distinct lines of $V(Z)$. Then $P = A \ast B$ and $Q = A \ast C$. Straightforward set operations show
\[ P \cap Q = (A \cap B \cap C) \cup (Z \setminus (A \cup B \cup C)), \quad \text{and} \]
\[ Z \setminus (P \cup Q) = ((B \cap C) \setminus A) \cup (A \setminus (B \cup C)), \]
whence $P \ast Q = (B \cap C) \cup (Z \setminus (B \cup C)) = B \ast C$. Thus, the lines $BC$ and $PQ$ of $V(Z)$ have a common point. So Pasch’s Axiom holds and Theorem 5.2.6 gives that $V(Z)$ is a projective space. \(\square\)

**Theorem 8.2.9** Let $Z$ be a thick nondegenerate polar space of rank at least three. The map $x \mapsto x^\perp$ is an embedding of $Z$ in its Veldkamp space $V(Z)$.

Proof. Let $x$, $y$ be points of $Z$. If $x^\perp = y^\perp$, then $x = y$ since $Z$ is nondegenerate. This shows injectivity of the map $x \mapsto x^\perp$.

Suppose that $x$ and $y$ are both on the line $l$ of $Z$ and take $H$ to be a geometric hyperplane distinct from $x^\perp$ and containing $x^\perp \cap y^\perp = l^\perp$. By Corollary 8.2.5, every hyperplane of $Z$ is amply connected, so by Lemma 8.2.1, we have $H \cap x^\perp = x^\perp \cap y^\perp$.

There is a point $z \in H \setminus l^\perp$. Now $z^\perp \cap l$ consists of a single point $u$, say, and $u^\perp$ is a geometric hyperplane of $Z$ containing $l^\perp$ and $z$. Suppose $u^\perp \neq H$. Lemma 8.2.1 with $H_1 = u^\perp$, $H_2 = x^\perp$, and $H_3 = H$ gives $u^\perp \cap H = x^\perp \cap H = l^\perp$, contrary to $z \in (u^\perp \cap H) \setminus l^\perp$. Therefore, $u^\perp = H$; we find that the image of $l$ under $x \mapsto x^\perp$ is the line $\{w^\perp \mid w^\perp \supseteq l^\perp\}$ of $V(Z)$. By Lemma 7.4.7(ii) and (iii) we have $w^\perp \supseteq l^\perp$ if and only if $w^\perp \supseteq l^{\perp \perp}$, which, by Exercise 7.11.13, amounts to $w \in l$. We conclude that the line of $V(Z)$ on $x^\perp$ and $y^\perp$ is equal to $\{w^\perp \mid w \in l\}$, the image of $l$ under the map $x \mapsto x^\perp$. \(\square\)

### 8.3 Projective embedding for rank at least four

Recall from Definition 8.2.3 that $V(Z)$ stands for the Veldkamp space of a line space $Z$. In Theorem 8.2.9, we have seen that each thick nondegenerate
polar space $Z$ of rank at least three can be embedded in its Veldkamp space $\mathcal{V}(Z)$. Here, our purpose is to show that $\mathcal{V}(Z)$ is a projective space. In this section, culminating in Theorem 8.3.16, we handle the case where $Z$ has rank $r \geq 4$; infinite rank, $r = \infty$, is allowed. The next section uses a different approach for $r = 3$. The proof for the case of rank at least four is not easy, but it is much simpler than the proof for rank three.

By Theorem 7.4.13(iv) all maximal singular subspaces of $Z$ are projective spaces. In view of Theorem 7.5.5 (for $r < \infty$) and Exercise 7.11.22 (for $r = \infty$), they all have dimension $r - 1 \geq 3$, so, by Theorem 6.1.8, all singular subspaces of $Z$ are Desarguesian.

**Notation 8.3.1** Throughout this section, $Z$ is a nondegenerate polar space with thick lines of rank at least four. Moreover, $A, B, C, P, Q$ are distinct points of $\mathcal{V}(Z)$ such that $\{A, B, P\}$ and $\{A, C, Q\}$ are collinear triples spanning distinct lines (cf. Figure 8.2).

![Fig. 8.2. The Pasch configuration](image)

Figure 8.2 is another incarnation of Pasch configuration displayed in Figure 5.2. In view of Corollary 8.2.5 and Theorem 5.2.6 we need only show (Pasch’s Axiom 5.2.4) that the lines $PQ$ and $BC$ of $\mathcal{V}(Z)$ have a common point $R$. This will be our goal for the greater part of the section.

**Lemma 8.3.2** $A \cap P \cap Q = A \cap B \cap C = A \cap B \cap C \cap P \cap Q = (B \cap C) \cap (P \cap Q)$.

**Proof.** This follows from $A \cap P \subseteq B$, $A \cap Q \subseteq C$, etc. \(\square\)

The next lemma deals with degeneracies.
Lemma 8.3.3 Neither $B \cap C$ nor $P \cap Q$ is a rosette. If there is a point $x$ of $Z$ such that $(B \cap C) \cup (P \cap Q) \subseteq x^\perp$, then $R = x^\perp$ is a geometric hyperplane of $Z$ on the Veldkamp lines $BC$ and $PQ$.

Proof. Assume that $B \cap C$ is a rosette with radical $X$. Then $B \cap C \subseteq X^\perp$. Since $Z$ is nondegenerate of rank at least four, the subspace $X^\perp$ is not a rosette. In particular, $B \cap C$ is a proper subspace of $X^\perp$. Now, for $x \in X$, the space $x^\perp$ is a polar space of rank at least three which is not a rosette, so by Lemma 8.1.2(ii) applied to $B \cap C \subseteq X^\perp$, we obtain $X^\perp = x^\perp$, proving $X = \{x\}$. Now $x^\perp \neq B$ or $x^\perp \neq C$, and without loss of generality, we (may) assume the former. Then $B \cap C = x^\perp \cap B$ is a polar space of rank at least three with radical $\{x\}$ which is a rosette, a contradiction.

The second statement of the lemma is immediate as $x^\perp$ is a geometric hyperplane of $Z$ belonging to the lines $BC$ and $PQ$ of $\mathcal{V}(Z)$.

Thus, from now on, we work in the following setting.

Hypothesis 8.3.4 There is no point $x$ of $Z$ such that $x^\perp$ contains $B \cap C$ and $P \cap Q$.

We will construct a geometric hyperplane $R$ of $Z$ containing $P \cap Q$ as well as $B \cap C$, as required for Pasch’s Axiom. In order to motivate the construction of $R$ in Definition 8.3.6 below, we first derive some properties that $R$ should have.

Proposition 8.3.5 If $R$ is a geometric hyperplane of $Z$ containing $B \cap C$ and $P \cap Q$ that is not of the form $x^\perp$ for some $x \in Z$, then it satisfies the following properties.

(i) $R$ is a nondegenerate polar space of rank at least three.
(ii) $R$ is the disjoint union of sets $R^0$, $R^1$, $R^2$, $R^3$ where

(0) $R^0 = A \cap B \cap C$, 
(1) $R^1 = (B \cap C \setminus R^0) \cup (P \cap Q \setminus R^0)$,
(2) $R^2$ is the set of points outside $R^0 \cup R^1$ lying on a line $bp$ with $b \in B \cap C \setminus A$ and $p \in P \cap Q \setminus A$, and
(3) $R^3$ consists of all $y \in (R^0)^\perp$ with $y^\perp \cap B \cap C = y^\perp \cap P \cap Q = R^0$ and with the property that, for each $a \in R^0$ and each $y' \in ay \setminus \{a, y\}$, we have $y' \in R^2$.
(iii) If $R^3$ is non-empty, then $R^0$ is a nondegenerate polar space of rank at least two.

Proof. Assertion (i) is easy. The crucial part of (ii) and (iii) is to prove that every point $y \in R \setminus (R^0 \cup R^1 \cup R^2)$ belongs to $R^3$. To this end, we observe that $y^\perp \cap B \cap C$ is a geometric hyperplane of $B \cap C$ contained in $R^0$ (for otherwise there is a line of the form $bp$ with $b \in B \cap C \setminus A$ and $p \in P \cap Q \setminus A$ containing
y, leading to the contradiction $y \in R^2$). This implies $y^\perp \cap B \cap C = R^0$. Similarly, $y^\perp \cap P \cap Q = R^0$, and $y \in (R^0)^\perp$ follows.

(iii). A singular subspace of $Z$ on $y$ and on a point of $R^0$ of dimension three meets $B \cap C$ and hence $R^0$ in a line, so $\text{rk}(R^0) \geq 2$. Next assume $a \in \text{Rad}(R^0)$. All points $y' \in ay \setminus \{a\}$ satisfy $(y')^\perp \cap B \cap C = (y')^\perp \cap P \cap Q = R^0$. Therefore, if $b \in B \cap C \setminus A$, the (non-empty) space $b^\perp \cap ay$ must coincide with $\{a\}$. This gives $B \cap C \setminus A \subseteq a^\perp$, whence $B \cap C \subseteq a^\perp$. Since the same can be said about $P \cap Q$, we derive that $(B \cap C) \cup (P \cap Q) \subseteq a^\perp$, contrary to the hypotheses. Therefore, $R^0$ is nondegenerate, proving (iii).

(ii). Let $a \in R^0$ and $y' \in ay \setminus \{a,y\}$. We need to show $y' \in R^2$. Pick a point $a' \in R^0$ collinear with a point $c$ in $B \cap C \setminus A$ but not collinear with $a$. Then $y'$ is not collinear with $a'$, so $(y')^\perp \cap ca'$ consists of a single point in $ca' \setminus \{a\} \subseteq B \cap C \setminus A$. In particular, $(y')^\perp \cap B \cap C \neq R^0$. By the first paragraph of this proof with $y'$ instead of $y$, we find $y' \in R^2$. □

The proof of Proposition 8.3.5 helps us understand how $R$ should be constructed.

**Definition 8.3.6** We take $R$ to be the disjoint union of the sets $R^0$, $R^1$, $R^2$, and $R^3$, defined as in Proposition 8.3.5(ii).

1. A line $bp$ joining a point $b \in B \cap C \setminus A$ and a point $p \in P \cap Q \setminus A$ is called **generic**.
2. A line contained in $R^0 \cup R^2$ with a unique point in $R^0$ will be called **special**.
3. A line $ay$ joining a point $a \in R^0$ with a point $y \in R^3$ will be called **extraspecial**.

![Fig. 8.3. A special and a generic line](image)

In Figure 8.3, a special and a generic line are drawn. Clearly, $R \neq Z$ because $B$ is not contained in $R$. In order to establish that $R$ is a point of $\mathcal{V}(Z)$, it remains to derive that $R$ is a subspace of $Z$ and that every line of $Z$
intersects $R$ in some point. The proof of the former will be our first and by far the biggest enterprise.

Let $x, y$ be distinct collinear points in $R$. We have to show $xy \subseteq R$. If $x, y$ are both in $R^0 \cup R^3$, then this is obvious. Let $i, j \in \{0, 1, 2, 3\}$ be such that $x \in R^i, y \in R^j$. We distinguish the cases $(i, j) = (1, 2), (0, 2), (2, 2), (0, 3), (1, 3), (2, 3)$, and $(3, 3)$. In each case we will show that $xy$ is generic, special, or extraspecial. Since, clearly, each such line is contained in $R$, this suffices for establishing $xy \subseteq R$.  

**Lemma 8.3.7** If $(i, j) = (1, 2)$, then $xy$ is a generic line.

**Proof.** Let $y$ be on the generic line $bp$ with $b \in B \cap C \setminus R^0$ and $p \in P \cap Q \setminus R^0$ and assume $y \neq b, p$. Without loss of generality, we may assume $x \in B \cap C$ and $b \neq x$.

![More generic lines](image)

Suppose $x \perp b$. Now $bx$ intersects $P$ in a point, $a$, say, of $P \cap B \cap C = R^0$. Moreover, $x \perp p$, so $bx \perp p$, whence $a \perp p$. As $p \notin A$, we have $a \neq p$. Now $ap$ intersects the line $xy$ in a point of $P \cap Q \setminus R^0$, so $xy$ is a generic line.

Let $x \not\perp b$, so $x \not\perp p$. We investigate $y^+ \cap B \cap C$. We know that $y$ is not in $B$ (for otherwise, $p \in B \cap P \cap Q = R^0$).

Since $y^+$ contains a singular plane and since it has a unique point in its radical by Lemma 7.4.8(iii), $y^+$ is not a rosette. Hence it is amply connected by Theorem 8.1.4. Then $y^+ \cap B$ is a geometric hyperplane of $y^+$ not containing $y$, of rank at least $r - 1$. Moreover $\text{Rad}(y^+ \cap B) = \emptyset$ for if $a \in \text{Rad}(y^+ \cap B)$ then $a^+ \supseteq y^+$, hence $a = y$ and $y \in B$, a contradiction.

By Lemma 8.1.5, $y^+ \cap B \cap C$ is a geometric hyperplane of $y^+ \cap B$ or coincides with it. As $y^+ \cap B$ is nondegenerate of rank at least three, Corollary 8.2.5 yields that $y^+ \cap B \cap C$ is amply connected. In particular, there is a path from $b$ to $x$ inside $(y^+ \cap B \cap C) \setminus A$. Now, repeated application of the argument for the case $x \perp b$ leads to the desired result. This ends the proof of the lemma. $\Box$
Lemma 8.3.8 If Hypothesis 8.3.4 holds and \( y \in \mathbb{R}^2 \), then \( y^\perp \cap B \cap C \) is a geometric hyperplane of \( B \cap C \) that is a polar space of rank at least two.

**Proof.** As \( y \in \mathbb{R}^2 \), there are \( b \in B \cap C \setminus R^0 \) and \( p \in P \cap Q \setminus R^0 \) distinct from \( y \) such that \( bp \) is a line of \( Z \) containing \( y \).

Suppose \( B \cap C \subseteq y^\perp \). Then also \( (R^0, p) \subseteq y^\perp \). But \( R^0 \) is a geometric hyperplane of \( P \cap Q \), and \( P \cap Q \) is amply connected (by Corollary 8.2.5 and Lemma 8.3.3), so \( R^0 \) is a maximal subspace of \( P \cap Q \) (cf. Proposition 8.1.6).

As \( p \notin R^0 \), this implies \( P \cap Q = (R^0, p) \subseteq y^\perp \), so \( (B \cap C) \cup (P \cap Q) \subseteq y^\perp \), contradicting Hypothesis 8.3.4. We conclude that \( y^\perp \cap B \cap C \) is a geometric hyperplane of \( B \cap C \).

Suppose \( w \in \text{Rad}(y^\perp \cap B \cap C) \). Then \( (wy)^\perp \supseteq y^\perp \cap B \cap C \). There is \( y' \in wy \) with \( y'^\perp \supseteq B \cap C \). (For if \( y' = w \) fails, there exists \( q \in B \cap C \setminus w^\perp \), and we can take \( y' \in wy \) such that \( \{y'\} = wy \cap q^\perp \); then \( y'^\perp \supseteq (y^\perp \cap B \cap C, v) = B \cap C \) as \( B \cap C \) is amply connected.) But then \( y'^\perp \supseteq (B \cap C, p) \supseteq B \cap C \cup (R^0, p) = (B \cap C) \cup (P \cap Q) \) since \( P \cap Q \) is amply connected and \( p \in (b, y, w) \subseteq y^\perp \), and so \( y' \) is a point contradicting Hypothesis 8.3.4. Therefore, \( \text{Rad}(y^\perp \cap B \cap C) = \emptyset \).

By the same argument as in the proof of Lemma 8.3.7, the subspace \( y^\perp \cap B \cap C \) contains a line, so it has rank at least two. \( \square \)

By symmetry between \( B \cap C \) and \( P \cap Q \), we have the same conclusions with \( B \cap C \) replaced by \( P \cap Q \).

Lemma 8.3.9 If \( (i, j) = (0, 2) \) and Hypothesis 8.3.4 holds, then the line \( xy \) is special or extraspecial.

**Proof.** Let \( y \) be on the generic line \( bp \) with \( b \in B \cap C \setminus R^0 \) and \( p \in P \cap Q \setminus R^0 \) such that \( y \neq b, p \). Notice that \( b \neq x \).

Suppose that \( x \perp b \). Then \( (b, x, y) \) is a singular plane containing \( p \), so, for every \( z \in xy \), the line \( bz \) intersects \( px \), whence \( xy \setminus \{x\} \subseteq \mathbb{R}^2 \), and \( xy \) is a special line.

Therefore, we (may) assume \( x \not\subseteq b \) and so \( x \not\subseteq p \). By Lemma 8.3.8, the subspace \( y^\perp \cap B \cap C \) contains a line on \( b \), which, by the polar space property for \( B \cap C \), contains a point \( u \in x^\perp \). Thus, \( u \in \{y, x, b\}^\perp \cap B \cap C \). If \( u \notin R^0 \), then \( uy \) is a generic line by Lemma 8.3.7 and, by the previous paragraph, \( xy \) is a special line.

Thus we are led to the case where \( \{y, x, b\}^\perp \cap B \cap C \subseteq R^0 \). Now each line on \( x \) in \( y^\perp \cap B \cap C \) has a second point (its intersection with \( b^\perp \)) in \( R^0 \), so \( (xy)^\perp \cap B \cap C \subseteq y^\perp \cap R^0 \subseteq y^\perp \cap B \cap C \). (Here, the existence of \( b \) forces that the latter inclusion is proper.) By Theorem 8.1.4 and Lemma 8.3.8, \( y^\perp \cap B \cap C \) is amply connected. But \( (xy)^\perp \cap B \cap C \) is a geometric hyperplane in \( y^\perp \cap B \cap C \), so Corollary 8.1.8 forces that it coincides with \( y^\perp \cap R^0 \). We have shown

\[
(xy)^\perp \cap B \cap C = y^\perp \cap R^0. \tag{8.1}
\]
By Lemma 8.3.8, the space $y^\perp \cap B \cap C$ is nondegenerate. We claim that this implies

$$\text{Rad}(y^\perp \cap R^0) = \{x\}. \tag{8.2}$$

For, $x$ belongs to this radical and if $l$ is a line in $\text{Rad}(y^\perp \cap R^0)$, then there is $u \in b^\perp \cap l$. So, by Corollary 8.1.8, $u^\perp \supseteq \langle b, (xy)^\perp \cap B \cap C \rangle = y^\perp \cap B \cap C$, contradicting that $y^\perp \cap B \cap C$ has empty radical.

We next claim that

for each $v \in (xy)^\perp \cap B \cap C \setminus \{x\}$, the line $vy$ is special. \tag{8.3}

Indeed, if $vy$ is not special, then, arguing as above with $v$ in the role of $x$, we find $\{y, v, c\}^\perp \cap B \cap C \subseteq R^0$ for a suitable point $c \in y^\perp \cap B \cap C \setminus R^0$, and derive (8.2) with $v$ replacing $x$, which implies that $v = x$, a contradiction with the choice of $v$.

Now fix $v \in (xy)^\perp \cap B \cap C \setminus \{x\}$ and let $\alpha$ be the plane $\langle x, y, v \rangle$. We will show that all points of $\alpha \setminus xv$, with a possible exception of a single point of $xy$, are in $R^2$. Let $y' \in \alpha \setminus (xy \cup xv)$. Then $y' \in R^2$ (by (8.3) applied to the unique point in $yy' \cap xv$ instead of $v$). For $a \in xv\setminus \{x\}$, it follows from (8.3), (8.1), and (8.2) that $ay' \setminus \{a\} \subseteq R^2$ with a possible exception if $a$ is the unique point in $\text{Rad}(y'^\perp \cap R^0)$. So, all points of $yx \setminus \{x\}$ but at most one are in $R^2$.

Assume that $xy$ is not special. There is a unique point $z \in xy \setminus R^2$ with $z \neq x$. In order to prove that $xy$ is extraspecial, we need to derive $z \in R^3$.

We claim $z \in (R^0)^\perp$. For each $y' \in \alpha \setminus (xy \cup xv)$, we have $zy' \cap xv = \text{Rad}(y'^\perp \cap R^0)$, which implies $y'^\perp \cap R^0 \subseteq (zy' \cap xv)^\perp \cap y'^\perp \cap R^0 \subseteq z^\perp \cap R^0$.

As every point of $R^0$ is collinear with a line of $\alpha$ and hence either with a point $y'$ as described or with $xy$ or $xy$, and as $(xy)^\perp \cap R^0 \subseteq z^\perp \cap R^0$, we have

$$R^0 \setminus (xy)^\perp \subseteq ((xy)^\perp \cap R^0) \cup \bigcup_{y' \in \alpha \setminus (xy \cup xv)} y'^\perp \cap R^0 \subseteq z^\perp \cap R^0.$$  

By Corollary 8.1.7, the claim can only fail to hold if $R^0$ is a rosette. Then $x \in \text{Rad}(R^0)$ because $y^\perp \cap R^0$ is a subspace of $R^0$ with radical $\{x\}$ that contains lines. But now we can argue similarly with pairs $x'$, $y'$ such that $y' \in \alpha \setminus (xy \cup xv)$ and $\{x'\} = xv \cap y'$ replacing $x, y$ to obtain that every $x' \in xv$ also belongs to $\text{Rad}(R^0)$. This means $xv \subseteq \text{Rad}(R^0)$.

By (8.1) and (8.2), the subspace $y^\perp \cap R^0$ contains a point $v' \in (xy)^\perp \cap B \cap C$ not collinear with $v$, so we can argue with $v'$ instead of $v$ to derive $xv' \subseteq \text{Rad}(R^0)$. But then $v$ and $v'$ are non-collinear points of $\text{Rad}(R^0)$, a contradiction. We conclude $R^0 \subseteq z^\perp$. This settles the claim $z \in (R^0)^\perp$.

Let $a \in R^0$ and $w \in az \setminus \{a, z\}$. In order to prove $z \in R^3$, it remains to show $w \in R^2$. If $a \perp x$, then we see from the preceding arguments that $w \in R^2$, as required. If $a \parallel x$, then choose $x' \in vx \cap a^\perp$. On $x'z \setminus \{x', z\}$ there is a point $y' \in R^2$. Replacing $x, y$ by $x', y'$ in the preceding arguments, we find $w \in R^2$, so $z \in R^3$. This ends the proof of the lemma. \qed
Lemma 8.3.10 If \( \{i,j\} = \{2\} \) and Hypothesis 8.3.4 holds, then \( xy \) is generic, special, or extraspecial.

Proof. Let \( y \) be on the generic line \( bp \), and \( x \) on the generic line \( b'p' \), where \( b, b' \in B \cap C \setminus R^0 \) and \( p, p' \in P \cap Q \setminus R^0 \). Observe that, by Lemma 8.3.7, every line on \( x \) or \( y \) meeting \( B \cap C \) in a point outside \( R^0 \) is generic.

![Fig. 8.5. Two generic lines](image)

If \( b = b' \), then \( p \perp p' \) and, for \( z \in xy \), the line \( bz \) intersects \( pp' \), hence \( bz \) is generic unless \( z \in B \cap C \). In particular, \( z \in R^0 \cup R^1 \cup R^2 \), and so \( xy \subseteq R^0 \cup R^1 \cup R^2 \), which implies that \( xy \) is generic or special.

From now on, we (may) assume \( b \neq b' \) and \( p \neq p' \), and \( (xy)^+ \cap B \cap C \subseteq R^0 \).

As \( \text{rk}(Z) \geq 4 \), there is a line in \( y^+ \cap B \cap C \) on \( b \), and so \( (yxb)^+ \cap B \cap C \) is non-empty. Let \( u \in (yxb)^+ \cap B \cap C \). Then \( u \in R^0 \) and Lemma 8.3.9 shows that \( uz \) and \( uy \) are special or extraspecial.

Assume that there exists \( y' \in yu \setminus \{y, u\} \) such that \( b' \perp y' \). If \( (y')^+ \supseteq R^0 \), then \( (y')^+ \) contains \( R^0 \) and \( b' \), whence \( B \cap C \). But \( y' \perp b'x \), so \( (y')^+ \) also contains \( p' \), whence \( P \cap Q \), so \( y' \) contradicts Hypothesis 8.3.4. Therefore, \( y' \in R^2 \). By the above case where \( b = b' \), applied here to \( b', x, \) and \( y' \), the line \( xy' \) is generic or special. If \( xy' \) is generic with points \( b'' \in B \cap C \setminus R^0 \) and \( p'' \in P \cap Q \setminus R^0 \), then \( xy \) meets the lines \( up'' \) and \( ub'' \) of the singular plane \( \langle ub'', p'' \rangle \), so \( xy \) is generic by Lemma 8.3.7. If \( xy' \) is special, \( xy' \) has a point \( a' \in R^0 \setminus u \); then \( xy \) has a point \( a'' \in R^0 \), on the line \( ua' \). Now \( xy = xa'' \) is special or extraspecial by Lemma 8.3.9. As \( b' \not\parallel y \), the only case not dealt with is where \( u \) is the only point of \( uy \) collinear with \( b' \).

But \( b' \) can be taken to vary over all points of \( x^+ \cap B \cap C \setminus R^0 \). Therefore, it remains to consider the case where \( x^+ \cap B \cap C \setminus R^0 \subseteq u^+ \). By Lemma 8.3.8 and Corollary 8.1.8 applied to the geometric hyperplane \( x^+ \cap \setminus R^0 \) of \( x^+ \cap B \cap C \), we find \( x^+ \cap B \cap C \subseteq u^+ \). But now \( B \cap C = \langle x^+, B \cap C, b \rangle \) and \( P \cap Q = \langle R^0, p \rangle \) also belong to \( u^+ \) (as, by Lemma 8.3.3, \( B \cap C \) and \( P \cap Q \) are not rosettes), contradicting Hypothesis 8.3.4. \( \square \)
Lemma 8.3.11 If $z \in R^3$, then $z^+ \cap B \cap C = R^0$. In particular, $(i, j) \neq (1, 3)$.

Proof. This is immediate from the definition of $R^3$. \hfill \Box

Lemma 8.3.12 If $(i, j) = (0, 3)$, then $xy$ is extraspecial.

Proof. This is obvious from the definition of $R^3$. \hfill \Box

Lemma 8.3.13 If $(i, j) = (2, 3)$ and Hypothesis 8.3.4 holds, then $xy$ is extraspecial.

Proof. Let $a \in R^0$, so $ya$ is extraspecial. Suppose $x \perp a$. We have $x \perp ay$. Let $y' \in ay \setminus \{a, y\}$, so $y' \in R^2$. If $x = y'$, then $xy = ay$ is extraspecial and we are done, so we (may) assume $x \neq y'$. In view of Lemma 8.3.10, the line $xy'$ is generic, special, or extraspecial. In the first case, $y^\perp$ contains $R^0$ and $xy'$, whence it contains $R$ (cf. Lemma 8.3.3), a contradiction with Hypothesis 8.3.4. In the second and third case, $xy$ is extraspecial by Lemma 8.3.9.

Assume, therefore, $x \not\perp a$. By definition of $R^3$, there is a line in $R^0$ on $a$; this line contains a point $a' \in R^0$ collinear with $x$. Now $ya'$ is extraspecial and $x \perp a'$, so, by the above paragraph with $a'$ instead of $a$, we find that $xy$ is extraspecial. \hfill \Box

Lemma 8.3.14 If Hypothesis 8.3.4 holds, then $(i, j) \neq (3, 3)$.

Proof. Assume $(i, j) = (3, 3)$ and let $a \in R^0$. Then $a \perp y$, and, by Lemma 8.3.12, $ay$ is extraspecial. Take $x' \in ax \setminus \{x, a\}$. Then $x' \in R^2$ as $x \in R^3$. Also, $y \perp \{x, a\}$, so $y \perp x'$. As $xy$ has more than one point of $R^3$, it does not meet $R^0$. This implies that $y$ is not on the line $xa$; in particular, $y \neq x'$. According to Lemma 8.3.13, the line $x'y$ is extraspecial. Consequently, $x'y$ contains a point $a'$ in $R^0$ distinct from $a$, which lies in the singular plane $\alpha = (x, y, a)$. This plane meets $R^0$ in the line $aa'$, so $xy \cap aa'$ is a point of $R^0$ on the line $xy$, which contradicts that $xy$ does not meet $R^0$. \hfill \Box

So far, we have established that $R$ is a subspace.

Lemma 8.3.15 The subspace $R$ is a geometric hyperplane of $Z$.

Proof. Again, we (may) work under Hypothesis 8.3.4. Assume that $l \cap R = \emptyset$. Let $\alpha$ be a singular plane on $l$. Then $\alpha \cap B \cap C$ and $\alpha \cap P \cap Q$ must be points. If they were distinct, then the line in $\alpha$ joining them would be a generic line meeting $l$, contradicting the assumption on $l$. Thus, $\alpha \cap B \cap C = \alpha \cap P \cap Q = \alpha \cap R^0$ is a single point outside $l$.

For $x \in B \cap C \setminus A$, consider the plane $\beta = \langle x, x^\perp \cap \alpha \rangle$. If $x \not\perp \alpha \cap R^0$, then $\beta \cap \alpha$ is a line disjoint from $R$, so, by the first paragraph, $\{x\} = \beta \cap B \cap C =$
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\( \beta \cap R^0 \), contradicting \( x \notin A \). Hence \( x \in (\alpha \cap R^0)^\perp \), proving \( B \cap C \setminus A \subseteq (\alpha \cap R^0)^\perp \). By Theorem 8.2.4 and Lemma 8.3.3 (the part that \( B \cap C \) is not a rosette), we obtain \( B \cap C \subseteq (\alpha \cap R^0)^\perp \). Similarly, \( P \cap Q \subseteq (\alpha \cap R^0)^\perp \). This, however, contradicts Hypothesis 8.3.4.

We have shown that every line of \( Z \) either has exactly one point in \( R \) or is entirely contained in \( R \). Suppose \( R = Z \). Every line of \( Z \) is either generic, special, or extraspecial. In particular, \( B \cap C \) is a geometric hyperplane of \( Z \), so \( B = C \), contrary to the assumptions.

The conclusion is that \( R \) is a geometric hyperplane of \( Z \), as required. \( \square \)

**Theorem 8.3.16** If \( Z \) is a thick nondegenerate polar space of rank at least four, then its Veldkamp space \( V(Z) \) is a projective space into which it embeds via the map \( x \mapsto x^\perp \).

**Proof.** By Theorem 8.2.9 the map \( x \mapsto x^\perp \) is an embedding of \( Z \) into \( V(Z) \). Given five distinct points \( A, B, C, P, Q \) as in Notation 8.3.1, the construction of Definition 8.3.6 gives a subset of \( Z \), which is a geometric hyperplane by Lemma 8.3.15. This shows that \( R \) is a point of \( V(Z) \) and so Pasch’s Axiom is satisfied. It follows from Theorem 5.2.6 that \( V(Z) \) is a projective space. \( \square \)

**Example 8.3.17** Starting from the generalized quadrangle \( Z \) of absolute points and lines in \( \mathbb{P}(\mathbb{F}^4) \) with respect to a nondegenerate symplectic polarity \( \pi \), another generalized quadrangle, denoted \( Z_p \), can be obtained by deleting all points collinear with some fixed point \( p \) of \( Z \) and adding all projective lines containing \( p \) but not contained in \( Z \). More precisely, denote by \( P \) the point set \( \mathbb{P}(\mathbb{F}^4) \setminus p^\perp \), where \( \perp \) is the collinearity relation in \( Z \), and by \( L \) the union of the set of lines of \( Z \) not containing \( p \) and the set of lines of \( \mathbb{P}(\mathbb{F}^4) \) on \( p \) that do not belong to \( Z \). Then \( Z_p = (P, L) \) is the new generalized quadrangle. Proving this is Exercise 8.3.17.

If \( \mathbb{F} = \mathbb{F}_q \), then the order of the new generalized quadrangle is \( (q-1, q+1) \).

In particular, if \( q - 1 \) is not a prime power (an example occurs for \( q = 7 \)), then \( Z \) cannot be embedded in a thick projective space (cf. Theorem 6.3.1).

8.4 Projective embedding for rank three

In this section, we prove the analogue of Theorem 8.3.16 for the case of rank three. It is stated in Theorem 8.4.25. Since every projective space in which a nondegenerate polar space is embedded has dimension at least three (cf. Exercise 8.6.9), the singular subspaces of the polar space are necessarily Desarguesian. If the singular planes of a polar space are non-Desarguesian and the polar geometry (cf. Theorem 7.5.8) is not thick, then Exercise 8.6.15 shows that we need not have a projective embedding.

Therefore, similarly to Notation 8.3.1, we adopt the following setting.
Notation 8.4.1 Throughout this section, we take $Z$ to be a nondegenerate polar space of rank three all of whose singular planes are Desarguesian and whose corresponding polar geometry is thick. In particular, every line is on at least three planes.

Let $A, B, C, P, Q$ be distinct points of $\mathcal{V}(Z)$ such that \{A, $P, B$\} and \{A, $Q, C$\} are collinear triples spanning distinct lines.

In this extremely long (and alas tedious) section, we show that the Veldkamp space $\mathcal{V}(Z)$ is again a projective space. If the lines of $Z$ have size three, then Corollary 8.2.5 and Theorem 8.2.8 give the required result. Therefore, we (may) assume that all lines of $Z$ have size at least four.

In view of Theorem 5.2.6 we need only show that the Veldkamp lines $PQ$ and $BC$ have a common point $R$ (that is, Pasch’s Axiom 5.2.4). This will be done in a series of lemmas and a proposition leading up to Theorem 8.4.25.

The construction of $R$ and the verification of its properties will be heavily based on the use of singular planes in $Z$, to which we will generally (in this section) refer as planes.

Notation 8.4.2 For planes $\alpha$ of $Z$, we abbreviate $\alpha \cap A, \alpha \cap B \cap C, \alpha \cap A \cap B \cap C$ to $\alpha_A, \alpha_{BC}, \alpha_{ABC}$, respectively.

Lemma 8.4.3 The points $A, B, C, P, Q$ of $\mathcal{V}(Z)$ satisfy the following properties.

(i) $A \cap P \cap Q = A \cap B \cap C = (B \cap C) \cap (P \cap Q)$.

(ii) If $\alpha$ is a singular plane in $Z$, then $\alpha_{ABC} = \alpha_{APQ} = \alpha_{ABCPQ}$.

Proof. Statement (i) is due to Theorem 8.2.4, the fact that $A \cap P$ is contained in $B$, $A \cap Q$ in $C$, etc. Statement (ii) is a direct consequence of (i). \(\square\)

Lemma 8.4.4 None of $A, B, C, P, Q$ is a rosette. In particular, $A \setminus B$ generates $A$, the subset $P \setminus Q$ generates $P$, and so on.

Proof. The first statement immediately follows from Corollary 8.1.7. The second statement repeats Corollary 8.1.7. \(\square\)

For the remainder of this section, we will assume Hypothesis 8.3.4: there is no point $x$ of $Z$ such that $x^\perp$ contains $B \cap C$ and $P \cap Q$. This assumption is allowed, for otherwise we can take $R = x^\perp$.

Now we construct $R$ as a set.

Notation 8.4.5 For any plane $\alpha$ of $Z$, define a sequence of subsets

$$\alpha_1 \subseteq \alpha_2 \subseteq \alpha_3 \subseteq \ldots \subseteq \alpha,$$

as follows.
(1) First, put $\alpha_1 = \alpha_{BC} \cup \alpha_{PQ}$. Observe that $\alpha_{BC}$ and $\alpha_{PQ}$ are non-empty but that $\alpha_1$ may be a singleton.

(2) Next define $\alpha_2$ as the union of $\alpha_1$ and of all lines joining two points in $\alpha_1$. By Lemma 8.4.3, if $x \in \alpha_2 \setminus \alpha_1$, then $x$ is on a line $bp$ with $b \in B \cap C \setminus A$ and $p \in P \cap Q \setminus A$. Observe that $\alpha_2$ is a linear subspace of $\alpha$, hence a point, a line, or $\alpha$ itself.

(3) Finally for $n \geq 2$, define $\alpha_{n+1}$ as the union of $\alpha_n$ and of all lines $xy$ with $x \in \alpha_n$ and $y \in \alpha \cap \beta_n$ for some plane $\beta$ of $Z$ adjacent to $\alpha$ (i.e., such that $\alpha \cap \beta$ is a line).

The set $R$ is the union of all $\alpha_n$ ($n \in \mathbb{N}$) where $\alpha$ runs over all planes of $Z$.

**Definition 8.4.6** For adjacent planes $\alpha$ and $\beta$ we say that $\beta$ contributes to $\alpha_n$ if $(\alpha \cap \beta_{n-1}) \setminus \alpha_{n-1}$ is non-empty.

So far, we cannot claim that each $\alpha_n$ is a linear subspace of $\alpha$ but later on this will turn out to be true for $n \geq 3$. On the other hand, an easy inductive argument shows that a geometric hyperplane of $Z$ containing $B \cap C$ and $P \cap Q$ must indeed contain the set $R$.

Our first goal is to establish that $R$ is a subspace of $Z$.

**Lemma 8.4.7** Let $d \geq 1$. If $\alpha$ and $\beta$ are planes of $Z$ at mutual distance $d$ in the dual polar space and if $x \in \alpha \cap \beta_n$ for some $n \geq 2$, then $d \leq 2$ and $x \in \alpha_{n+d}$.

**Proof.** First of all, $d \leq 2$ because $x \in \alpha \cap \beta_n$. For $d = 1$, let $a$ be a point in $\alpha_1$. Then $a$ is also in $\alpha_n$ and so $x \in xa \subseteq \alpha_{n+1}$. For $d = 2$, there is a plane $\gamma$ adjacent to both $\alpha$ and $\beta$, with $x \in \alpha \cap \beta \cap \gamma$. Thus, $x \in \gamma_{n+1}$ by the preceding argument and, for the same reason, $x \in \alpha_{n+2}$. \qed

**Lemma 8.4.8** The set $R$ is a subspace of $Z$.

**Proof.** Let $x$, $y$ be distinct points in $R$ with $x \perp y$ and let $\alpha$ be a plane containing $xy$. By the construction of $R$, there is a plane $\gamma$ and an integer $n$ such that $x \in \gamma_n$. By Lemma 8.4.7, $x \in \alpha_{n+2}$. Similarly, $y \in \alpha_{m+2}$ for some $m$. We may assume that $m \leq n$ and so $x, y \in \alpha_{n+2}$. Let $\delta$ be a plane on $x$ and $y$, adjacent to $\alpha$. Lemma 8.4.7 shows that $x \in \delta_{n+3}$, whence $xy$ is contained in $\alpha_{n+4}$ by Lemma 8.4.7. This shows $xy \subseteq R$, so $R$ is a subspace of $Z$. \qed

Our second goal is to show that every line intersects $R$ non-emptily. This will be achieved in Proposition 8.4.11. We use the following partition of the planes of $Z$ into four types.

**Lemma 8.4.9** Each plane $\alpha$ of $Z$ has one of the following four types.
type I: $\alpha_2 = \alpha$,

type II: $\alpha_2 = \alpha_1$ is a line,

type III: $\alpha_2$ is a line and $\alpha_1$ consists of the two distinct points $\alpha_{BC}$ in $B \cap C \setminus A$ and $\alpha_{PQ}$ in $P \cap Q \setminus A$,

type IV: $\alpha_2 = \alpha_1$ is a point in $\alpha_{ABC}$.

If $\alpha$ is of type I, then both $\alpha_{BC}$ and $\alpha_{PQ}$ contain a line, while $\alpha_{ABC}$ is non-empty.

If $\alpha$ is of type II, then one of $\alpha_{BC}$, $\alpha_{PQ}$ contains the other set and contains a line, while $\alpha_{ABC}$ is non-empty.

Proof. Straightforward. $\square$

The next lemma not only prepares for our second goal but also for the crucial existence of planes of type III (in Lemma 8.4.13).

Lemma 8.4.10 Let $\alpha$ be a plane of type IV. One of the following holds.

(i) There is a plane $\beta$ of type III which is adjacent to $\alpha$ and which contributes a point to $\alpha_3$ other than $\alpha_{ABC}$.

(ii) There are planes $\beta, \gamma$ with $\beta$ adjacent to both $\alpha$ and $\gamma$, with $\beta$ of type IV, $\gamma$ of type III, and $\beta$ contributing a point to $\alpha_4$ other than $\alpha_{ABC}$.

Proof. There exists a point $x$ in $B \cap C \setminus A$, for otherwise $B \cap C \subseteq A \cap B \cap C \subseteq P \cap Q$, so $P$ is common to the lines $PQ$ and $BC$ in $V(Z)$. Assume first that $x$ is not in $\alpha_{ABC}$ and let $\beta$ be the plane $(x \cap \alpha, x)$. (See Figure 8.6.) Then $\beta_{BC} = x$, for otherwise $\beta_{BC}$ contains a line and so contains a point of $\alpha$ which is necessarily $\alpha_{ABC}$, a contradiction. Similarly there is a unique point in $\beta_{PQ}$ which cannot be in $B \cap C$, for otherwise it would be $x$, which would belong to $A \cap B \cap C$. Therefore, $\beta$ is of type III, $\beta_2$ intersects $\alpha$ in a point and (i) holds.

![Fig. 8.6. Argument of Lemma 8.4.10](image)

If $x$ is in $\alpha_{ABC}^\perp$ for each $x \in B \cap C \setminus A$, then we may also assume, for reasons of symmetry, that $\alpha_{ABC}^\perp$ contains $P \cap Q \setminus A$. By Hypothesis 8.3.4, we
may further assume that there is a point \( y \in B \cap C \) with \( y \not\in \alpha_{ABC} \) (for otherwise, after a symmetry argument, \((B \cap C) \cup (P \cap Q) \subseteq \alpha_{ABC}\)). Then \( y \in A \cap B \cap C \).

Let \( \beta \) be the plane \( \langle y^\perp \cap \alpha, y \rangle \), which is adjacent to \( \alpha \). The plane \( \beta \) is necessarily of type IV. Take \( x \in B \cap C \setminus A \). As lines are thick, the line \( x \alpha_{ABC} \) has a point \( z \neq \alpha_{ABC} \) with \( z \) outside \( y^\perp \). Let \( \gamma \) be the plane \( \langle z^\perp \cap \beta, z \rangle \). Since \( z \in B \cap C \setminus A \), the plane \( \gamma \) must be of type III, \( \beta_2 \) contributes a point to \( \beta_3 \), say \( t \), and \( ty \) lies in \( \beta_3 \), hence \( \beta \) contributes a point to \( \alpha_4 \), and (ii) holds.

**Proposition 8.4.11** Every line of \( Z \) intersects \( R \) in some point.

**Proof.** Let \( l \) be a line and \( \alpha \) a plane containing \( l \) in \( Z \). It suffices to show that \( \alpha \) intersects \( R \) in at least one line. If \( \alpha \) is of one of the types I, II, III, then this is obvious and if \( \alpha \) is of type IV, then it follows from Lemma 8.4.10. \( \square \)

Now that our second goal has been achieved, we come to the third and hardest goal, namely to show that \( R \) is a proper subspace of \( Z \). Once this is established, we know that \( R \) is a geometric hyperplane of \( Z \) by Lemma 8.4.8 and Proposition 8.4.11.

The strategy will be to prove that for every plane \( \alpha \) of type III, \( \alpha_2 = \alpha_n \) for all \( n \geq 2 \), which forces \( \alpha \cap R \) to be a line by Lemma 8.4.9. This will end the proof, provided we can show that there is at least some plane of type III. We shall do this first of all.

**Lemma 8.4.12** There exists a plane \( \alpha \) intersecting \( P \) and \( B \) in a line and \( P \cap Q \) in precisely a point. Each such plane intersects \( Q \) in a line as well.

**Proof.** Let \( p \in P \setminus Q \) which is a non-empty set (for otherwise \( P = Q \) by Corollary 8.1.8). Actually, we can choose \( p \) in such a way that \( p^\perp \neq P \) (for there is at most one point \( p_0 \) of \( P \) such that \( P = p_0^\perp \), in which case a point \( p \in P \setminus (Q \cup \{p_0\}) \) is easily found). Let \( q \in p^\perp \cap Q \) be such that \( pq \) does not contain a point \( p_0 \in P \) with \( p_0^\perp = P \). At least one plane \( \alpha \) containing \( pq \) is such that \( \alpha_P \) is a line and \( \alpha_{PQ} \) is a point. Assume, by way of contradiction, that each such plane is in \( B \) for each choice of \( p \) and \( q \) as above. Then the subspace generated by \( P \setminus Q \) is in \( B \), and so \( P \subseteq B \) by Lemma 8.4.4, a contradiction. Therefore, the first statement holds. The second statement also holds, for otherwise \( \alpha \) would intersect \( Q \) in a plane and so have a line in \( P \cap Q \), contradicting the first statement. \( \square \)

**Lemma 8.4.13** There exists a plane of type III.

**Proof.** By Lemma 8.4.10, it suffices to show that there is either a plane of type III or a plane of type IV. Let \( \alpha \) be a plane as in Lemma 8.4.12. We assume, by way of contradiction, that \( \alpha \) is not of type III and not of
type IV. Since \( \alpha_{PQ} \) is a singleton, \( \alpha \) is of type II, \( \alpha_{ABC} = \alpha_{PQ} \), and \( \alpha_{BC} \) is a line containing the point \( \alpha_{PQ} \). After an interchange of \( B \) and \( C \), if needed, we can find a point \( q \in B \setminus C \) that is not in \( \alpha_{\triangle ABC} \) (for otherwise, \( \alpha_{\triangle ABC} \) would contain \( B \) and \( C \), and this would force \( B = C = \alpha_{\triangle ABC} \), a contradiction). If \( q \in P \), then \( q \) is adjacent to some point \( p \neq \alpha_{ABC} \) on \( \alpha_{BC} \) and the line \( pq \) contains some point \( q' \) distinct from \( q \) and \( p \). Then \( q' \) is outside \( P \) because \( p \) is not in \( \alpha_{\triangle ABC} \). Moreover, \( q' \) is not in \( \alpha_{\triangle ABC} \) and \( q' \not\in B \setminus C \). Therefore, we may assume that \( q \) is not in \( P \). Furthermore, \( q \) is outside \( \alpha \), since \( q \) is not in \( \alpha_{\triangle ABC} \). Then \( \beta = (q \cap \alpha, q) \) is a plane adjacent to \( \alpha \) and \( \alpha \cap \beta \) intersects both \( B \) and \( P \) in a unique point (for otherwise \( \alpha_{ABC} \subseteq \alpha_{B} \cap \alpha_{P} \subseteq \alpha \cap \beta \) and \( q \perp \alpha_{ABC} \)). Therefore, \( \beta \) intersects both \( P \) and \( B \) in exactly one line and \( P \cap Q \) in a point. By Lemma 8.4.12, \( \beta \) intersects \( Q \) in a unique line. As \( \beta_{B} \) is a line and \( q \not\in C \), the subset \( \beta_{BC} \) is a unique point. Since \( \alpha_{ABC} \) is of type III, we have finished. \( \square \)

**Lemma 8.4.14** If \( \alpha \) is a plane of type III, then \( \alpha_{A}, \alpha_{B}, \alpha_{C}, \alpha_{P}, \alpha_{Q} \) are lines and \( \alpha_{ABP}, \alpha_{ACQ}, \alpha_{BC}, \alpha_{PQ} \) are points such that any three of them are non-collinear.

**Proof.** Since \( \alpha_{BC} \) and \( \alpha_{PQ} \) are distinct points, \( \alpha_{B}, \alpha_{C}, \alpha_{P}, \alpha_{Q} \) are lines. If \( \alpha_{A} = \alpha \), then \( \alpha_{AB} \) is a line and \( \alpha_{ABC} \) is non-empty, a contradiction. For the same reason, \( \alpha_{ABP} = \alpha_{AB} \) and \( \alpha_{ACQ} = \alpha_{AC} \) are points. If three of the given points are collinear we may assume, for reasons of symmetry, that either \( \alpha_{ABP}, \alpha_{BC}, \alpha_{ACQ} \) are collinear or that \( \alpha_{PQ}, \alpha_{ABP}, \alpha_{BC} \) are collinear. In the first case, \( \alpha_{BC} \in A \) or \( \alpha_{ABP} = \alpha_{ACQ} \) and in both cases, \( \alpha_{ABC} \) is non-empty; a contradiction. In the second case we find similarly that \( \alpha_{ABC} \) is non-empty. \( \square \)

For showing that \( R \neq Z \), it suffices to prove that \( \alpha \cap R \) is a line for planes \( \alpha \) of type III. (Such planes exist by Lemma 8.4.13.) We proceed to show this condition holds.

Recall that if \( \alpha \) is a plane of type III, we want to show that \( \alpha_{n} = \alpha_{2} \) for all \( n \geq 2 \). Assuming that \( x \in \alpha_{n} \setminus \alpha_{n-1} \), we have a plane \( \alpha_{1} \) adjacent to \( \alpha_{n} \), with \( \alpha_{n-1} \) contributing to \( \alpha_{n} \), a plane \( \alpha_{2} \) adjacent to \( \alpha_{1} \), with \( \alpha_{n-2} \) contributing to \( \alpha_{n-1} \), and so a sequence of planes in which any two consecutive terms are adjacent, ending with a contribution to \( \alpha_{2}^{n-3} \) of \( \alpha_{2}^{n-2} \), where \( \alpha_{n}^{n-2} \) is the last plane in the sequence. Among all possible configurations of such sequences, there is a particularly important one that we describe and study now.

**Definition 8.4.15** Let the adjacency of planes be denoted by \( \sim \). A **Veldkamp sequence** of length \( n + 1 \) is a sequence \( \alpha, \alpha_{1}, \alpha_{2}, \ldots, \alpha_{n} \) of consecutively adjacent planes (so \( \alpha_{i-1} \sim \alpha_{i} \) for \( i \in [n] \), where \( \alpha_{0} = \alpha \)) with \( n \geq 1 \), such that

(i) \( \alpha \) and \( \alpha_{n} \) are of type III;
(ii) \( \alpha^i \) is of type IV for each \( i \in [n-1] \);
(iii) \( \alpha_{ABP}, \alpha_{BC}, \alpha_{PQ}, \) and \( \alpha_{ACQ} \) are not in \( \alpha^i \), and \( \alpha_{ABC}^i \) is not in \( \alpha^{i+1} \) for each \( i \in [n-1] \).

**Notation 8.4.16** Given a Veldkamp sequence \( \alpha, \alpha^1, \ldots, \alpha^n \), we construct a sequence of points as follows. In \( \alpha^n \), there is a unique point \( x^1 \in \alpha^2 \cap \alpha^{n-1} \) which contributes to \( \alpha^3 \). Since \( x^1 \neq \alpha_{ABC}^3 \), the line \( x^1x^2 \) intersects \( \alpha^{n-2} \) in a unique point \( x^2 \in \alpha^{n-1} \cap \alpha^{n-2} \). Recursing in this way, we find a unique sequence of points \( x^1, x^2, \ldots, x^n \) such that

1. \( x^n \in \alpha^1 \cap \alpha \); and \( x^i \in \alpha^{n-i+1} \cap \alpha^{n-i} \) for each \( i \in [n-1] \);
2. \( x^{i+1}, \alpha_{ABC}^i \), and \( x^i \) are collinear in \( \alpha^{n-i} \);
3. \( x^i \in \alpha^{n-i} \cap \alpha^{i+1}_{\alpha^{i+1}} \) for each \( i \in [n-1] \), and \( x^n \in \alpha \cap \alpha^1_{\alpha^{n+1}} \).

The notion of a Veldkamp sequence and the associated sequence of points \( x^i (i \in [n]) \) is illustrated in Figure 8.7.

![Fig. 8.7. A Veldkamp sequence](image)

We now come to the role of Desargues’ Axiom.

**Lemma 8.4.17** Let \( \alpha, \alpha^1, \ldots, \alpha^n \) be a Veldkamp sequence. If \( x^1, \ldots, x^n \) is the underlying sequence of points satisfying (1), (2), (3), then \( x^n \in \alpha_2 \).

**Proof.** We will construct a collineation \( \pi \) from \( \alpha^n \) to \( \alpha \), mapping \( \alpha_{BC}^n, \alpha_{PQ}^n, x^n \), respectively, from which we then conclude \( x^n \in \alpha_2 \). In order to simplify notation, put \( \alpha^0 = \alpha \). We define \( \pi \) as a product \( \pi_0 \circ \phi_1 \circ \ldots \circ \phi_{n-2} \circ \pi_{n-2} \circ \phi_{n-1} \circ \pi_{n-1} \), where \( \pi_i \) is a collineation from \( \alpha^{i+1} \) to \( \alpha^i \) for \( i \in \{0, \ldots, n-1\} \) which fixes \( \alpha^{i+1} \cap \alpha^i \) point-wise and \( \phi_i \) is a perspectivity of \( \alpha^i \) with center \( \alpha_{ABC}^i \) mapping \( \alpha^{i+1} \cap \alpha^i \) on \( \alpha^{i+1} \cap \alpha^{i-1} \) for each \( i = n-1, \ldots, 1 \). The \( \pi_i \) exist in view of Corollary 7.7.7 and the \( \phi_i \) exist by Desargues’ Axiom. Clearly, \( \pi \) maps \( x^1 \) to \( x^n \). Moreover, \( \pi \) maps the points \( \alpha_A^1 \cap \alpha^{n-1}, \alpha_B^1 \cap \alpha^{n-1}, \alpha_C^1 \cap \alpha^{n-1}, \alpha_B^1 \cap \alpha^{n-1}, \alpha_P^1 \cap \alpha^{n-1}, \alpha_Q^1 \cap \alpha^{n-1}, \alpha_{ABC}^1 \cap \alpha^{n-1} \) to \( \alpha_A \cap \alpha^{1}, \alpha_B \cap \alpha^{1}, \alpha_C \cap \alpha^{1}, \alpha_P \cap \alpha^{1}, \alpha_Q \cap \alpha^{1}, \) respectively. By Desargues’ Axiom we can adjust \( \pi_{n-1} \), hence \( \pi \), in such a way that \( \pi \) maps \( \alpha_{BC}^1 \) to \( \alpha_{BC} \). Then \( \pi \) maps \( \alpha_B^1, \alpha_C^1 \) to \( \alpha_B, \alpha_C \), respectively.
The points $α_{ABP}^n, α_{ACQ}^n$ are not both on $α^{n-1}$, for otherwise $α_A^{n-1}$ contains the two points. By Condition (iii) of Definition 8.4.15, this forces $n \geq 2$ and then $α^{n-1}$ is of type IV and $α_A^{n-1}$ contains three non-collinear points namely $α_{ABC}^n, α_{ABP}^n, α_{ACQ}^n$. Thus, $α^{n-1}$ is in $A$ and similarly, $α^{n-2}, \ldots, α^1$ are in $A$, forcing $α_{ABP}$ and $α_{ACQ}$ on $α \cap α^1$, a contradiction again with (iii) of Definition 8.4.15.

Without loss of generality, we (may) assume that $α_{ABP}^n$ is not in $α^{n-1}$. Consequently, $α_{AB}^n$ and $α_P^n$ intersect $α^{n-1}$ in distinct points. Applying $π$, we see that $α_B$ and $α_P$ intersect $α^1$ in distinct points as well. Desargues’ Axiom allows us once more to adjust $π_{n-1}$ in such a way that $π$ maps $α_{ABP}^n$ to $α_B^n$, to $α_{ABP} \in α_B$. Now $π$ maps $α_{A}^n$ to $α_A$ and $α_P^n$ to $α_P$, hence $α_{ACQ}^n$ to $α_{ACQ}$, $α_{PQ}^n$ to $α_{PQ}$, and $α_{2}^n$ to $α_2$; this forces $π(x^1) = x^n ∈ α_2$. □

**Lemma 8.4.18** If $α$ is a plane of type III, then $α_3 = α_2$.

*Proof.* Assume, by way of contradiction, that there is a plane $β$ with $α ∼ β$ and that there is a point $p$ in $β \cap α$ which is not on $α_2$. Then $β_2 \neq β_1$, so $β$ is not of type II or IV. If $β$ is of type I, then $β_{BC}$ and $β_{PQ}$ contain lines. If these two sets intersect $α$ in distinct points, then the latter two points are $α_{BC}, α_{PQ}$ and $α_2 = α \cap β$, a contradiction. If the two sets intersect $α$ in a unique point, this is in $α_{ABC}$ another contradiction. Therefore, $β$ is of type III. If $α_{ABP}$ and $α_{ACQ}$ are not on $α \cap β$, then $α, β$ is a Veldkamp sequence and by Lemma 8.4.17, $β_2 \cap α = α_3 \cap β$. Hence we may assume, without loss of generality, that $α_{ABP} ∈ α \cap β$.

Observe that $α_2 \cap β \neq α_{ABP} \neq β_2 \cap α$, for otherwise $B$ would contain $α_{PQ}$, contradicting that $α$ is of type III. By the assumption on line length, $β$ has order at least three (cf. Definition 2.2.16), so there is a line $l$ on $p$ in $β$ that contains no point among $β_{BC}, β_{PQ}, β_{ABP}, β_{ACQ}$. There exists a plane $γ$ intersecting $β$ along $l$. It is of type III or IV. We deal with these two cases separately.

Suppose that $γ$ is of type III. Then $β, γ$ is a Veldkamp sequence and so, by Lemma 8.4.17, $γ_2$ contains $p$. Let $δ$ be the plane $(γ_{BC}, γ_{BC} \cap α)$. It is of type I or III. If $δ$ were of type I, then $δ \cap α$ would be $α_2$ and so $p ∈ α_2$, a contradiction. We conclude that $δ$ is of type III. See Figure 8.8 for an illustration of the configuration of planes.

If $α, δ$ were a Veldkamp sequence, then $p ∈ α_2$, so we must have $α_{ACQ} \in α \cap δ$. The current configuration forces the order of $α$ to be at least four. Indeed, if the order were three, then on the line $k := α \cap δ$ two of the five points $α_2 \cap k, B \cap k, P \cap k, α_{ACQ}, p$ would coincide, which would contradict one of the assumptions $p ∈ α_2$ or $α$ of type III. This implies of course that the order of $γ$ is also at least four, so there is a line $m$ on $p$ in $γ$ distinct from $l$ and $γ_2$ that misses $γ_{ABP}$ and $γ_{ACQ}$ (and hence also misses $γ_{BC}$ and $γ_{PQ}$.

Set $ε := (m, m^1 \cap α)$. Then $α \cap ε$ contains neither $α_{ACQ}$ nor $α_{ABP}$, and $ε$ is of type III or IV. In the latter case, $α, ε, γ$ is a Veldkamp sequence, and
so \( p \in \alpha_2 \). Therefore, \( \varepsilon \) is of type III. Now \( \gamma, \varepsilon \) is a Veldkamp sequence, so \( p \in \alpha_2 \). If also \( \alpha, \varepsilon \) is a Veldkamp sequence, then \( p \in \alpha_2 \), and we are done. So, assume it is not. As \( \alpha \cap \varepsilon \) contains neither \( \alpha \cap \beta = \alpha_{ABP} \) nor \( \alpha \cap \delta = \alpha_{ACQ} \), we must have one of \( \alpha_{BC} \in \varepsilon \) or \( \alpha_{PQ} \in \varepsilon \). Without harming generality, we (may) assume \( \alpha_{PQ} \in \varepsilon \). But then \( \alpha_{PQ} = \varepsilon_{PQ} \) and \( \varepsilon_{BC} \varepsilon_{PQ} = \varepsilon_{PQ} = \varepsilon_{PQ} = \varepsilon_{PQ} \) forces \( \varepsilon_{BC} \in \alpha \cap \varepsilon \), so \( p \in \alpha_{BC} \alpha_{PQ} = \alpha_2 \), a contradiction again.

We are left with the case where \( \gamma \) is of type IV. In \( \gamma \) there are at least two lines \( n \) and \( n' \) on \( p \) missing \( \gamma_{ABC} \) and distinct from \( l \). Consider the planes \( \varepsilon = \langle n, n' \cap \alpha \rangle \) and \( \varepsilon' = \langle n', n' \cap \alpha \rangle \). These are of type III or IV, again. If \( \varepsilon \) is of type IV, then \( \beta, \gamma, \varepsilon, \alpha \) is a Veldkamp sequence, so, by Lemma 8.4.17, we have \( p \in \alpha_2 \), and similarly for \( \varepsilon' \). This shows that both \( \varepsilon \) and \( \varepsilon' \) are of type III. Moreover, \( \beta, \gamma, \varepsilon \) and \( \beta, \gamma, \varepsilon' \) are Veldkamp sequences, showing that \( p \in \varepsilon_2 \cap \varepsilon'_2 \). But \( \alpha_{ACQ} \) lies in at most one of \( \varepsilon, \varepsilon' \), say \( \alpha_{ACQ} \in \varepsilon' \). The cases where \( \alpha_{BC} \in \varepsilon \) and where \( \alpha_{PQ} \in \varepsilon \) can be excluded as above. Thus, without loss of generality, we (may) assume that \( \alpha, \varepsilon \) is a Veldkamp sequence, which gives \( p \in \alpha_2 \), the final contradiction. This ends the proof of the lemma. \( \square \)

**Lemma 8.4.19** Suppose that \( \alpha, \beta \) are adjacent planes with \( \beta \) contributing a point to \( \alpha_3 \). One of the following holds.

(i) The type of \( \alpha \) is IV, the type of \( \beta \) is III, and \( \alpha_{ABC}, \beta_{BC}, \beta_{PQ} \) are distinct points lying off \( \alpha \cap \beta \).

(ii) The type of \( \alpha \) is IV, the type of \( \beta \) is I, and \( \alpha \cap \beta_{PQ} = \alpha \cap \beta_{BC} = \beta_{ABC} \).

(iii) The type of \( \alpha \) is II, the type of \( \beta \) is I, and \( \alpha \cap \beta_{PQ} = \alpha \cap \beta_{BC} = \beta_{ABC} \).

**Proof.** Straightforward by use of Lemma 8.4.18 to eliminate the case where \( \alpha \) is of type III. \( \square \)
Lemma 8.4.20 Suppose that $\alpha, \beta$ are planes of type III with $\alpha_2 \cap \beta = \alpha \cap \beta = \{x\}$ for some point $x$. Then $\alpha \cap \beta_2 = \alpha \cap \beta = \{x\}$.

Proof. We may assume $x \notin (B \cap C) \cup (P \cap Q)$ (for otherwise the statement holds). We may assume that one of $\beta_{BC}$, $\beta_{PQ}$, say the former, is not in $\alpha_2$ (for otherwise, $x \in (\beta_{BC}, \beta_{PQ}) = \beta_2$ and we are done). The plane $\gamma = (\beta_{BC}, \alpha \cap \beta_{BC})$ is necessarily of type III. By Lemma 8.4.18, we have $x \in \gamma_2$ (since $x \in \alpha_2$ forces $x \in \gamma_3$). Therefore, $\gamma_2 = \gamma \cap \beta$ and $\gamma_2 = \beta_2$. Thus, $x \in \beta_2 \cap \alpha$. \hfill \Box

Lemma 8.4.21 Suppose $\rk(B \cap C) \geq 2$. For every point $a \in A \cap B \cap C$, the set $((P \cap Q) \cup (B \cap C)) \setminus (A \cup a^\perp)$ is non-empty.

Proof. Suppose the contrary. Then $P \cap Q \setminus A$ and $B \cap C \setminus A$ are subsets of $a^\perp$. Hypothesis 8.3.4 shows that we may assume $A \cap B \cap C \not\subseteq a^\perp$. Corollary 8.1.7, applied to the polar space $B \cap C$ and its geometric hyperplane $A \cap B \cap C$, shows that $B \cap C$ is a rosette. Denote its radical by $U$. Clearly, $a \not\in U$ (for otherwise $A \cap B \cap C \subseteq a^\perp$), and $U \subseteq A \cap B \cap C$ (for otherwise, there are $u \in U \setminus A$ and $a' \in A \cap B \cap C \setminus a^\perp$ so that each point $u' \in ua'$ distinct from $u$ is not in $a^\perp$). Now $B \cap C = (B \cap C \cap a^\perp) \cup (A \cap B \cap C) = \langle U, a \rangle \cup (A \cap B \cap C) = A \cap B \cap C$, a contradiction. \hfill \Box

Lemma 8.4.22 For each plane $\alpha$ of type III we have $\alpha_4 = \alpha_2$.

Proof. By Lemma 8.4.18 we have $\alpha_3 = \alpha_2$. Let $x \in \alpha_4 \setminus \alpha_3$, so there are planes $\beta, \gamma$ with $\alpha \sim \beta \sim \gamma$ such that $\beta_2$ contributes the point $x$ to $\alpha_4$ and $\gamma_2$ contributes to $\beta_3$. Lemma 8.4.19 describes the various possibilities for $\beta, \gamma$, which we now treat separately in order to derive a contradiction.

(i) The type of $\beta$ is IV and the type of $\gamma$ is III. Then $\beta \cap \gamma_{PQ} = \beta \cap \gamma_{BC} = \emptyset$, $x \in (\beta_{ABC}, y)$, where $y \in \gamma_2 \cap \beta$. Let $x'$ be the unique point of $\alpha_2 \cap \beta$. We have to show $x = x'$. Suppose $x \neq x'$. We are done if $\alpha, \beta, \gamma$ is a Veldkamp sequence, so suppose it is not. Without loss of generality, $\alpha_{ABP} \in \alpha \cap \beta$. In order to finish this case, we need two steps.

**Step 1.** Each plane $\delta$ on $xy$ is of type IV.

Suppose that $\delta$ is of type I. The plane $\varepsilon = \langle \alpha_{BC}, \alpha_{BC} \cap \delta \rangle$ does not pass through $xy$, so it has at least two distinct points in $\varepsilon \cap \delta$ from $(B \cap C) \cup (P \cap Q)$, and its type is I. But then $\varepsilon \cap \alpha = \alpha_2$, whence $x' \in \varepsilon \cap \alpha \cap \beta = \{x\}$, a contradiction.

Suppose, therefore, that $\delta$ is of type II. Without loss of generality, we may assume that $\delta \cap B \cap C$ is a line. Set $\gamma' = (\gamma_{BC} \cap \delta, \gamma_{BC})$. This is a plane of type I in which $\gamma_1'$ is the union of two lines meeting in $z$, where $\{z\} = \delta_{BC} \cap \gamma_{BC}$.

Consider $\pi = (x', x' \cap \gamma')$. This is a plane in which $\pi \cap \gamma'$ is a line on $y$ distinct from $\delta \cap \gamma'$ (for otherwise $x' \perp z$, so we find a 3-dimensional singular subspace in $Z$, a contradiction). As $(x' y)_{BC} = (x' y)_{PQ} = \emptyset$ and $\pi_{BC}, \pi_{PQ}$
contain distinct points of $\gamma'_1$, the plane $\pi$ is of type III. Now $\alpha_2 \cap \pi$ contains $x'$, so Lemmas 8.4.18 and 8.4.20 give $x' \in \pi_2$, whence $\pi_2 = x'y$, contradicting $(x'y)_{BC} = \emptyset$.

**Step 2.** For each plane $\delta$ on $xy$, at least one of $\delta_{AB}$, $\delta_{AC}$ is a line. If $\delta'$ is another such plane, and $\delta'_{AB}$ is a line, then $\delta_{AB}$ is a point.

(Observe that the choice $\delta = \beta$ is allowed here.) Set $\rho = (\gamma_2, \gamma_2^\perp \cap \delta)$ and $\sigma = (\alpha_{BC}, \alpha_{BC}^\perp \cap \delta)$. Because both planes have a point in $BC \setminus PQ$ and a line in $\delta$ disjoint from $(B \cap C) \cup (P \cap Q)$, they are of type III. If $\delta_{AB}$ and $\delta_{AC}$ are points, then $\delta_{AB} = \delta_{AC} = \delta_{ABC} \notin \rho \cup \sigma$, so $\rho, \delta, \sigma$ is a Veldkamp sequence, showing that $x \in \alpha_2$, a contradiction. Thus, indeed at least one of $\delta_{AB}$, $\delta_{AC}$ is a line.

Suppose now that $\delta'$ is another plane on $xy$. Set $\sigma' = (\alpha_{BC}, \alpha_{BC}^\perp \cap \delta')$, and $\{z'\} = \sigma'_2 \cap \delta'$, and $\pi = (z'(z')^\perp \cap \rho)$. Now $\pi \cap \rho$ is a line on $y$ distinct from $\delta \cap \rho$, for otherwise $z' \perp \delta$ or $\delta \cap \rho = xy$ which lead to contradictions. Also, $\pi \cap \rho \neq \gamma_2$, for otherwise $\pi$ would have type III and by Lemmas 8.4.18 and 8.4.20, $\pi_2 = \gamma_2$ contains $z'$, another contradiction. As $z'y$ has no points in $(B \cap C) \cup (P \cap Q)$, the plane $\pi$ is of type III or IV. If its type is III, then Lemmas 8.4.18 and 8.4.20 give $z' \in \pi_2$, which is a contradiction as before. Hence $\pi$ is of type IV, and $\pi_{ABC} \notin z'y$. If $\delta'_{AB}$ is a line, then $z'y$ contains a point of it, and so $\pi_{AB}$ contains a line meeting $\rho$. As $\rho$ is of type III, it has a unique point in $A \cap B$ by Lemma 8.4.14, so $\pi_{AB} \cap \rho = \rho_{AB}$. Suppose now that $\delta_{AB}$ is a line. It meets $\rho$ in a point which must be $\rho_{AB}$, a point of $\pi \cap \rho = \{y\}$, forcing $\gamma_{BC}, \gamma_{PQ}, \gamma_{AB} = \{y\}$ to be collinear, in conflict with Lemma 8.4.14. This ends the proof of Step 2.

Now take three planes on $xy$. Each is of type IV and a line in $A \cap B$ or in $A \cap C$, so at least two of them have a line from one of the sets $A \cap B$ or $A \cap C$, contradicting Step 2. Hence $x = x'$, so Case (i) is impossible.

(ii) The type of $\beta$ is IV and the type of $\gamma$ is I. We may assume $x \in \alpha \cap \beta \cap \gamma$. Set $\delta = (\alpha_{BC}, \alpha_{BC}^\perp \cap \gamma)$, so $x \in \alpha \cap \delta$. Then $\delta$ is of type I and $\alpha_{BC}, \alpha_{PQ} \in \alpha \cap \delta$, so $x \in \alpha_2$.

(iii) The type of $\beta$ is II and the type of $\gamma$ is I. Without loss of generality we may take $\alpha_{BC} \notin \gamma$. Now $x \in \alpha \cap \beta \cap \gamma$ and $\delta = (\alpha_{BC}, \alpha_{BC}^\perp \cap \gamma)$ is a plane with a line in $B \cap C$ and a point in $P \cap Q$ not on that line, so it must be of type I. As $x \in \delta_2$, we find $x \in \alpha_3 = \alpha_2$, the final contradiction. □

We continue with planes of type II.

**Lemma 8.4.23** For each plane $\alpha$ of type II we have $\alpha_4 = \alpha_3$.

**Proof.** Let $x$, $\beta$, $\gamma$ be as in the first paragraph of the proof of Lemma 8.4.22. Again we distinguish the three possibilities for $\beta$, $\gamma$ described in Lemma 8.4.19 and derive a contradiction. In Cases (i) and (ii), $\beta$ is of type IV and $\beta_{ABC} = \alpha \cap \beta \cap \gamma$, which implies $\{x\} = \beta_{ABC}$, a contradiction. So case (iii) remains.
(iii) $\beta$ is of type II and $\gamma$ type I. Set \{a\} = $\alpha \cap \beta \cap \gamma$. Then \(a \in A \cap B \cap C\) (for otherwise $\delta = (p \perp \cap \alpha, p)$ for $p \in \gamma_{BC}\backslash \beta$ is a plane of type I or III with $a \in \delta_2$ and $x \in \alpha \cap \delta_2\backslash\{a_2\}$). By Lemma 8.4.21, there exists $t \in ((B \cap C) \cup (P \cap Q)) \backslash (A \cup a^+)$. Without loss of generality, we (may) assume $t \in B \cap C$. Observe that \{a\} = $\gamma_{BC} \cap \gamma_{PQ}$. Let $\alpha'$, $\beta'$, $\gamma'$ denote the plane on $t$ adjacent to $\alpha, \beta, \gamma$, respectively. Without loss of generality we may take $x \in \beta' \cap \alpha'$. Now $a \notin \gamma'$, so $\gamma' \cap \gamma$ contains a unique point from $B \cap C$ and a unique one from $P \cap Q$ (and they are distinct); see Figure 8.9. Thus, $\gamma'$ is of type I, and $\gamma' \cap \beta'$ contains a point, $t'$ say, of $P \cap Q$. (Notice that $t \neq t'$ as $t \notin A \cap B \cap C$.) Now $\beta'$, containing three non-collinear points (viz., $t, t'$ and $\beta' \cap \beta_2$) of $(B \cap C) \cup (P \cap Q)$, must be of type I. In particular $\beta'_{ABC}$ is the point $\beta_1 \cap \beta'$, which does not lie in $\alpha'$. Then $\beta'_{1}$ meets $\alpha'$ in distinct points which also belong to $\alpha'_1$, so $x \in \alpha'_2$, whence $x \in \alpha_3$, a contradiction. \[\square\]

Fig. 8.9. The planes $\alpha, \beta, \gamma, \alpha', \beta', \gamma'$, in the proof of Lemma 8.4.23

**Lemma 8.4.24** For each plane $\alpha$ of type IV, we have $\alpha_4 = \alpha_3$.

**Proof.** Again, $x, \beta, \gamma$ are chosen as in the first paragraph of the proof of Lemma 8.4.22. In particular, $x \in \alpha_4 \backslash \alpha_3$ and we derive a contradiction in each of the three cases for the types of $\beta, \gamma$ described in Lemma 8.4.19.

(i) $\beta$ is of type IV, and $\gamma$ is of type III. At least one of the two points $\gamma_{BC}, \gamma_{PQ}$, say $\gamma_{BC}$, is non-collinear with $\alpha_{ABC}$. Set $\delta = (\gamma_{BC}, \gamma_{BC} \cap \alpha)$. Then $\delta$ has a line (namely $\alpha \cap \delta$) disjoint from $(B \cap C) \cup (P \cap Q)$ and a point in $(B \cap C) \backslash A$, so is of type III. Set $\{y\} = \beta \cap \gamma_2 \backslash \beta_1, \{y'\} = \alpha \cap \delta_2 \backslash \alpha_1$, and $\{x'\} = y' \alpha_{ABC} \cap \beta$. Since $x' \in \alpha_3$ (for $y' \in \alpha \cap \delta_2 \backslash \{a_2\}$, we have $x \neq x'$. Symmetry allows us to interchange the roles of $x, y, \alpha, \beta, \gamma$ with $x', y', \beta, \alpha, \delta$. We will use this observation at the end of six steps.
Step 1. Every plane on \( xy \) is of type IV. Clearly, type III does not occur as \( xy \) contains the point \( \beta_{ABC} \). Let \( \varepsilon \) be a plane on \( xy \) and let \( \zeta \) be the plane on \( y' \) adjacent to \( \varepsilon \). The type of \( \beta \) is IV, so we (may) assume \( \varepsilon \neq \beta \). The type of \( \varepsilon \) cannot be I as both \( \varepsilon_{BC} \) and \( \varepsilon_{PQ} \) meet \( xy \) only in \( \beta_{ABC} \). Suppose that \( \varepsilon \) is of type II. Consider the plane \( \eta = (\gamma_2, \gamma_2 \cap \varepsilon) \). Since \( \eta \cap \varepsilon \) contains a point of \( \varepsilon_1 \), the type of \( \eta \) must be I, and \( \eta_{ABC} = \varepsilon_1 \cap \eta \). Hence the plane \( \pi = (x', (x')^2 \cap \eta) \), meeting \( \eta \) in a line on \( y \) distinct from \( \varepsilon \cap \eta \), has two points from \( (B \cap C) \cup (P \cap Q) \) in \( \eta \). As \( \pi \cap \beta = x'y \) has no points of \( (B \cap C) \cup (P \cap Q) \), the type of \( \pi \) is III and \( \pi_1 \subseteq \eta \). Take \( z \in \pi_{BC} \cap \pi_{PQ} \) such that \( \rho = (z, z^2 \cap \alpha) \) does not pass through \( \alpha_{ABC} \) (observe that this can be done as \( \pi_1 \) is disjoint from \( \alpha \)). As for \( \pi \), we obtain that \( \rho \) is of type III. Now \( n_2 = n_2 \) (cf. Lemma 8.4.22) and \( x' \in \rho \cap \alpha_3 \), so \( x' \in \rho_2 \). Therefore, \( \rho_2 = x'z \subseteq \pi \), which forces \( \pi_1 = \pi_1 \), contradicting \( \pi_1 \subseteq \eta \). The conclusion is that \( \varepsilon \) is of type IV.

Step 2. Every plane on \( xy \) has a line in \( A \cap B \) or in \( A \cap C \).

Suppose, to the contrary, that \( \varepsilon \) is a plane on \( xy \) with \( \varepsilon_{AB} = \varepsilon_{AC} = \varepsilon_{ABC} \). First we deal with the case where \( \varepsilon \neq \beta \). Consider the planes \( \gamma' = (\gamma_2 \cap \varepsilon, \gamma_2), \alpha' = (\alpha_{ABC} \cap \varepsilon, \alpha_{ABC}) \) and \( \delta' = (\delta_{PQ} \cap \alpha', \delta_{PQ}) \). Then \( \gamma' \) is of type III, \( \alpha' \) of type IV, and \( \delta' \) of type III. Also \( \alpha'_{AB}, \alpha'_{AC} \) are points as \( \alpha' \) is adjacent to \( \varepsilon \). Thus, \( \gamma', \varepsilon, \alpha', \delta' \) is a Veldkamp sequence, forcing \( \delta_2 = \delta \cap \delta' = \delta_2 \) (cf. Lemma 8.4.17), a contradiction with \( y' \in \delta \setminus \delta' \). Therefore, \( \varepsilon \) must have a line in \( A \cap B \) or in \( A \cap C \).

Now suppose \( \varepsilon = \beta \). Choose \( \varepsilon' \) as \( \varepsilon \) above and repeat the above construction for \( \varepsilon' \) instead of \( \varepsilon \), but now with \( \alpha' = (y', (y')^2 \cap \varepsilon') \). The plane \( \gamma' \) is of type III while \( \varepsilon \) is of type IV. Clearly, the type of \( \alpha' \) is III or IV. If it is III, then \( x \in \alpha'_2 \), so \( x \in \alpha_3 \), a contradiction. If \( \alpha' \) is of type IV, then the setting for \( \alpha', \varepsilon', \gamma', \alpha, \beta, \gamma \) is as for \( \alpha, \beta, \gamma, \alpha', \varepsilon' \) in the previous paragraph, so the conclusion obtained for \( \varepsilon' \) is also valid for \( \beta \).

In particular, \( \beta \) has a line in \( (A \cap B) \cup (A \cap C) \). Without loss of generality, we (may) assume that \( \beta_{AC} \) is a line. Clearly then \( \alpha_{AC} \) is a line as well.

Step 3. Every plane on \( xy \) has a line in \( A \cap C \).

Suppose that \( \varepsilon \) is a plane on \( xy \) with \( \varepsilon_{AC} = \varepsilon_{ABC} \). The previous step yields that \( \varepsilon_{AB} \) is a line. The plane \( \zeta = (y^2 \cap \varepsilon, y') \) meets \( \varepsilon \) outside \( \varepsilon_{ABC} = \beta_{ABC} \), so is of type III or IV. Suppose that \( \zeta \) is of type IV. Now \( \zeta \) also meets \( \alpha \) outside \( \alpha_{ABC} \). Thus, \( \zeta \cap \alpha \) contains a point of \( A \cap C \) and so \( \zeta \) contains a line of \( A \cap C \), whence \( \zeta \cap \varepsilon \) contains a point of \( A \cap C \), contrary to the assumption \( \varepsilon_{AC} = \varepsilon_{ABC} \). Hence \( \zeta \) is of type III. By Lemma 8.4.20 and the fact that \( y' \) belongs to \( \delta_{2} \cap \zeta \), we obtain \( y' \in \zeta_2 \). As \( x \in \beta_{2} \), Lemma 8.4.22 forces \( x \in \zeta_2 \), whence \( xy' = \zeta_2 \), contradicting \( xy' \cap ((B \cap C) \cup (P \cap Q)) = \emptyset \). This establishes Step 3.

We observe that \( x \notin A \cap C \), for otherwise \( x \beta_{ABC} \subseteq A \cap C \), so \( y \notin A \cap C \), contradicting that \( \gamma_{AC}, \gamma_{BC}, \gamma_{PQ} \) are non-collinear.
Step 4. Every plane on $x$ adjacent to $\alpha$ is of type IV and contains a line in $A \cap C$.

Let $\varepsilon$ be a plane on $x$ adjacent to $\alpha$. If $\varepsilon \cap \alpha = \beta \cap \alpha$, then $\varepsilon$ must be of type IV (otherwise the type is III and, by Lemma 8.4.22, $x$ and $x'$ are in $\varepsilon_2$, hence coincide), and $\varepsilon \cap \alpha$ has a point in $A \cap C \setminus B$, so we are done. Suppose therefore $x' \notin \varepsilon$. Since $(y^+ \cap \varepsilon, y)$ is a plane of type IV with a line in $A \cap C$ (see the previous step), meeting $\varepsilon$ in a line having points $z$ of $A \cap C \setminus B$ but no point of $(B \cap C) \cup (P \cap Q)$, the type of $\varepsilon$ is III or IV, and in the latter case we are done. But $\varepsilon$ cannot be of type III since $z$ and $\varepsilon \cap \alpha_AC$ are distinct points in $\varepsilon_{AC}$. This ends Step 4.

Step 5. Every plane on $x$ is of type IV and contains a line of $A \cap C$.

Let $\varepsilon$ be a plane on $x$ nonadjacent to $\alpha$ and not containing $xy$. Consideration of $\zeta = (y, y^+ \cap \varepsilon)$ shows that $\varepsilon$ is of type III or IV, and that there is a point $z \in (\zeta_{AC} \cap \varepsilon) \setminus B$. Take two lines $l_1, l_2$ in $\alpha$ on $x$ such that $l_i \cap \varepsilon$ does not pass through $z$. By the previous step, $\zeta_i = (l_i, l_i^+ \cap \varepsilon)$ is of type IV and contains a line of $A \cap C$. For at least one $i \in \{1, 2\}$ say $i = 1$ we have $\varepsilon_{ABC} \subseteq \zeta_i$. Now $\zeta_1 \cap \varepsilon_{AC}$ and $z$ are distinct points in $\varepsilon_{AC}$, so $\varepsilon$ is of type IV and $\varepsilon_{AC}$ is a line. Hence Step 5.

Step 6. The plane $\beta$ is contained in $A$.

Suppose not. Then $\beta_{AC} = \beta_A = \beta_C$ and $x \notin \beta_A$. If $z \in x^+ \cap A$ then $\varepsilon = (z, x^+ \cap z)$ is a plane on $x$ for which $\varepsilon \cap \beta_A$ is a point, so the line $\varepsilon_{AC}$ given by Step 5 is equal to $\varepsilon_A$, whence $z \in \varepsilon_A \subseteq x^+ \cap C$. Thus $x^+ \cap A \subseteq x^+ \cap C$ and $x^+, A, C$ are collinear in $V(Z)$. Similarly, arguing with $x', y'$ instead of $x, y$, we see that $x'^+, A, C$ are collinear in $V(Z)$. As $x \neq x'$, this implies that $A = a^+, C = c^+$ for certain $a, c \in xx'$. But then $\beta \subseteq a^+ = A$, a contradiction. Hence Step 6.

Since $\beta \subseteq A$, the set $\beta_{AB}$ must be a line, too. Hence, by Step 5 applied to $A \cap B$ instead of $A \cap C$, every plane $\rho$ on $x$ is spanned by the two distinct lines $\rho_{AB}$ and $\rho_{AC}$, so lies in $A$, showing $x^+ \subseteq A$ and so $A = x^+$. Arguing with $x', y'$ instead of $x, y$, we get $x^+ = x'^+$, whence $x = x'$, the final contradiction for (i).

(ii) $\beta$ is of type IV, $\gamma$ is of type I. Then $x \in \beta \cap \gamma \cap \alpha$. Taking $\delta = (\alpha_{ABC}, \alpha_{ABC} \cap \gamma)$, we obtain a plane adjacent to $\alpha$, of type I, with $x \in \delta_2$ whence $x \in \alpha \cap \delta_2 \subseteq \alpha_3$.

(iii) $\beta$ is of type IV, $\gamma$ is of type I. If $\alpha_{ABC} = \alpha \cap \beta \cap \gamma$ and $x \in \alpha \cap \beta \cap \alpha_{ABC}$, we can finish verbatim as in Case (iii) of the proof of Lemma 8.4.22. If $\alpha_{ABC} \neq \gamma_{ABC}$ we can finish as in (ii). This settles the lemma.

Finally, we have enough material for the proof of the following theorem.

**Theorem 8.4.25** Suppose that $Z$ is a thick nondegenerate polar space of rank three all of whose singular planes are Desarguesian and in which every line is on at least three planes. Then $Z$ embeds in the projective space $V(Z)$.
8.5 Automorphisms of polar spaces

Proof. By Theorem 8.2.9, $Z$ embeds into the Veldkamp space $V(Z)$, so it remains to show that $V(Z)$ is a projective space. As noticed before, Theorem 5.2.6 can be applied to show that $V(Z)$ is a projective space. This requires that Pasch’s Axiom be established. This turned out to be easy by Theorem 8.2.8 if all lines have exactly three points, so we could focus on the case where all lines have at least four points. We constructed the subspace $R$ of $Z$ (see Lemma 8.4.8) from the configuration depicted in Figure 8.2. As Proposition 8.4.11 shows that every line meets $R$, it remains to show that $R$ is a proper subspace. To this end we fix a singular plane $\alpha$ of type III (cf. Lemma 8.4.13) and show that $\alpha \cap R = \alpha_2$ is a line. This statement follows from the following three claims concerning a singular plane $\beta$ of $Z$.

1. If $\beta$ is of type I, then $\beta_n = \beta_1$ for all $n \geq 1$.
2. If $\beta$ is of type III, then $\beta_n = \beta_2$ for all $n \geq 2$.
3. If $\beta$ is of type II or IV, then $\beta_n = \beta_3$ for all $n \geq 3$.

The claims are obvious for $n = 1$ and $n = 2$, and follows from Lemma 8.4.18 if $n = 3$. So, suppose $n > 3$ and proceed by induction on $n$. Let $y \in \beta_n \setminus \beta_{n-1}$. Then $\beta$ does not have type I and $y \in \beta \cap \gamma_{n-1}$ for some $\gamma \sim \beta$. By induction $\gamma_{n-1} = \gamma_j$, where $j = 1, 2, 3$ if the type of $\gamma$ is equal to I, III, respectively II or IV, so $y \in \beta_j$. If $\beta$ is of type II or IV, then we find $y \in \beta_4$ and so $y \in \beta_3$ by Lemmas 8.4.23 and 8.4.24. If $\beta$ is of type III, then $y \in \beta_2$ by Lemmas 8.4.18 and 8.4.22. This establishes the validity of the claims and the statement. As a consequence, $R$ is a proper subspace of $Z$, and therefore (by Proposition 8.4.11) a geometric hyperplane of $Z$. We conclude that Pasch’s Axiom holds in $V(Z)$. \hfill \square

Combining Theorems 8.3.16 and 8.4.25, we find

Corollary 8.4.26 Suppose that $Z$ is a thick nondegenerate polar space of rank at least three all of whose singular planes are Desarguesian and in which every line is on at least three singular planes. The map $x \mapsto x^+ : Z \to V(Z)$ is an embedding of $Z$ in the projective space $V(Z)$.

8.5 Automorphisms of polar spaces

In this section we construct automorphisms of nondegenerate polar spaces of rank at least three in a fairly general setting; they appear in Proposition 8.5.9. We begin by showing (in Theorem 8.5.5) that certain partial isomorphisms between polar spaces extend to isomorphisms.

Throughout this section, $Z$ and $Z'$ are thick nondegenerate polar spaces of rank at least three. Recall from Definition 2.5.8 that we occasionally use $Z$ and $Z'$ to indicate the point sets of these spaces.
Definition 8.5.1 If $A \subseteq Z$ and $A' \subseteq Z'$, a bijection $i : A \rightarrow A'$ is called an isomorphism from $A$ to $A'$ if both $i$ and $i^{-1}$ map every subset of a line of $Z$ to a subset of a line of $Z'$.

Thus, for each line $l$ of $Z$, there is a line $l'$ of $Z'$ such that $i(l \cap A) = l' \cap A'$. In particular, if $i$ is an isomorphism and $l$ is a line of $Z$ in $A$, then $i(l)$ is a line of $Z$ in $A'$. The above notion of isomorphism coincides with the notion of isomorphism of the subspaces induced on $A$ and $A'$ as given in Definition 2.5.8.

For the duration of this section, let $p$, $q$, and $p'$, $q'$, be non-collinear points of $Z$ and $Z'$, respectively. Assuming that there is an isomorphism $p^\perp \cup \{q\} \rightarrow (p')^\perp \cup \{q'\}$, we first extend the isomorphism to an isomorphism $p^\perp \cup q^\perp \rightarrow (p')^\perp \cup (q')^\perp$, next to $\{p,q\} \cup Z \setminus \{p,q\}^{\perp \perp} \rightarrow \{p',q'\} \cup Z \setminus \{p',q'\}^{\perp \perp}$, and finally to $Z \rightarrow Z'$. The result is an isomorphism of polar spaces.

Exercise 8.6.5 shows how to extend $i$ to an isomorphism $i_1$ on $p^\perp \cup q^\perp$. What remains is the question whether the intersection of $q'^\perp \setminus (p'^\perp \cup \{q'\})$ and $i(\{x,p\}^\perp)$ is non-empty. This is taken care of by Proposition 8.1.10 as will become clear in the next lemma.

Lemma 8.5.2 Each isomorphism $i : p^\perp \cup \{q\} \rightarrow (p')^\perp \cup \{q'\}$ has a unique extension to an isomorphism $i_1 : p^\perp \cup q^\perp \rightarrow (p')^\perp \cup (q')^\perp$.

Proof. Clearly, $i(q) = q'$. As $Z$ is nondegenerate, $p^\perp \cap p'^\perp = \{p\}$ and similarly for $p'$ instead of $p$, so $i(p) = p'$. If $x \in p^\perp$, then $i_1(x) = i(x)$. Assume, therefore, $x \in q^\perp \setminus (p^\perp \cup \{q\})$. The line $qx$ meets $p^\perp \cap q^\perp$ in a point $\overline{x}$ distinct from $x$. Now $i_1(x)$ must belong to the line $i(\overline{x})q'$. Moreover, $H_x := \{x,p\}^\perp$ is a geometric hyperplane of $p^\perp$ such that $H_x \cap q^\perp \subseteq \overline{x}$. As $i$ is an isomorphism, $i(H_x)$ is a geometric hyperplane of $(p')^\perp$ such that $i(H_x) \cap q'^\perp \subseteq i(\overline{x})$.

Proposition 8.1.10 provides a unique point $x'$ on $i(\overline{x})q'$ such that $\{x',p'\}^\perp = i(H_x)$. The point $i_1(x)$ is necessarily $x'$. Thus, $i_1$ is uniquely determined.

In order to check that $i_1$ preserves lines, assume that $v, w \in q^\perp$ are distinct and collinear, and set $l = v \cap w$. If $q \in l$, then $i_1(l)$ is obviously a line, so assume $q \notin l$. If $l \subseteq p^\perp$ there is nothing to show, so assume that $p^\perp \cap l$ is a singleton, say $\{r\}$. First, note that $i_1(v)$ and $i_1(w)$ both lie in the plane $(i(\overline{x}),i(\overline{x}),q')$ containing $i(r)$. There exists $u \in p^\perp \cap r^\perp \cap w^\perp$ such that $u^\perp \cap (\overline{x},\overline{x},q) = l'$. Then $u \in H_x \cap H_w \cap \{p,r\}^\perp$, so $i(u) \in i(H_x) \cap i(H_w) \cap \{p',i(r)\}^\perp$, whence $i_1(v), i_1(w), i(r) \in i(u)^\perp \cap (i(\overline{x}),i(\overline{x}),q') =: l'$. But then $l'$ is a line satisfying $i_1(l) \subseteq l'$, as required.

Clearly $i_1$ is bijective, and, by symmetry, $i_1^{-1}$ also maps lines onto lines. □

For a line $m$ and a point $x$ of $Z$ with $x \notin m^\perp$, write $x_m$ to denote the unique point on $m$ collinear with $x$.

Lemma 8.5.3 Assume that $i : p^\perp \cup q^\perp \rightarrow (p')^\perp \cup (q')^\perp$ is an isomorphism. Put $A = \{p,q\} \cup (Z \setminus \{p,q\}^{\perp \perp})$ and $A' = \{p',q'\} \cup (Z \setminus \{p',q'\}^{\perp \perp})$. 


(i) If \( l \) is a line of \( p^+ \) and \( m \) is a line of \( q^+ \) such that \( l, m \) are coplanar, then so are \( i(l), i(m) \).

(ii) Let \( l \) be a line of \( Z \) disjoint from \( \{p, q\} \). Then \( l \subseteq A \) and \( i_2[l] := i(p_l)i(q_l) \) is a line in \( A' \).

(iii) If \( x \in A \backslash (p^+ \cup q^+) \), then there exists a line \( l \) on \( x \) disjoint from \( \{p, q\} \).

For each such line \( l \), there is a unique point \( i_2(x) \) on \( i_2(l) \) such that \( i_2(x) \cap i(p) = i(x) \cap p^+ \). The point \( i_2(x) \) does not depend on the choice of the line \( l \) on \( x \) disjoint from \( \{p, q\} \). In particular, setting \( i_2(x) = i(x) \) for \( x \in p^+ \cup q^+ \), we obtain a well-defined bijective map \( i_2 : A \to A' \).

(iv) If \( l \) is a line in \( A \), then \( i_2(l) = \bigcup \{i_2(x) : x \in l \cap \{p, q\}\} \) is a line in \( A' \) (equal to \( i_2[l] \)) if \( l \) does not meet \( \{p, q\} \).

(v) If \( l \) is a line of \( Z \) with \( l \nsubseteq A \), then there is a unique point \( r \in l \backslash A \) such that \( l = (l \cap A) \cup \{r\} \); moreover, there is a unique line \( l' \) in \( Z' \) with \( i_2(l \cap A) \subseteq l' \).

(vi) The map \( i_2 \) is the unique extension of \( i \) to an isomorphism \( A \to A' \).

Proof. (i). The lines \( i(l) \) and \( i(m) \) are coplanar because they meet in \( i(l \cap m) \) and any pair of points in \( i(l) \cup i(m) \) is collinear.

(ii). Notice that \( l \subseteq p^+ \) leads to \( l \cap \{p, q\} \neq \emptyset \), a contradiction, so \( l \nsubseteq p^+ \).

Similarly, \( l \nsubseteq q^+ \), and \( p_l \) and \( q_l \) are well defined.

We first prove \( l \subseteq A \). Suppose the contrary, so there is a point \( x \) in \( \{p, q\} \cap l \). Let \( a \) be the unique point of \( p^+ \cap qq \). Then \( a \parallel x \). Observe that \( a \neq q_l \), for otherwise \( l \cap \{p, q\} \neq \emptyset \), against our assumptions. Hence \( a \parallel xq \). Now \( p_l \parallel p, q \), so \( p_l \in \{p, q\} \cap l \), a contradiction with \( l \cap \{p, q\} \neq \emptyset \).

By definition of isomorphism, \( Z' \) has a line \( l' \) on \( i(p_l) \) and \( i(q_l) \). Because \( p' \not\parallel q' \), we have \( i(p_l) = p'_l \), and \( l' \) lies in \( A' \). Therefore, \( i_2[l] = l' \).

(iii). Let \( x \in A \backslash (p^+ \cup q^+) \). As \( x \not\in \{p, q\} \), we can find a point \( r \) in \( \{p, q\} \cap x^+ \). Clearly, \( r \neq p \), and there is a point \( y \) on \( pr \) collinear with \( x \). Now \( l := xy \) is a line as required. For, if \( l \cap \{p, q\} \neq \emptyset \), the point \( y \) would be collinear with \( q \), so \( p \parallel y \subseteq q^+ \), a contradiction.

Now let \( l \) be any line on \( x \) disjoint from \( \{p, q\} \). The line \( i_2[l] \) of (ii) is disjoint from \( \{p', q'\} \) and satisfies \( i(p^+ \cap x^+) \cap i(p_l) = i_2[l] \cap p^+ \).

Therefore, by Proposition 8.1.10, the line \( i_2[l] \) has a unique point, \( i(x) \) say, such that \( i_2(x) \cap p^+ = i(p^+ \cap x^+) \).

Since \( \{x, p\} \) is a geometric hyperplane of \( p^+ \) not on \( p \) and distinct from \( \{p, q\} \), a line of it not in \( \{p, q\} \) has at least two points outside of \( \{p, q\} \); thus, \( x \) is on at least two lines \( l \) as in (ii). The images of two distinct such lines, say \( l \) and \( m \), are distinct, so their intersection contains at most one point. We have to show \( i_2(x) = i_m(x) \). If \( l \) and \( m \) are coplanar, then so are \( i_2[l] \) and \( i_2[m] \) (as they lie in the plane \( \langle i(p_l), i(p_m), i(q_l), i(q_m) \rangle \)), and their intersection is readily seen to be \( i(x) = i_m(x) \). On the other hand, since \( p^+ \cap x^+ \subseteq q^+ \) is connected, there is a series of lines \( l_1 = l, l_2, \ldots, l_s = m \) with
with a line disjoint from \( f \) if \( \ell \not\subset p^\perp \) or \( \ell \subset q^- \), the statement is trivial, so assume that this is not the case. If \( \ell \cap \{p, q\}^\perp = \emptyset \), then \( \ell \) is as in (iii) and we are done.

Thus, we (may) assume that \( \ell \cap \{p, q\}^\perp = \{u\} \) for some point \( u \). Take \( x \in \ell \setminus \{u\} \) and suppose that \( m \) is a line on \( x \) coplanar with \( l \) and disjoint from \( \{p, q\}^\perp \) (as \( x \in A \), such a line \( m \) can be found). The singular plane \( \alpha' := \{i_2[l], i_2[m]\} \) is the unique plane of \( Z' \) containing the union of all \( i_2[m'] \) for \( m' \) running over all lines on \( x \) lying in the plane \( \alpha := \langle l, m \rangle \) and distinct from \( \ell \). Since all points of \( l \) distinct from \( u \) are on lines meeting \( p^\perp \) and \( q^\perp \) in distinct points, it follows from (iii) that \( i_2(\alpha) = \alpha' \). Now \( i_2(\ell \setminus \{x\}) \) consists of points of \( \alpha' \) not on any line of \( \alpha' \) containing \( i_2(x) \) distinct from the line \( i(u) \), and so must be contained in \( i(u) \). The same arguments with \( i^{-1} \) instead of \( i \) then show that \( i_2(\ell) = i(u) \). Hence (iv).

(v). We claim that \( \ell \cap \{p, q\}^\perp \) is a singleton. For, as \( l \not\subset A \), there exists \( r \in \ell \cap \{p, q\}^\perp \). Suppose \( \ell \cap \{p, q\}^\perp = \emptyset \). Set \( m := pp \) and \( n := qq \). As \( m, n \in \{p, q\}^\perp \) and \( r \in \{p, q\}^\perp \setminus \emptyset \), we have \( r \in \{m, n\}^\perp \), which leads to \( \ell = pp \cap q \subseteq \{p, q\}^\perp \) and, similarly, \( \ell \subseteq \{p, q\}^\perp \), so \( \ell \subseteq \{p, q\}^\perp \), a contradiction with \( l \not\subset A \). Therefore, \( \ell \cap \{p, q\}^\perp \) contains a point. If it would contain two points, then \( \ell \subseteq \{p, q\}^\perp \), so \( r \in \{p, q\}^\perp \cap \{p, q\}^\perp - \text{Rad}(\{p, q\}^\perp) \). As \( Z \) is nondegenerate, this conflicts with Lemma 7.4.8(ii). Hence the claim.

Now, let \( u \in Z \) be such that \( \{u\} = l \cap \{p, q\}^\perp \). If \( q^\perp \cap l^\perp \not\subset p^\perp \), then a line \( m \) on the point \( x \), defined by \( \{x\} = l \cap \{p, q\}^\perp \), is \( l^\perp \) and disjoint from \( \{p, q\}^\perp \), can be found; as before, this gives \( m \subset A \), leading to the contradiction \( x \in A \). Therefore, \( q^\perp \cap l^\perp \subseteq p^\perp \). Take \( x \in \ell \cap A \setminus \{u\} \). If \( w \in \{u, p, q\}^\perp \setminus l^\perp \), then \( x \) meets \( w \) in a point of \( q^\perp \cap l^\perp \setminus p^\perp \), which is absurd. Thus, \( \{u, p, q\}^\perp \subseteq \{x, p, q\}^\perp \). But \( x \) does not contain \( \{p, q\}^\perp \) and \( \{u, p, q\}^\perp \) is a geometric hyperplane of \( \{p, q\}^\perp \), so Proposition 8.1.6 gives \( \{u, p, q\}^\perp = \{x, p, q\}^\perp \), whence \( \{u, p, q\}^\perp = l^\perp \cap \{p, q\}^\perp \).

Since \( Z \) is nondegenerate, there exists \( v \in \{p, q\}^\perp \setminus u^\perp \). Then \( v \cap l \) contains a single point, say \( r \). Now \( \{r, p, q\}^\perp \) strictly contains \( \{u, p, q\}^\perp \), so coincides with \( \{p, q\}^\perp \), showing that \( r \in \{p, q\}^\perp \). As \( \{p, q\}^\perp \cap l \leq 1 \), we must have \( l = (l \cap A) \cup \{r\} \).

Let \( \alpha \) be a plane on \( l \). Since each line on \( r \) contains a unique point of \( \{p, q\}^\perp \), we have \( \{p, q\}^\perp \cap \alpha = \{r\} \). Therefore, by the above, the image \( i_2(m) \) of every line \( m \) in \( \alpha \) not on \( r \) is a line of \( Z' \). Thus there is a unique plane \( \alpha' \) in \( Z' \) containing all of these lines, whence \( i_2(\ell \setminus \{r\}) \). Taking another plane \( \beta \) on \( l \), we similarly find another plane \( \beta' \) containing \( i_2(\ell \setminus \{r\}) \), from which we conclude that \( i_2(\ell \setminus \{r\}) \) is contained in the line \( \alpha' \cap \beta' \) of \( Z' \). This proves (v).

(vi). The map \( i_2^{-1} \) exists and, by (iv), (v) also maps sets of collinear points to sets of collinear points. This ends the proof of the lemma. \( \square \)
Corollary 8.5.4 If \( i : \{p, q\} \cup (Z \setminus \{p, q\}^\perp) \to \{p', q'\} \cup (Z' \setminus \{p', q'\}^\perp) \) is an isomorphism, then it extends uniquely to an isomorphism \( i_3 : Z \to Z' \).

Proof. As before, set \( A = \{p, q\} \cup (Z \setminus \{p, q\}^\perp) \) and \( A' = \{p', q'\} \cup (Z' \setminus \{p', q'\}^\perp) \). Suppose that \( x \in Z \setminus A \) and \( l \) is a line on \( x \). Then \( l \) is as in Lemma 8.5.3(v), so \( l = (l \cap A) \cup \{x\} \), and \( i(l) \) is a line of \( Z' \) with a unique point, say \( i_l(x) \), in \( Z' \setminus A' \). We claim that \( i_l(x) \) does not depend on the choice of \( l \) on \( x \). For, if \( m \) is another line on \( x \) coplanar with \( l \), then the proof of (v) above shows that \( i_l(x) = i_m(x) \), and a connectedness argument does the rest. Therefore, \( i_3(x) = i_l(x) \), which ensues uniqueness. Clearly, \( i_3 \) is a bijection.

Let \( n \) be a line of \( Z \). We have to show that \( i_3(n) \) is a line of \( Z' \). Since \( Z \setminus A \) is a coclique, \( n \) has at least two points in \( A \). Hence there is a line \( i(n) \) in \( Z \) with \( i(n \cap A) = i(n) \cap A' \). But then either \( n \subseteq A \) or there is \( x \in n \setminus A \) for which \( i_3(x) = i_n(x) \in i(n) \). This establishes that \( i_3 \) maps lines onto lines. The same holds for \( i_3^{-1} \), whence the corollary. \( \square \)

Putting Lemmas 8.5.2, 8.5.3(vi), and Corollary 8.5.4 together, we obtain the extension of an isomorphism defined on \( p^\perp \cup \{q\} \) to one on \( Z \).

Theorem 8.5.5 Let \( Z \) and \( Z' \) be nondegenerate polar spaces of rank at least three whose lines are thick. Suppose that \( p, q \), respectively \( p', q' \) are non-collinear points of \( Z \), respectively \( Z' \). Each isomorphism from \( p^\perp \cup \{q\} \) onto \( p'^\perp \cup \{q'\} \) extends uniquely to an isomorphism from \( Z \) onto \( Z' \).

In order to apply Theorem 8.5.5 we need isomorphisms from \( p^\perp \) to \( p'^\perp \). Our present goal will be to construct nontrivial automorphisms of \( p^\perp \), that is, we will deal with the important special case \( p = p' \).

Proposition 8.5.6 Let \( Z \) be a nondegenerate polar space of rank at least three all of whose lines are thick. For each point \( p \) of \( Z \) and distinct geometric hyperplanes \( H, H' \) of \( p^\perp \) not on \( p \), there is a unique automorphism \( \alpha \) of \( p^\perp \) leaving invariant each line on \( p \), mapping \( H \) onto \( H' \) and fixing each point on every line of \( Z \) containing \( p \) and intersecting \( H \cap H' \) nontrivially.

Proof. By Theorem 7.7.10 all planes of \( Z \) are Moufang. Every plane \( A \) on \( p \) meets both \( H \) and \( H' \) in a line, and \( A \cap H \cap H' \) contains a point \( q \). Since \( A \) is Moufang, it has a unique automorphism \( \alpha_A \) fixing each line on \( p \), each point on \( p q \) and mapping \( A \cap H \) onto \( A \cap H' \). Since necessarily \( \alpha |_{A} = \alpha_A \) for an automorphism \( \alpha \) as required, and each point of \( p^\perp \) lies in some plane \( A \), the automorphism \( \alpha \) is unique.

To end the proof, it suffices to show that, for planes \( A, B \) on \( p \) meeting in a line \( l \), the restrictions to \( l \) of the maps \( \alpha_A \) and \( \alpha_B \) coincide. This is trivial if \( l \cap H \cap H' \) is non-empty. Assume the contrary, and let \( \{z\} = l \cap H, \{z'\} = l \cap H' \). There are unique points \( q_A \) and \( q_B \) such that \( \{q_A\} = A \cap H \cap H' \)
and \( \{q_B\} = B \cap H \cap H' \). By Corollary 7.7.7 there exists an isomorphism 
\( \gamma : A \to B \) fixing \( l \) point-wise and mapping \( q_A \) onto some point \( u \). The
fact that \( B \) is a Moufang plane provides an automorphism \( \varepsilon : B \to B \)
fixing \( l \) point-wise and mapping \( u \) to \( q_B \). Therefore, \( \varepsilon \gamma : A \to B \) fixes
\( l \) point-wise and maps \( q_A \) to \( q_B \). Now the automorphism \( \varepsilon \gamma \alpha_A \gamma^{-1} \varepsilon^{-1} \) of
\( B \) fixes \( p_{q_B} \) point-wise, fixes every line on \( p \) in \( B \), and maps \( z \) to \( z' \), so
coincides with \( \alpha_B \). Taking restrictions to \( l \), we find \( \alpha_A \big|_l = \alpha_B \big|_l \). \( \Box \)

**Theorem 8.5.7** Let \( Z \) and \( Z' \) be nondegenerate polar spaces of rank at least
three all of whose lines are thick. Suppose that \( p \) is a point of \( Z \) and \( p' \)
is a point of \( Z' \) such that \( p^\perp \) and \( p'^\perp \) are isomorphic. Then \( Z \) and \( Z' \) are
isomorphic.

**Proof.** Let \( i : p^\perp \to p'^\perp \) be an isomorphism. Choose points \( q \in Z \setminus p^\perp \)
and \( q' \in Z' \setminus p'^\perp \). As \( H_1 = \{p, q\}^\perp \) and \( H_2 = i^{-1}(\{p', q'\}^\perp) \) are geometric
hyperplanes of \( p^\perp \), Proposition 8.5.6 provides an automorphism \( j \) of \( p^\perp \)
mapping \( H_1 \) onto \( H_2 \). Thus, \( ij \) is an isomorphism \( p^\perp \to p'^\perp \) mapping \( \{p, q\}^\perp \)
onto \( \{p', q'\}^\perp \). It obviously extends to an isomorphism \( p^\perp \cup \{q\} \to p'^\perp \cup \{q'\} \),
and so Theorem 8.5.5 applies yielding the required isomorphism. \( \Box \)

**Example 8.5.8** Theorem 8.5.7 states that an isomorphism between \( p^\perp \) and
\( p'^\perp \) implies the existence of an isomorphism between \( Z \) and \( Z' \). The stronger
statement that every isomorphism \( p^\perp \to p'^\perp \) can be extended to an isomorphism
\( Z \to Z' \) is incorrect: Take \( V \) to be a real vector space with infinite basis
\( (\varepsilon_i)_{i \in \mathbb{N} \setminus \{0\}} \) and equipped with the nondegenerate quadratic form \( \kappa \) given by

\[
\kappa(x) = x_1x_2 + x_3x_4 + x_5x_6 + \sum_{i \geq 7} \varepsilon_i x_i^2 \quad (x = \sum \varepsilon_i x_i).
\]

We consider the polar space \( Z := \mathbb{P}(V)_\kappa \) of Example 7.8.1. The points \( p := \langle \varepsilon_1 \rangle \) and \( q := \langle \varepsilon_2 \rangle \) of \( Z \) are not collinear. Let \( T \) be the linear subspace \( x_2 = 0 \)
of \( V \), so \( T \) is the hyperplane of \( \mathbb{P}(V) \) intersecting the point set of \( Z \) in \( p^\perp \). Let \( U = \{ x \in T \mid \sum_{i \geq 1} x_i = 0 \} \); it is well defined as each vector in \( T \) has
only finitely many nonzero coordinates. The set \( U \) is a hyperplane of \( T \) not on \( p \) which is not of the form \( \{ x \in T \mid \sum_{i \geq 1} v_i x_i = 0 \} \) for \( v \in V \). It is readily verified that the set \( H' \) of points of \( Z \) in \( U \) is a geometric hyperplane of \( p^\perp \)
not on \( p \) and spanning \( U \). By Proposition 8.5.6 there is an automorphism
\( \alpha \) of \( p^\perp \) mapping the geometric hyperplane \( H = p^\perp \cap q^\perp \) of \( p^\perp \) onto \( H' \).
Suppose that \( \alpha \) extends to an automorphism \( \overline{\alpha} \) of \( Z \). Putting \( r = \overline{\alpha}(q) \), we
find \( p^\perp \cap r^\perp = \overline{\alpha}(H) = H' \), so \( p^\perp \cap r^\perp \) spans \( U \). Therefore, \( U = \{ x \in T \mid \sum_{i \geq 1} v_i x_i = 0 \} \), where \( v = \varepsilon_1 r_2 + \varepsilon_2 r_1 + \varepsilon_3 r_4 + \varepsilon_4 r_3 + \varepsilon_5 r_6 + \varepsilon_6 r_5 + \sum_{i \geq 7} \varepsilon_i r_i \)
is a vector of \( V \), a contradiction with the choice of \( U \).

Here is another implication of Theorem 8.5.5.
Proposition 8.5.9 Let $Z$ be a nondegenerate polar space of rank at least three all of whose lines are thick.

(i) If both $a$, $d$ and $a$, $d'$ are pairs of non-collinear points, then there is an automorphism of $Z$ fixing $\{a\} \cup \{a,d,d'\}^-$ point-wise and mapping $d$ onto $d'$. In particular, $\mathrm{Aut}(Z)$ is transitive on the set of all ordered pairs of non-collinear points.

(ii) The automorphism group of $Z$ is transitive on the set of all ordered four-tuples forming a quadrangle in $Z$.

Proof. (i). Set $H = \{a,d\}$ and $H^0 = \{a,d^0\}$. Both $H$ and $H^0$ are geometric hyperplanes of $a^-$ not containing $a$. By Proposition 8.5.6, there is automorphism $\alpha$ of $a^-$ mapping $H$ onto $H^0$ and fixing $H \cap H^0$ point-wise. It follows that $\alpha$ extends to an isomorphism $\alpha' : a^- \cup \{d\} \rightarrow a^- \cup \{d'\}$ fixing $\{a,d,d'\}^-$ point-wise. By Theorem 8.5.5, $\alpha'$ extends uniquely to an automorphism of $Z$. This gives the first part of (i).

Clearly the stabilizer in $\mathrm{Aut}(Z)$ of $a$ is transitive on $Z \setminus a^-$. Suppose that $q$ and $q'$ are distinct points of $Z$. By nondegeneracy of $Z$ and the fact that lines have more than two points, a point $p$ can be found that is non-collinear with each of $q$, $q'$. The previous paragraph then shows the existence of an automorphism of $Z$ (fixing $p$) and mapping $q$ to $q'$. Thus, $\mathrm{Aut}(Z)$ is transitive on $Z$, and, using the previous paragraph once more, we obtain the second part of assertion (i).

(ii). Let $Q$ be the set of all quadrangles and define a graph structure on $Q$ by letting $Q \sim Q'$ if they meet in a path of length three. The proof of (ii) can now be finished by establishing that $(Q, \sim)$ is a connected graph. But we give a different proof.

Let $a, b, c, d$ and $a', b', c', d'$ be two 4-circuits forming quadrangles. We will establish the existence of an automorphism mapping one onto the other. By (i) there is an automorphism of $Z$ mapping $a'$ and $c'$ onto $a$ and $c$, respectively. Therefore, we (may) take $a' = a$ and $c' = c$ without loss of generality. Now similarly to the proof of (i), thickness of the lines of the polar space $\{a,c\}^-$ gives that there exists $p \in a^- \cap c^- \setminus (b^+ \cup b'^+)$. But then Part (i) shows the existence of an automorphism of $Z$ fixing $p, a, c$ and mapping $b$ onto $b'$. This shows that we may assume $b = b'$. But then we must have $d \not\parallel b \not\parallel d'$ so that, again by (i), there is an automorphism mapping $d$ to $d'$ and fixing $a, b, c$. □

8.6 Exercises

Section 8.1

Exercise 8.6.1 Suppose that $Z$ is a polar space of rank $r \geq 2$ which is not a rosette and that all of its lines have at least four points. Show that, if $A$, $B$ are geometric hyperplanes of $Z$, then $Z \setminus (A \cup B)$ generates $Z$.
Exercise 8.6.2 Suppose that $Z$ is the thin line space $K_{3,2}$, the complete bipartite graph with cocliques of size 3 and 2; here, as in Example 1.5.5, a bipartite graph is called complete if each unordered pair of points from distinct parts is an edge. Prove that $Z$ is a polar space of rank two, which is neither amply connected nor a rosette. Conclude that the thickness hypothesis in Theorem 8.1.4 is needed.

Exercise 8.6.3 Let $Z$ be a finite generalized quadrangle of order $(s,t)$.

(a) Let $Z'$ be a subspace of $Z$ that is a generalized quadrangle of order $(s,t')$. Show that $Z'$ is a geometric hyperplane of $Z$ if and only if $t' = t/s$.

(b) Let $q$ be a prime power. Use a hermitian polarity to show the existence of a generalized quadrangle $Z$ of order $(q,q^2)$.

(c) Show that Lemma 8.2.1 need not hold if geometric hyperplanes are not assumed to be amply connected.

(Hint: For $Z$ as in (b), consider the geometric hyperplanes $Z'$ as in (a).)

Exercise 8.6.4 Consider again the generalized hexagon of order $(2,2)$ of Example 2.2.15. Prove that the 32 points at distance three from $h$ partition into two sets of size 16 that are disconnected in the collinearity graph of the generalized hexagon. Conclude that the geometric hyperplane of the points at distance at most two from $h$ is not a maximal subspace.

Exercise 8.6.5 Let $Z$ be a thick nondegenerate polar space of rank at least three and let $p$ and $q$ be non-collinear points of $Z$. Prove that each point $x$ of $q^\perp \setminus (p^\perp \cup \{q\})$ is uniquely determined by its collinearity with each point of $\{p, x\}^{\perp \perp}$:

$$\{x\} = (q^\perp \setminus (p^\perp \cup \{q\})) \cap \{x, p\}^{\perp \perp}.$$
Exercise 8.6.9 Suppose that $Z$ is a generalized quadrangle embedded in a projective space $\mathbb{P}$. Show that the dimension of $\mathbb{P}$ is at least three.

Exercise 8.6.10 Determine the Veldkamp space of an $m \times n$-grid.

Exercise 8.6.11 Suppose that $Z$ is a finite generalized quadrangle of order $(s,t)$ with two disjoint ovoids $O_1, O_2$. Show that $|O_1O_2| \leq s+1$, with equality if and only if the members of the line $O_1O_2$ in $\mathcal{V}(Z)$ partition the point set of $Z$.

Section 8.3

Exercise 8.6.12 In Proposition 8.3.5(iii), a part, namely $R^3$ of a geometric hyperplane $R$ in a nondegenerate polar space $Z$ of rank at least four is assumed to be non-empty. As this part needs considerable attention in Section 8.3, it will be a comfort to know that it may actually happen that it is non-empty. Here we provide such an example. We take $Z$ to be the absolute in $\mathbb{P}(\mathbb{R}^7)$ with respect to the symmetric bilinear form $f$ on $\mathbb{R}^7$ given by

$$f(x, y) = x_1 y_2 + x_2 y_1 + x_3 y_4 + x_4 y_3 + x_5 y_6 + x_6 y_5 + x_7 y_7$$

where $x = \sum_{i=1}^7 \varepsilon_i x_i$ and $y = \sum_{i=1}^7 \varepsilon_i y_i$ are in $\mathbb{R}^7$. Furthermore, we set

$$A = \{ \langle x \rangle \in Z \mid x_5 = 0 \}, \quad B = \{ \langle x \rangle \in Z \mid x_7 = x_6 \},$$

$$C = \{ \langle x \rangle \in Z \mid x_7 = -x_6 \}, \quad P = \{ \langle x \rangle \in Z \mid x_6 = x_5 + x_7 \},$$

$$Q = \{ \langle x \rangle \in Z \mid x_6 = x_5 - x_7 \}, \quad R = \{ \langle x \rangle \in Z \mid x_7 = 0 \}.$$

Prove the following statements.

(a) The sets $A$, $B$, $C$, $P$, $Q$, and $R$ are geometric hyperplanes of $Z$.

(b) The point $A$ of the Veldkamp space $\mathcal{V}(Z)$ is the intersection point of $BP$ and $CQ$, and $R$ is the intersection point of $BC$ and $PQ$. So they are the points of a Pasch configuration as in Figure 8.2.

(c) Show that $\langle \varepsilon_6 \rangle$ lies in $R^3$.

Exercise 8.6.13 (This exercise is used in Example 8.3.17.) Prove that the line space $Z_p$ of Example 8.3.17 is indeed a generalized quadrangle.

Exercise 8.6.14 Let $Z$ be a nondegenerate polar space of rank at least five. Suppose that $A$ is a geometric hyperplane of $Z$ and $K$ is a geometric hyperplane of $A$. Fix $p \in Z \setminus A$, and consider the following sets of lines of $Z$.

1. $L_K$: the lines of $K$;
2. $L_p$: the lines joining $p$ to a point of $K$;
3. $L_\infty$: the lines joining a point of $K$ to a point of $Z \setminus (K \cup \{p\})$ on a member of $L_p$. 


Take $H$ to be the union of all lines in $L_K \cup L_p \cup L_\infty$. Prove that $H$ is a geometric hyperplane of $Z$ containing $K \cup \{p\}$. Use Exercise 8.6.6 to conclude that $\mathcal{V}(Z)$ is a projective space.

(Hint: The hard part is to prove that $H$ is a subspace. To this end, distinguish cases and use the existence of singular planes on $p$ having a line in $K$.)

Section 8.4

Exercise 8.6.15 Let $Z$ be the Grassmannian of lines of $\mathbb{P}(D^4)$ for a non-commutative division ring $D$. Prove that $Z$ does not embed in a projective space.

Exercise 8.6.16 Show that the Veldkamp space of a dualized projective space, as introduced in Example 7.10.1(ii), is a projective space (some of whose lines are thin).

Section 8.5

Exercise 8.6.17 Consider the notion of isomorphism given in Definition 8.5.1. Show that there exist isomorphisms on the union of two lines in a projective plane of order at least three that do not extend to isomorphisms of the full plane.

Exercise 8.6.18 Let $Z$ be a dualized projective space built by means of a non-Moufang projective plane; cf. Example 7.10.1. Show that Proposition 8.5.6 does not hold for $Z$.

8.7 Notes

Although, Tits’ classification of nondegenerate polar spaces of rank at least three [285] proves their embeddability under the conditions stated in this chapter, Veldkamp [296] indicated a direct approach that was followed up in this chapter. It is conceivable that Teirlinck’s [272] methods (cf. Exercise 5.7.19) as well as the results at the end of this chapter on the existence of automorphisms, lead to a nicer proof than those given in Sections 8.3 and 8.4.

Section 8.1

The basic ingredient in Veldkamp’s approach is the concept of a geometric hyperplane (sometimes also referred to as a projective hyperplane). Early occurrences of it can be found in [296] and [113]. In [51] it does not even have a name. Geometric hyperplanes also appeared in, for instance, [243] and [84].
Remark 8.1.11 stems from [107, Proposition 2.4]. The ideas involving ample connectedness and Veldkamp space have been found and developed during our revision of Veldkamp’s work. For some further analysis of Veldkamp’s embedding techniques, see [255]. A broader study of connectivity among hyperplane complements of shadow spaces of buildings can be found in [188].

Section 8.2

A generalization of the notion of embedding of a polar space in projective space, namely where lines are embedded in (but not necessarily equal to) projective lines, is dealt with in [108, 267, 268]. In the first paper, applications to the study of subgroups of Lie type are also given.

For $j \leq [n]$, the Grassmannian of $j$-dimensional singular subspaces of the polar space of a nondegenerate quadratic form $\kappa$ on $F_q^{2n}$ of Witt index $n$ is understood to be $ShSp(P(F_q^{2n}), \kappa, j)$. (Notice that this is in accordance with Definition 7.9.1). In [1], its Veldkamp space is shown to be a projective space.

The Veldkamp space of some generalized quadrangles with lines of length three have been investigated in relation to quantum computation; see [297].

Section 8.3

It turned out that a relatively simple proof could be given for rank at least four (which resulted in Section 8.3) and that the difficult Veldkamp proof would become a little more transparent by restricting to the rank three case (as done in Section 8.4). It took some effort to complete a couple of arguments in our original proof of the case where the rank is at least four, and we are grateful to Pasini for his help.

An even simpler proof (due to Pasini) in the case where the rank is at least five is indicated in Exercise 8.6.14. Cuypers, Johnson, and Pasini [106] have given an(other) elegant proof of the case of rank at least four. Recently, Shult [260] gave a proof of this case using Teirlinck’s characterization of a projective space that can be found in Exercise 5.7.19. The version of this section though provides a good introduction to the hard case of rank three.

Example 8.3.17 deals with a construction of generalized quadrangles given in [145]. Most of these generalized quadrangles have been known from before this publication; cf. [235].

Section 8.4

The proof of the fundamental Theorem 8.4.25 follows Veldkamp’s original strategy developed in [296]. Our revision of Veldkamp’s proof took place in 1986–1988. It was influenced by Teirlinck’s theory [272].
Section 8.5

The material in this section is based on suggestions of Tits made to Buekenhout.

Section 8.6

Example 9.1.5(iv) provides a solution to Exercise 8.6.9.

Exercise 8.6.14 shows how the proof of Theorem 8.3.16 can be replaced by a much simpler one if the rank of $Z$ is at least five. We owe the exercise to Antonio Pasini. It shows how Theorem 8.2.7 can be applied. It would be a challenge to establish that the construction suggested in the exercise also works for rank four.

The result appearing in Exercise 8.6.15 can be found with proof in [156, Satz 3.6].
9. Embedding Polar Spaces in Absolutes

In Theorems 8.3.16 and 8.4.25, we saw that the most common nondegenerate polar spaces (cf. Definition 7.4.1) of rank at least three are embeddable in a projective space. So, in the continued study of a nondegenerate polar space $Z$ of rank at least three, it is a mild restriction to assume that $Z$ is embedded in a projective space $\mathbb{P}$. Still, the methods used in this chapter only require that the rank of $Z$ be at least two.

Our main goal is to show that such a space $Z$ is a subspace of the polar space $\mathbb{P}_\pi$ related to a quasi-polarity (cf. Definition 7.1.9) $\pi$ of $\mathbb{P}$. This goal is achieved in Theorem 9.5.8.

Before we reach it, we will construct a subspace $\pi(p)$ of $\mathbb{P}$ for each point $p$ of $\mathbb{P}$ that will play the role of the image of $p$ under a quasi-polarity of $\mathbb{P}$ whose absolute (cf. Definition 7.1.9) contains $Z$. It is easy to see that $\pi(p)$ is a hyperplane or coincides with $\mathbb{P}$ (see Lemma 9.2.3). It is harder to show that $\pi$ is a quasi-polarity.

In Section 9.1, we discuss the notion of a projective embedding and some properties of spaces embedded in a projective space. The construction of $\pi$ takes place in Section 9.2. We define a set, called the defect of $Z$ in $\mathbb{P}$, that will turn out to be the kernel of $\pi$ (cf. Definition 7.1.9) once this map has been established to be a quasi-polarity. In Section 9.3, we prove that the map $\pi$ is a quasi-polarity if the defect of $Z$ in $\mathbb{P}$ is empty and $\mathbb{P}$ does not belong to the image of $\pi$. We use this fact to provide a relatively easy proof that, if $Z$ is nondegenerate of rank at least two and spans $\mathbb{P}$ and if $\dim(\mathbb{P}) \geq 4$, then $\pi$ is a quasi-polarity and $Z$ is a subspace of the absolute $\mathbb{P}_\pi$ with respect to $\pi$.

In Theorem 9.3.3 of this section, we prove that the point set of $Z$ is invariant under special perspectivities of $\mathbb{P}$. These perspectivities will play a role in the case where $\dim(\mathbb{P}) = 3$ (Section 9.5) and in Chapter 10, where we classify proper subspaces of absolutes.

In Section 9.4, we deploy some algebraic machinery underlying polarities. This is used in Section 9.5 to prove that $\pi$ is a quasi-polarity and $Z$ embeds in $\mathbb{P}_\pi$ even if $\dim(\mathbb{P}) = 3$.

Throughout this chapter, $\mathbb{P}$ will be a (possibly non-Desarguesian) projective space of dimension $n \geq 1$, possibly infinite.
9.1 Embedded spaces

We consider (line) spaces (cf. Definition 2.5.8) occurring in the projective space $\mathbb{P}$. Later, the choice of spaces will be narrowed down to polar spaces.

**Definition 9.1.1** Let $Z = (P, L)$ be a line space. It is said to be **embedded** in $\mathbb{P}$ if

1. $P$ is a set of points of $\mathbb{P}$;
2. each member of $L$ (i.e., line of $Z$) is a line of $\mathbb{P}$.

This means that the identity map $P \rightarrow \mathbb{P}$ determines an embedding of the line space $Z$ in $\mathbb{P}$ (cf. Definition 2.5.8). We will say that $Z$ is **ruled** in $\mathbb{P}$ if it is embedded in $\mathbb{P}$ and

3. $P$ is the union of all members of $L$;
4. $P$ generates $\mathbb{P}$.

If $Z$ is a polar space embedded in $\mathbb{P}$, we call it an **embedded polar space** in $\mathbb{P}$. If, in addition, $Z$ is ruled in $\mathbb{P}$, we call it a **ruled polar space** in $\mathbb{P}$.

Notice that $Z$ is embedded in $\mathbb{P}$ in the sense of Definition 9.1.1 if and only if the identity map $Z \rightarrow \mathbb{P}$ is an embedding of $Z$ in $\mathbb{P}$ as in Definition 2.5.8.

For the next few generalities of embedded spaces, we need the notion of partial linear space introduced in Definition 2.5.13.

**Lemma 9.1.2** If $Z$ is a line space embedded in $\mathbb{P}$, then $Z$ is a partial linear space and every singular subspace of $Z$ is a subspace of $\mathbb{P}$.

**Proof.** Let $a$ and $b$ be distinct points, and suppose that $l$ and $m$ are lines of $Z$ on $a$ and $b$. By Definition 9.1.1(2), the lines $l$ and $m$ are also lines of the linear space $\mathbb{P}$, so $l = m$, which proves that $Z$ is a partial linear space.

Suppose that $a$ and $b$ belong to a singular subspace $X$ of $Z$. The projective line $ab$ coincides with the line of $Z$ on $a$ and $b$ and so is also contained in $X$. Therefore, $X$ is a subspace of $\mathbb{P}$. \qed

**Lemma 9.1.3** If $Z = (P, L)$ is a connected line space embedded in $\mathbb{P}$ with $L \neq \emptyset$, then $Z$ is ruled in $(P)_{\mathbb{P}}$.

**Proof.** We only need to check Definition 9.1.1(3). Pick $l \in L$. If $a \in P$, then there is a path $a, a_1, \ldots, a_t = b$ in the collinearity graph of $Z$ from $a$ to a point $b$ of $l$. In particular, $a$ lies on a line in $L$ containing $a_1$, which, by Lemma 9.1.2, coincides with the projective line $aa_1$. This shows that $P$ is contained in the union of all members of $L$, as required. \qed

In view of Lemma 9.1.3, the study of line spaces embedded in $\mathbb{P}$ can usually be reduced to the study of ruled spaces in a projective space.
Example 9.1.4 Let $Q$ be a set of points of $\mathbb{P}$ generating $\mathbb{P}$ such that every $p \in Q$ is on some line entirely contained in $Q$. Take $M$ to be the set of lines of $\mathbb{P}$ entirely contained in $Q$. Then $(Q, M)$ is a ruled line space in $\mathbb{P}$.

Example 9.1.5 We exhibit some embedded polar spaces. Notice that a ruled polar space has rank at least two.

(i) If $Z$ is a nondegenerate polar space of rank at least three with ‘sufficiently nice’ singular planes and ‘sufficiently many’ singular planes on each line, then, by Theorem 8.4.25, the Veldkamp space $\mathcal{V}(Z)$ is a projective space in which $Z$ embeds.

(ii). Let $\mathbb{P} = \mathbb{P}(\mathbb{D})$ be the 3-dimensional projective space over a division ring $\mathbb{D}$. In Example 7.8.2 we saw that $\mathbb{P}$ gives rise to a polar space $Z$ whose points are the lines of $\mathbb{P}$ and whose lines correspond to incident point-plane pairs of $\mathbb{P}$. If $\mathbb{D}$ is commutative, then, by the Klein correspondence (cf. Theorem 7.8.3), $Z$ is embeddable in a projective space of dimension five over $\mathbb{D}$. If $\mathbb{D}$ is not commutative, then $Z$ is not embeddable in a projective space (this is the content of Exercise 8.6.15).

(iii). Every quadric $\mathbb{P}_n$ (cf. Example 7.8.1) is a polar space embedded in $\mathbb{P}$. A quadric having points but no lines is an example of an embedded polar space which is not ruled. All results so far regarding polar spaces are trivial for spaces without lines. Still, in Section 10.3, we study quadrics without lines by use of perspectivities.

(iv). If $\mathbb{P}$ is a projective plane and $Z = (P, L)$ is an embedded polar space in $\mathbb{P}$, then $L$ is either empty, a singleton, the set of all lines of $\mathbb{P}$, or a collection of lines on a given point of $\mathbb{P}$; cf. Exercise 9.6.1. Therefore, interesting examples of embedded polar spaces occur only if $\dim(\mathbb{P}) \geq 3$.

Notation 9.1.6 In order to avoid confusion between subspaces of $Z$ and those of $\mathbb{P}$ generated by a set $X$ of points in $Z$, we will index brackets: $(X)_Z$ as opposed to $(X)_\mathbb{P}$, whenever appropriate. As in Definition 2.2.1, we will write $x \perp y$, or, if necessary, $x \perp_Z y$, to express that $x$ and $y$ are collinear in $Z$. Finally, $x^{+Z}$ or, if no confusion arises, $x^+$ denotes the set of points of $Z$ collinear with $x$ in $Z$.

Confusion of $x \perp y$ with $x \perp_\mathbb{P} y$ is not likely as the latter expresses an assertion which is always true (namely, that $x$ and $y$ are collinear in $\mathbb{P}$). But $x \perp y$ might be confused with $x \perp_f y$ for a sesquilinear form $f$ (as in Notation 7.2.8).

Given an embedding of $Z$ in $\mathbb{P}$, we can sometimes factor out some points of $\mathbb{P}$ so as to get an embedding of $Z$ in a smaller projective space, actually a quotient in the sense of Exercise 5.7.25.
**Proposition 9.1.7** If \( Z = (P, L) \) is a line space embedded in the projective space \( \mathbb{P} \), and \( K \) is a subspace of \( \mathbb{P} \) such that \( l \cap K = \emptyset \) for each projective line \( l \) with \( |l \cap P| \geq 2 \), then the restriction to \( P \) of the natural quotient map \( \phi : \mathbb{P} \setminus K \to \mathbb{P}/K \) is an embedding of \( Z \) in \( \mathbb{P}/K \).

**Proof.** Recall from Example 5.3.10(iii) (which is used in Exercise 5.7.25) that \( \phi \) is determined by \( \phi(x) = \langle x, K \rangle P \) for each point \( x \) of \( P \) off \( K \). If \( p, q \in P \), then \( l := \langle p, q \rangle_p = pq \) is a projective line with \( |l \cap P| \geq 2 \), so \( l \cap K = \emptyset \), implying that \( \langle p, K \rangle_p \) and \( \langle q, K \rangle_p \) are distinct hyperplanes of \( \langle l \cup K \rangle_p \), so \( \phi(p) \neq \phi(q) \). This proves that \( P \) embeds in \( \mathbb{P}/K \). By the properties of the natural quotient map \( \phi \), lines of \( Z \) are mapped onto lines of \( \mathbb{P}/K \). \( \Box \)

**Example 9.1.8** Let \( \mathbb{F} \) be a field and consider the quadric \( \mathbb{P}(\mathbb{F}^3)_\kappa \) of the quadratic form \( \kappa \) on \( \mathbb{F}^3 \) given by \( \kappa(x_1, x_2, x_3) = x_1x_2 + x_2^2 \); cf. Example 7.8.1. The subspace \( K = \langle \varepsilon_3 \rangle \) (where \( \varepsilon_3 \) stands for the third standard basis vector) satisfies the conditions of Proposition 9.1.7 if and only if no projective line on \( \langle \varepsilon_3 \rangle \) meets the polar space in two distinct points. There are no lines of this kind passing through \( \langle \varepsilon_1 \rangle \) and \( \langle \varepsilon_2 \rangle \). As all other points of \( \mathbb{P}(\mathbb{F}^3)_\kappa \) are of the form \( \langle \varepsilon_1 x - \varepsilon_2 x^{-1} + \varepsilon_3 \rangle \), the conditions of Proposition 9.1.7 are satisfied for \( K \) if and only if there are no two distinct nonzero elements \( x, y \) in \( \mathbb{F} \) such that

\[
\begin{vmatrix}
  x & -1/x & 1 \\
  y & -1/y & 1 \\
  0 & 0 & 1
\end{vmatrix} = 0.
\]

As this equation is equivalent to \( x^2 = y^2 \), the quadric \( \mathbb{P}(\mathbb{F}^3)_\kappa \) is embeddable in \( \mathbb{P}(\mathbb{F}^3) \) if \( \mathbb{F} \) has characteristic two.

**Notation 9.1.9** Let \( Z = (P, L) \) be a ruled space in the projective space \( \mathbb{P} \). If \( U \) is a subspace of \( \mathbb{P} \), then \( U \cap L \) denotes the set \( \{l \in L \mid l \subseteq U \} \), and \( U \cap Z \) denotes the pair \( (U \cap P; U \cap L) \).

In general, such a pair \( U \cap Z \) need not be a ruled line space in \( \mathbb{P} \). We now focus on polar spaces embedded in a projective space.

**Lemma 9.1.10** Let \( Z = (P, L) \) be an embedded polar space in the projective space \( \mathbb{P} \). If \( U \) is a linear subspace of \( \mathbb{P} \), generated in \( \mathbb{P} \) by a set of points of \( Z \), then \( U \cap Z \) is a subspace of \( Z \) and \( U \cap Z \) is an embedded polar space in \( U \).

**Proof.** Straightforward. \( \Box \)

The next result uses Corollary 8.1.8 which requires lines to be thick. Recall from Definition 7.5.1 that the nondegenerate rank of a polar space \( Z \) is the rank of \( Z/\text{Rad}(Z) \) (for \( \text{Rad}(Z) \), see Definition 7.4.3).
Proposition 9.1.11 Let $Z$ be a ruled polar space of nondegenerate rank $\geq 2$ in a projective space $\mathbb{P}$ and let $H$ be a hyperplane of $\mathbb{P}$. Then $H \cap Z$ is a geometric hyperplane of $Z$ and, if $\mathbb{P}$ is thick, then $H \cap Z$ generates $H$ in $\mathbb{P}$.

Proof. As the point set of $Z$ generates $\mathbb{P}$ (by the definition of ruled space), there is a point $p \in Z \setminus H$. Using Lemma 9.1.10, we see that $H \cap Z$ is a proper subspace of $Z$. Let $l$ be a line of $Z$ on $p$. The intersection $l \cap H$ consists of a point, which belongs to $H \cap Z$, so $H \cap Z$ is a geometric hyperplane of $Z$.

Suppose next that $\mathbb{P}$ is thick. In order to prove $\langle H \cap Z \rangle_\mathbb{P} = H$, it suffices to show that $H \cap Z$ and $p$ generate $\mathbb{P}$. By maximality of geometric hyperplanes as proper subspaces of $Z$ (use the fact that $Z$ is nondegenerate of rank at least two and Corollary 8.1.8), the subspace of $Z$ generated by $p$ and $H \cap Z$ coincides with $Z$. Hence, $\langle p, H \cap Z \rangle_\mathbb{P} = \langle (p, H \cap Z)Z \rangle_\mathbb{P} = \langle Z \rangle_\mathbb{P} = \mathbb{P}$. □

The radical of an embedded polar space can be conveniently set aside, as we show now.

Definition 9.1.12 Given two spaces $A$ and $B$ embedded in the projective space $\mathbb{P}$, the join of $A$ and $B$ in $\mathbb{P}$ is the space whose point set is the union of all projective lines joining a point of $A$ and a point of $B$, and whose line set consists of all joining lines as well as the lines of $A$ and of $B$.

By Lemma 9.1.10, the radical of a polar space embedded in $\mathbb{P}$ is a subspace of $\mathbb{P}$. The following result, which is not needed for further developments, shows how the nondegenerate quotient of a polar space embedded in a projective space can be embedded in a subspace of the projective space.

Proposition 9.1.13 Suppose that $Z$ is an embedded polar space in the projective space $\mathbb{P}$. Let $U$ be a subspace of $\mathbb{P}$ such that $U \cap \text{Rad}(Z) = \emptyset$ and suppose that $U$ is maximal with this property.

(i) $U \cap Z \cong Z/\text{Rad}(Z)$.

(ii) The space $U \cap Z$ is a nondegenerate polar space embedded in $U$ and $Z$ is the join of $\text{Rad}(Z)$ and $U \cap Z$ in $\mathbb{P}$.

(iii) If, in addition, $Z$ is ruled in $\mathbb{P}$ and has nondegenerate rank at least two, then $U \cap Z$ is ruled in $U$.

Proof. First of all, we may assume $\text{Rad}(Z) \neq \emptyset$, for otherwise $U = \mathbb{P}$, so $U \cap Z = Z$ and we are done.

(i) is clear from Proposition 7.4.10.

(ii). Let $p$ be a point of $Z$ outside $\text{Rad}(Z) \cup (U \cap Z)$. We claim that $p$ is on a line joining a point in $\text{Rad}(Z)$ to a point in $U \cap Z$. For, the maximality of $U$ forces $(U, p)_\mathbb{P}$ to intersect $\text{Rad}(Z)$ in some point $s$. Thus, $ps$ is a line of $Z$ intersecting $U$ in some point $u \in (\text{Rad}(Z), p)_Z$. Hence $u \in Z$ and so $p$ is on
a line joining a point in $\text{Rad}(Z)$ to a point in $U \cap Z$. Consequently, $Z$ is the join in $P$ of $\text{Rad}(Z)$ and $U \cap Z$. Now (1), (2), (3), (4) of Definition 9.1.1 are obvious for $U \cap Z$ in $U$. As $a \in \text{Rad}(U \cap Z)$ implies $a \in \text{Rad}(Z)$ by the above, $U \cap Z$ is nondegenerate. Hence (ii).

(iii). Put $Z = (P, L)$. By (i) and the assumption that $Z$ has nondegenerate rank at least two, the collection of lines $U \cap L$ (cf. Notation 9.1.9) is nonempty.

If $U \cap P$ generates a proper subspace $T$ of $U$ in $P$, then $(\text{Rad}(Z), T)_P = (\text{Rad}(Z), U \cap P)_P = (P)_P = P$ in view of (ii) and the fact that $Z$ is a ruled space in $P$. Consequently, $U \cap \text{Rad}(Z) \neq \emptyset$, a contradiction. Hence $U \cap P$ generates $U$ and Lemma 9.1.3 shows that $U \cap Z$ is ruled in $U$. □

\textbf{Example 9.1.14} Let $U$ and $V$ be disjoint subspaces of the projective space $P$ such that $P = \langle U, V \rangle_P$. Let $Z$ be a nondegenerate embedded polar space in $V$. The join of $U$ and $Z$ in $P$ is an embedded polar space in $P$ whose radical is $U$.

9.2 Collars and tangent hyperplanes

This section is devoted to the construction of a quasi-polarity for an embedded polar space. More precisely, given a polar space $Z$ embedded in a projective space $P$, we construct a map $\pi : P \to P^* \cup \{P\}$ which, in later sections, will turn out to be a quasi-polarity such that $Z$ is a subspace of the absolute $P_\pi$. The highlights of this section are the properties of $\pi$ formulated in Theorem 9.2.5 and the transition to a quotient space of $P$ so as to mod out a cumbersome subspace, called the defect, in Proposition 9.2.10.

Throughout this section, $Z = (P, L)$ is a nondegenerate polar space of rank at least two embedded in the projective space $P$. For Definition 9.2.1 below, however, the restriction to polar spaces is not necessary.

\textbf{Definition 9.2.1} Let $p \in P$. A line $l$ of $P$ is called a tangent to $Z$ at $p$ if either $l \cap P = \{p\}$ or $l \in L$. The tangent set $T(p)$ of $Z$ at $p$ is the union of $\{p\}$ and all tangents to $Z$ at $p$.

Let $x \in P$. The collar $Z_x$ of $x$ with respect to $Z$ is the set of all points $q \in P$ such that either $q = x$ or $qx$ is a tangent to $Z$ at $q$ (see Figure 9.1). The polar of $x$ with respect to $Z$ is the projective subspace $\pi(x) := \langle Z_x \rangle_P$ of $P$.

For a tangent line $l$ not in $L$, the point $p$ at which $l$ is tangent is unique, so we can speak of $l$ as a tangent to $Z$, without referring to $p$ explicitly.

In Theorem 9.2.5 below, we will prove that, if $Z$ is a nondegenerate ruled polar space in $P$, the tangent set $T(p)$ of $Z$ at a point $p$ of $Z$ is a hyperplane
9.2 Collars and tangent hyperplanes

Fig. 9.1. The collar of a point \( x \) outside \( Z \)

of \( \mathbb{P} \) and coincides with \( \pi(p) \). In the course of this chapter, we show that, if \( Z \) is an embedded polar space in \( \mathbb{P} \), the polar map \( \pi \), defined on \( \mathbb{P} \) by \( \pi(x) = \langle Z_x \rangle \mathbb{P} \), is a quasi-polarity of \( \mathbb{P} \) with the property that \( Z \) is a subspace of its absolute \( \mathbb{P}_\pi \) (cf. Definition 7.1.9).

Lemma 9.2.2

For each point \( x \) of \( \mathbb{P} \), the collar \( Z_x \) of \( x \) with respect to \( Z \) is either the entire point set of \( Z \) or a geometric hyperplane of \( Z \).

Proof. Since \( Z_x = x^+ \) is a geometric hyperplane of \( Z \) when \( x \in P \) (cf. Lemma 8.1.2(i)), we may assume \( x \notin P \). Let \( l \in L \) be such that \( l \cap Z_x = \emptyset \). Consider a line in \( \mathbb{P} \) on \( x \) meeting \( l \). Beside its point on \( l \) it must have another point of \( Z \), say \( a_1 \), for otherwise this line would be tangent to \( Z \), contradicting \( l \cap Z_x = \emptyset \). By the polar space axiom, there is a point \( b_1 \) on \( l \) collinear in \( Z \) with \( a_1 \) (cf. Figure 9.2). Clearly, \( a_1 \neq b_1 \) as \( a_1 \notin l \). The line \( a_1b_1 \) of \( Z \) does not go through \( x \), for otherwise \( x \) would belong to \( P \). On the line \( xb_1 \) of \( \mathbb{P} \), there must be a point \( c \) in \( Z_x \). Suppose that \( c \) is distinct from \( a_1 \). By the polar space axiom, there is a common point, \( z \), say, to \( a_1b_1 \) and \( a_1c \), which belongs to \( P \), since \( a_1b_1 \in L \). As \( z \) is not on \( l \) and there are two points (viz., \( b_1, b_2 \)) on \( l \) collinear in \( Z \) to \( z \), the whole plane \( \langle z, l \rangle \mathbb{P} \) is contained in \( P \), a contradiction with \( x \notin P \). This establishes that \( Z_x \) meets every line of \( Z \).

Now suppose that \( m \in L \) has two points, say \( c_1, c_2 \), in \( Z_x \). Suppose that \( c \notin m \) does not belong to \( Z_x \). Then the projective line \( cx \) contains a point, \( a \), say, of \( Z \) distinct from \( c \). By the polar space axiom, there is a point \( b \in m \cap a^+ \), and, by Pasch’s Axiom, the line \( ab \) meets \( xc_i \) in a point of \( P \), whence in \( c_i \) for \( i = 1, 2 \). But then \( ab = c_1c_2 \), contradicting that \( c \) is distinct from \( a \). Hence every line on \( x \) meeting \( m \) is tangent to \( Z \), so \( m \subseteq Z_x \). This proves that \( Z_x \) is a subspace of \( Z \).

The next result translates information on the collar of a point of \( \mathbb{P} \) appearing in Lemma 9.2.2 to the polar of that point.
Lemma 9.2.3 Let $Z$ be ruled in the thick projective space $\mathbb{P}$. For $x \in \mathbb{P}$, the polar $\pi(x)$ of $x$ with respect to $Z$ is either equal to $\mathbb{P}$ or a hyperplane of $\mathbb{P}$.

Proof. By definition, $\pi(x)$ is a subspace of $\mathbb{P}$. Suppose that it does not coincide with $\mathbb{P}$. As $Z$ is ruled in $\mathbb{P}$, Lemma 9.2.2 gives that $Z_x$ is a geometric hyperplane of $Z$. The rank of $Z$ is at least two and lines of $Z$, having the same cardinalities as lines of $\mathbb{P}$, are thick, so Corollary 8.1.8 shows that, for each $q \in P \setminus Z_x$, we have $P = \langle Z_x, q \rangle$. As $Z$ is ruled, $\mathbb{P} = \langle P \rangle = \langle \pi(x), q \rangle$, proving that $\pi(x)$ contains a hyperplane of $\mathbb{P}$. □

Lemma 9.2.4 Suppose that $Z$ is ruled in $\mathbb{P}$ and let $p \in Z$.

(i) $Z_p = p^+ = T(p) \cap Z$.
(ii) If $l$ is a projective line on $p$ in a plane $\langle l_1, l_2 \rangle \mathbb{P}$ generated by a line $l_1 \in L$ on $p$ and a tangent line $l_2$ to $Z$ at $p$, then $l \subseteq T(p)$.
(iii) $\pi(p) \subseteq T(p)$.
(iv) The subspace $\pi(p)$ is a hyperplane of $\mathbb{P}$.

Proof. The validity of Assertion (i) is immediate from the definitions.

(ii). Suppose that $l$ has a point $q$ with $q \neq p$. We show $q \in T(p)$. This suffices for the proof as $l \subseteq T(p)$ if there are no points of $l$ in $Z$ distinct from $p$. By the polar space axiom for $Z$ (cf. Definition 7.4.1), there is a line $m$ of $Z$ on $q$ intersecting $l_1$ in a point $p_1$ of $Z$. If $m$ contains $p$, then $q \in T(p)$, and we are done. Therefore, we assume $p_1 \neq p$. By Pasch’s Axiom, $m$ intersects $l_2$.

Fig. 9.2. The projective plane $\langle l, x \rangle \mathbb{P}$. Points of $Z$ are drawn black and lines of $Z$ are drawn as full lines.
in a point, \( p_2 \) say, distinct from \( p \); see Figure 9.3. Now \( l_2 \) contains the two points \( p \) and \( p_2 \) of \( Z \) and so, being a tangent line, is a line of \( Z \). Moreover, \( p^\perp \) contains \( p_1 \) (as \( p, p_1 \in l_1 \)) and \( p_2 \), whence \( m \) and \( q \), proving \( q \in T(p) \).

![Figure 9.3. The projective plane \((l_1, l_2)_P\) of Lemma 9.2.3(ii). Lines of \( P \) that do not necessarily belong to \( Z \) are interrupted.](image)

(iii). Let \( l \) be a line on \( p \) in \( \pi(p) \). By the definition \( \pi(p) = \langle Z_p \rangle_P \) and Exercise 2.8.21, there is a finite number of lines of \( Z \) on \( p \), say \( l_1, l_2, \ldots, l_k \), such that \( l \in \langle l_1, \ldots, l_k \rangle_P \). We establish that \( l \) is tangent to \( Z \) at \( p \) by induction on \( k \). For \( k = 2 \), this is done in (i). Put \( W = \langle l_1, \ldots, l_{k-1} \rangle_P \) and examine \( U = \langle W, l_k \rangle_P \). Without loss of generality, we may assume that \( l \neq l_k \). The plane \( \alpha = \langle l, l_k \rangle_P \) intersects \( W \) in a line \( l' \). Thus, \( \alpha = \langle l', l_k \rangle_P \). By the induction hypothesis, \( l' \) is tangent to \( Z \) at \( p \), so \( \alpha \) is a plane as in (ii); therefore \( l \) is tangent to \( Z \) at \( p \). This gives \( \pi(p) = \langle Z_p \rangle_P \subseteq T(p) \).

(iv). If \( \pi(p) = P \), then, by (i) and (iii), \( p^\perp = T(p) \cap Z \supseteq \pi(p) \cap Z = Z \), so \( p \in \text{Rad}(Z) \), contradicting that \( Z \) is nondegenerate. This shows that \( \pi(p) \) is contained in a hyperplane of \( P \). But, for \( q \in Z \setminus p^\perp \), the subspace \( \langle Z_p, q \rangle_P \) of \( P \) contains \( p^\perp, q \rangle_Z \), which, by Corollary 8.1.8, coincides with \( Z \). Therefore, the assumption that \( Z \) is ruled forces \( \langle \pi(p), q \rangle_P = \langle Z_p, q \rangle_P = \langle Z \rangle_P = P \).

From Proposition 5.2.9 we conclude that \( \pi(p) \) is a hyperplane of \( P \). \( \Box \)

We next show that, in the setting of Lemma 9.2.4, the tangent set \( T(p) \) of \( Z \) at \( p \) coincides with the hyperplane of \( P \) generated by the subspace \( p^\perp \) of \( Z \), and that the points of this hyperplane lying in \( Z \) form the subspace \( p^\perp \) of \( Z \).

**Theorem 9.2.5** If \( Z \) is a nondegenerate ruled polar space in the thick projective space \( P \) and \( p \in Z \), then \( \pi(p) \) is a hyperplane of \( P \) satisfying
\[ \pi(p) = T(p) \quad \text{and} \quad Z \cap \pi(p) = p^+. \]

Moreover, for \( q \in Z \) with \( q \neq p \), we have \( \pi(p) \neq \pi(q) \).

**Proof.** By Lemma 9.2.4(i) and Theorem 7.4.13 (applied with \( X = Z \)), the collar \( Z_p = p^+ \) is a geometric hyperplane of \( Z \), so, by Corollary 8.1.8 and the fact that \( Z \) is nondegenerate and (being ruled) of rank at least two, it is a maximal subspace of \( Z \). But \( Z \cap \pi(p) \) is a subspace of \( Z \) containing \( Z_p \) and distinct from \( Z \) (for otherwise, \( P = \langle Z \rangle_p = \langle Z \cap \pi(p) \rangle_p \subseteq \pi(p) \), contradicting Lemma 9.2.4(iv)). We conclude that \( Z_p \) coincides with \( Z \cap \pi(p) \).

The inclusion \( \pi(p) \subseteq T(p) \) is stated in Lemma 9.2.4(iii). Thus, for the proof of the first equality, it suffices to show that every tangent line to \( Z \) at \( p \) is contained in \( \pi(p) \). Assume that \( l \) is a tangent line to \( Z \) at \( p \) that is not contained in \( \pi(p) \). Let \( q \in Z \setminus p^+ \). By the above, \( Z \cap \pi(q) = q^+ \), so \( p \notin \pi(q) \).

Lemma 9.2.3 shows that \( l \) meets \( \pi(q) \) in a single point, say \( x \). Both \( p \) and \( q \) belong to \( Z_x \).

Let \( m \) be a line of \( Z \) on \( p \). Then \( \alpha = \langle m, l \rangle_p \) is a projective plane in which \( \alpha \cap Z \) is the line \( m \) (for otherwise, by Lemma 9.2.4(ii), \( \alpha \cap Z \) would contain more lines on \( p \), contradicting \( l \notin \pi(p) \)). This implies \( m \subseteq Z_x \), and so \( p^+ \subseteq Z_x \). Now \( Z_x \) contains both \( q \) and \( p^+ \), so it is a subspace of \( Z \) (cf. Lemma 9.2.2) properly containing the maximal subspace \( p^+ \) of \( Z \). This gives \( Z_x = Z \).

According to Proposition 9.1.7, there is a quotient map \( \phi : \mathbb{P} \setminus \{x\} \rightarrow \mathbb{P}/\{x\} \) of projective spaces with kernel \( \{x\} \) such that \( \phi|_Z : Z \rightarrow \phi(Z) \) is an isomorphism of line spaces. In the quotient space \( \mathbb{P}/\{x\} \), the embedded polar space \( \phi(Z) \) has points \( s \) for \( s \in Z \), and lines \( \langle l, x \rangle_p \) for \( l \) a line of \( Z \). Applying Lemma 9.2.4(iv) to the point \( px \) of \( \phi(Z) \), we find that \( (px)^{\alpha(p,x)} \) spans a hyperplane of \( \mathbb{P}/\{x\} \). As \( (p^+ \cup \{x\})_p/\{x\} = \phi((p^+ \cup \{x\})_p) \), the subset \( p^+ \cup \{x\} \) of \( \mathbb{P} \) spans a hyperplane of \( \mathbb{P} \) containing the hyperplane \( \pi(p) \) (cf. Lemma 9.2.4(i)). This forces \( (p^+ \cup \{x\})_p = \pi(p) \) and so \( x \in \pi(p) \).

Consequently, \( l \subseteq \pi(p) \). We have shown \( T(p) = \pi(p) \).

Finally, let \( q \in Z \setminus \{p\} \). If \( \pi(p) = \pi(q) \), then \( p^+ = Z_p = Z \cap \pi(p) = Z \cap \pi(q) = q^+ \), contradicting Lemma 7.4.8(iv).

**Corollary 9.2.6** If \( P \) is a thick projective space, \( p \) is a point of a nondegenerate ruled polar space \( Z \) in \( P \), and if \( q \in P \), then \( q \in \pi(p) \) if and only if \( p \in q \).

**Proof.** By Theorem 9.2.5, \( q \in \pi(p) \) if and only if \( q \in p^+ \) or \( pq \cap Z = \{p\} \), which is equivalent to \( p \in q \).

Our goal is of course to show that \( \pi \) is a quasi-polarity. This will suffice for the embedding of \( Z \) in the absolute of \( \pi \), as the next lemma shows.

**Lemma 9.2.7** If \( \pi \) is a quasi-polarity, then \( Z \) is a subspace of \( \mathbb{P}_\pi \).
Proof. Suppose that \( x \) and \( y \) are points of \( Z \). They are collinear if and only if \( x \in y^\perp \), which is equivalent to \( x \in \pi(y) \) by Theorem 9.2.5. Taking \( y = x \), we find \( x \in \pi(x) \), proving that points of \( Z \) are points of \( \mathbb{P}_\pi \). If \( x \) and \( y \) are distinct, we find, as \( y \in \pi(y) \), that \( x \) and \( y \) are collinear if and only if \( xy \) is contained in \( \pi(y) \), and similarly in \( \pi(x) \). Consequently, \( x \) and \( y \) are on a line of \( Z \) if and only if they satisfy \( xy \subseteq \pi(x) \cap \pi(y) \), which means they are on a line of \( \mathbb{P}_\pi \). \( \square \)

Example 9.2.8 In the projective space \( \mathbb{P}(\mathbb{R}^4) \), the quadric

\[
Z = \{ (x) \in \mathbb{P}(\mathbb{R}^4) \mid x_1x_2 + x_3x_4 = 0 \}
\]

contains the point \( p = (e_1) \). The tangent set of \( Z \) at \( p \) is the plane defined by the equation \( x_2 = 0 \). It intersects \( Z \) along two lines, which generate the tangent plane at \( p \); see Figure 9.4.

Fig. 9.4. A ruled surface, representing a quadric in \( \mathbb{P}(\mathbb{R}^4) \). The two dotted lines are the only two lines on the bold point of the quadric that belong to the quadric.

We need the following notion to take care of a kind of degeneracy for embedded polar spaces.

Definition 9.2.9 Let \( Z \) be a ruled polar space in \( \mathbb{P} \). A point \( x \in \mathbb{P} \) is called defective for \( Z \) if \( x \) is in the polar \( \pi(p) \) of each point \( p \) of \( Z \). The set of all defective points for \( Z \) is called the defect of \( Z \) in \( \mathbb{P} \).

Similarly to the last part of the proof of Theorem 9.2.5, it is useful to mod out points \( x \) of \( \mathbb{P} \) whose collars coincide with \( Z \). The prudent approach seems to go over to the quotient with respect to the defect only rather than the set \( \{ x \in \mathbb{P} \mid \pi(x) = \mathbb{P} \} \), which would be the kernel of \( \pi \) (cf. Definition 7.1.9) if it were a quasi-polarity. Later, in Theorem 9.5.8, once \( \pi \) has been established to be a quasi-polarity, there will appear to be no difference between the defect and \( \text{Ker}(\pi) \).

Proposition 9.2.10 The defect \( D \) of a nondegenerate ruled polar space \( Z = (P, L) \) in the thick projective space \( \mathbb{P} \) has the following properties.

(i) \( D \) is a subspace of \( \mathbb{P} \) disjoint from \( P \).
(ii) \( D = \{ x \in \mathbb{P} \mid \mathcal{Z}_x = \mathcal{P} \} \subseteq \{ x \in \mathbb{P} \mid \pi(x) = \mathcal{P} \} \).

(iii) The restriction to \( P \) of the natural quotient map \( \phi : \mathbb{P} \setminus D \to \mathbb{P} / D \) given by \( \phi(x) = (x, D)_P \) is an embedding of \( \mathcal{Z} \) in \( \mathbb{P} / D \) whose image has empty defect.

(iv) If \( x, x' \in \mathbb{P} \setminus D \) satisfy \( \phi(x) = \phi(x') \), then \( \pi(x) = \pi(x') \).

(v) For \( x \in \mathbb{P} \setminus D \), the polar \( \pi(\phi(x)) \) of \( \phi(x) \) with respect to \( \phi(\mathcal{Z}) \) coincides with \( \phi(\pi(x)) \).

(vi) If \( \mathcal{P} \) as in (v) is a nondegenerate quasi-polarity of \( \mathbb{P} / D \), then \( \pi \) is a quasipolarity of \( \mathbb{P} \) with kernel \( D \).

Proof. (i). The set \( D = \bigcap_{p \in \mathbb{P}} \pi(p) \) is a subspace as each \( \pi(p) \) is a subspace of \( \mathbb{P} \) by definition of \( \pi(p) \). If \( x \in P \cap D \), then, for each \( y \in P \), by Theorem 9.2.5, \( x \in \pi(y) \cap P = y^{-1} \), so \( x \in \text{Rad}(\mathcal{Z}) \), contradicting that \( \mathcal{Z} \) is nondegenerate. Hence \( P \cap D = \emptyset \).

(ii). Suppose that \( x \in \mathbb{P} \) is defective. Then \( x \in \pi(p) \) for each \( p \in P \). This means that \( xp \) is tangent to \( \mathcal{Z} \) at \( p \), so \( p \in \mathcal{Z}_x \), proving \( P = \mathcal{Z}_x \). Moreover, as \( \mathcal{Z} \) is ruled, \( \pi(x) = \langle \mathcal{Z}_x \rangle_p = \langle P \rangle_p = \mathbb{P} \), so \( \pi(x) = \mathbb{P} \).

Conversely, suppose that \( x \in \mathbb{P} \) satisfies \( \mathcal{Z}_x = P \). Theorem 9.2.5 gives \( x \notin P \) and that, for each \( p \in P \), the line \( xp \) is a tangent of \( \mathcal{Z} \) at \( p \). This implies \( x \in \pi(p) \) for each \( p \in P \), proving \( x \in D \).

(iii). If \( l \) is a projective line with \( l \cap P \cap P \geq 2 \), then, by Definitions 9.2.1 and 9.2.9, we have \( l \cap D = \emptyset \). Therefore Proposition 9.1.7 applies, proving that the restriction of \( \phi \) to \( P \) is an isomorphism \( \mathcal{Z} \to \phi(\mathcal{Z}) \), so \( \phi(\mathcal{Z}) \) is a nondegenerate ruled polar space in \( \mathbb{P} / D \).

Now suppose that \( x \) is a point of \( \mathbb{P} \setminus D \) such that \( (x, D)_P \) is a point of the defect of \( \phi(\mathcal{Z}) \) in \( \mathbb{P} / D \). Then, for each point \( p \in P \), the line \((px, D)_P \) of \( \mathbb{P} / D \) meets \( \phi(P) \) in \( (p, D)_P \); in particular, \( px \cap P = \{ p \} \), so \( px \) is a tangent line to \( \mathcal{Z} \), and \( x \in \pi(p) \) by Theorem 9.2.5. But then \( x \in D \), a contradiction. Hence the defect of \( \phi(\mathcal{Z}) \) in \( \mathbb{P} / D \) is empty.

(iv). For \( x \) and \( x' \) as stated, the projective line \( xx' \) has point in \( D \). If \( y \in \mathcal{Z}_x \), then \( x, d \in \pi(y) \) so \( x' \in xd \subseteq \pi(y) \) and Corollary 9.2.6 gives \( y \in Z_{x'} \). This shows, by symmetry, in the argument with respect to \( x \) and \( x' \), that \( Z_{x'} = \mathcal{Z}_{x'} \), whence \( \pi(x') = \pi(x) \).

(v). Let \( y \in P \) be such that \( \phi(y) \in (\phi(\mathcal{Z}))(\phi(x)) \). If \( \phi(x) = \phi(y) \), then \( x = y \) or \( xy \cap D = \{ d \} \) for some point \( d \) in \( D \), and, as \( \mathcal{Z} = Z_d \) by (ii), the point \( y \) is the unique point of \( \mathcal{Z} \) on the line \( yd \) through \( x \), so \( x \in T(y) = \pi(y) \) (cf. Theorem 9.2.5) and \( y \in Z_x \) (cf. Corollary 9.2.6). Suppose now \( \phi(x) \neq \phi(y) \). The projective line on \( \phi(x) \) and \( \phi(y) \) is tangent to \( \phi(\mathcal{Z}) \) at \( \phi(y) \). If \( \phi(x) \in \phi(P) \), then \( \phi(x)\phi(y) \) belongs to \( \phi(L) \), and, by (iv), we may take \( x \in P \), so \( x \) and \( y \) are collinear in \( \mathcal{Z} \), whence \( y \in Z_x \). Assume therefore \( \phi(x) \notin \phi(P) \). As \( \phi(x) \neq \phi(y) \), the projective line \( xyz \) is disjoint from \( D \). If \( z \in xy \cap P \) is distinct from \( y \), then \( \phi(z) \) is in \( \phi(x)\phi(y) \cap \phi(P) \) and distinct from \( \phi(y) \), contradicting the fact that \( \phi(x)\phi(y) \) is a tangent line to \( \phi(\mathcal{Z}) \) at \( \phi(y) \). Therefore, \( xy \) is a tangent line to \( \mathcal{Z} \) at \( y \), so \( y \in Z_x \). In all cases, we find \( y \in Z_x \) (up to
9.2 Collars and tangent hyperplanes

a suitable change of $x$ within $\phi(x))$, so $\overline{\phi}(\phi(x)) = (\phi(Z))_{\phi(x)} \subseteq \phi(Z_x)$. As $\langle \phi(Z_x) \rangle_{\phi(x)} = \langle \phi(Z_y) \rangle = \phi(\pi(x))$, it follows that $\overline{\phi}(\phi(x)) \subseteq \phi(\pi(x))$.

Conversely, let $y \in Z_x$. Suppose that $z \in P \setminus \{y\}$ satisfies $\phi(z) \in \phi(xy)$. Then $z \notin xy$, so $\langle x, y, z \rangle_p$ is a projective plane meeting $D$ in a point, say $d$. Now $xd$ and $yz$ are two lines in that plane, and so they meet in a point, say $a$. As $y \in Z_d \cap Z_x$, we have $a \in xd \subseteq \pi(y)$ (cf. Corollary 9.2.6), so $y \in Z_a$, and $y$ is the unique point of $Z$ on $ya = yz$, a contradiction with the choice of $z$. We conclude that $\phi(Z_y) \subseteq (\phi(Z))_{\phi(x)}$, and the inclusion $\phi(\pi(x)) \subseteq (\phi(Z))_{\phi(x)} \pi/D$ follows.

(vi). Suppose $x \in \pi(y)$. Then $\phi(x) \in (\pi(y)) = \overline{\phi}(\phi(y))$ by (iv). As $\phi$ is a quasi-polarity, we also have $\phi(y) \in \overline{\phi}(\phi(x)) = \phi(\pi(x))$ (by (iv) again) and so $y \in \langle \pi(x), D \rangle$. As $\overline{\phi}(\phi(x))$ is a hyperplane of $\mathbb{P}/D$ by the hypothesis that $\phi$ is nondegenerate, $D \subseteq \pi(x)$ and $\pi(x) = \langle \pi(x), D \rangle_p$ is a hyperplane of $\mathbb{P}$ containing $y$. This proves that $\pi$ is a quasi-polarity.

Finally, suppose $x \in \ker(\pi)$. Then $\pi(x) = \mathbb{P}$. As $\pi$ is a quasi-polarity, $x$ lies in $\bigcap_{y \in \mathbb{P}} \pi(y)$ and so in $D$, which settles $\ker(\pi) \subseteq D$. The other inclusion is part of Assertion (ii).

\[ \Box \]

Example 9.2.11 Let $F$ be the field $F_2(t)$ of rational functions over $F_2$ in $t$. Consider the projective space $\mathbb{P} := \mathbb{P}(F^6)$ and the quadric $Z$ in $\mathbb{P}$ defined by the equation $x_1x_2 + x_3x_4 = x_5^2 + tx_6^2$. The quadric is a nondegenerate polar space. The defect of $Z$ in $\mathbb{P}$ is the line $D := \langle \varepsilon_5, \varepsilon_6 \rangle$ where $\varepsilon_i$ ($i \in \{6\}$) is the standard basis of $F^6$. So $\mathbb{P}/D$ can be identified with the projective space on the first four coordinates of $F^6$. By construction, each point of $\phi(Z)$ has a unique point of $Z$ in its preimage under the natural quotient map $\phi : \mathbb{P}/D \to \mathbb{P}/D$.

We claim that the point sets of $\phi(P)$ and $\mathbb{P}(\mathbb{F}^4)$ coincide. Let $(x_1 : x_2 : x_3 : x_4)$ be an arbitrary point of $\mathbb{P}(\mathbb{F}^4)$, with all four $x_i$ cleared of denominators, so $a := x_1x_2 + x_3x_4$ is a polynomial in $F_2[t]$. Choosing $x_5$ and $x_6$ such that $x_5^2$ is the sum of all terms of $a$ with even powers of $t$ and $x_6^2$ is the multiple by $1/2$ of the sum of all terms of $a$ with odd powers of $t$ (observe that we can indeed take the square root of these expressions in $F_2[t]$), we obtain a point $x = (x_1 : \cdots : x_4)$ of $Z$ with quotient $\phi(x) = (x_1 : \cdots : x_4)$. This shows that each point of $\mathbb{P}(\mathbb{F}^4)$ belongs to $\phi(Z)$, and establishes the claim.

Let $f : F^3 \times F^3 \to F$ be the bilinear alternating form given by $f(x, y) = x_1y_2 + x_2y_1 + x_3y_4 + x_4y_3$. Two points $x, y$ of $Z$ are collinear if and only if $f(\phi(x), \phi(y)) = 0$. In other words, $\phi(Z)$ is the absolute of the polarity $\delta_f$ introduced in Theorem 7.2.12. By Proposition 9.2.10(iii), $Z$ is isomorphic to $\phi(Z)$. The defect of $Z$ coincides with $\{x \in \mathbb{P} \mid \pi(x) = \mathbb{P}\}$.

Lemma 9.2.12 Let $a, b, c$ be distinct points of a line of $\mathbb{P}$. If $Z$ is ruled in the thick projective space $\mathbb{P}$ with defect $D$, then

(i) $Z_a \cap Z_b = Z_a \cap Z_c$;

(ii) $(a, b)_p \cap D \neq \emptyset$ whenever $Z_a = Z_b$.
9.3 A quasi-polarity

Let \( P \) be a thick projective space. We continue to pursue the goal of establishing that the polar map \( \pi \) of Definition 9.2.1, which assigns a subspace of \( P \) to a point of \( P \), is a quasi-polarity. In view of Proposition 9.2.10, by going over to a quotient space of \( P \), we can (and often will) assume that the defect of \( Z \) in \( P \) is empty.

In Proposition 9.3.2, it will become clear that all work can be reduced to establishing that \( \pi(x) \) is a hyperplane of \( P \) for all \( x \in P \). By Theorem 9.2.5 we know this is true when \( x \) is a point of \( Z \). The presence of \( Z \) in \( P \) forces \( \dim(P) \geq 3 \) (cf. Exercise 9.6.1). At the end of this section, in Theorem 9.3.7, we will achieve our goal for \( \dim(P) \geq 4 \).

As a side effect of our analysis of ruled polar spaces in \( P \) we find that certain perspectivities of \( P \) leave \( Z \) invariant and induce automorphisms on \( Z \); see Theorem 9.3.3.

**Proposition 9.3.1** Suppose that \( Z \) is a nondegenerate ruled polar space in \( P \) with empty defect. Let \( a, b, c \) be distinct points of \( Z \).

(i) If \( a \perp b \), then \( \pi(a) \cap \pi(b) = (a^+ \cap b^+)_P \).

(ii) If \( a, b, c \) are on a line of \( P \), then \( \pi(a) \cap \pi(b) = \pi(a) \cap \pi(c) \).

(iii) If \( x \in P \) is such that \( a, b \in Z_x \), then \( \{a, b\}^{+\perp} \subseteq Z_x \).

(iv) \( \{a, b\}^{+\perp} = (a, b)_P \cap Z \).

**Proof.** Let \( P \) be the point set of \( Z \).

(i) Clearly, \( \pi(a) \cap \pi(b) \supseteq (a^+ \cap b^+)_P \). As for the converse, observe that \( (a^+ \cap b^+)_Z = a^+ \), whence \( (a^+ \cap b^+)_P = (a^+)_P = \pi(a) \) by use of Lemma 9.2.4. Proposition 5.2.10 shows that \( (a^+ \cap b^+)_P \) is a hyperplane of \( \pi(a) \). As it is contained in \( \pi(a) \cap \pi(b) \), we find the equality of (i).

(ii) In view of symmetry in the points \( a, b, c \), it suffices to prove \( \pi(a) \cap \pi(b) \subseteq \pi(c) \). First, assume that \( a, b, c \) are not on a line of \( Z \). Let \( s \in a^+ \cap b^+ \). Then \( \pi(s) \) contains \( a \) and \( b \), whence \( c \in \pi(s) \cap P = s^+ = Z_s \) (cf. Theorem
9.2.5 and Lemma 9.2.4) and \( s \in \pi(c) \) by Corollary 9.2.6. This establishes \( a^+ \cap b^+ \subseteq \pi(c) \). By (i), \( \pi(a) \cap \pi(b) = \langle a^+ \cap b^+ \rangle_p \subseteq \pi(c) \).

Next, assume that \( a, b, c \) are on a line of \( Z \). Let \( p \in \pi(a) \cap \pi(b) \). We want to derive \( p \in \pi(c) \). If \( p \in P \), then Theorem 9.2.5 gives \( p \in a^+ \cap b^+ \subseteq c^+ \) so \( p \in \pi(c) \) and we are done. Therefore, without loss of generality, we may assume \( p \notin P \). Then, by Theorem 9.2.5 again, \( pa \) and \( pb \) intersect \( P \) in unique points, namely \( a \) and \( b \), so \( a, b \in Z_p \). By Lemma 9.2.2, the line \( ab \) is contained in \( Z_p \), whence also \( c \), so \( p \in \pi(c) \), proving \( \pi(a) \cap \pi(b) \subseteq \pi(c) \).

(iii). Let \( x \in P \) be such that \( a, b \in Z_x \). If \( a \perp b \), then Corollary 7.4.12 implies \( \{a, b\}^+ = ab \) and Lemma 9.2.2 gives \( ab \subseteq Z_x \), so we are done. Otherwise, by (i), \( x \in \pi(a) \cap \pi(b) = \langle \{a, b\}^+ \rangle_p \), so if \( c \in \{a, b\}^+ \), then (cf. Lemma 7.4.7) \( \{a, b\}^+ \subseteq c^+ \), whence \( x \in \langle \{a, b\}^+ \rangle_p \subseteq \langle c^+ \rangle_p = \pi(c) \), so Corollary 9.2.6 gives \( c \in Z_x \), as required.

(iv). First suppose \( x \in \langle a, b \rangle_p \cap P \). For \( y \in \{a, b\}^+ \), we have \( x \in \langle a, b \rangle_p \cap P \subseteq \langle y \rangle_p \cap P = y^+ \) (cf. Theorem 9.2.5), so \( \{a, b\}^+ \subseteq x^+ \), and hence \( x \in x^+ \subseteq \langle a, b \rangle^+ \) (cf. Lemma 7.4.7). This establishes one inclusion.

For the converse, suppose \( x \in \{a, b\}^+ \). Then \( \{a, b\}^+ \subseteq x^+ \). If \( a \perp b \), then, by Corollary 7.4.12, \( \{a, b\}^+ = ab = \langle a, b \rangle_p \) and we are done. Suppose therefore \( a \not\perp b \). Without loss of generality, we may assume \( x \neq a \). Take \( z \) to be the point of \( P \) on the projective line \( xa \) lying in \( \pi(b) \). By Corollary 9.2.6, we have \( b \in Z_x \). For \( y \in \{a, b\}^+ \), we have \( x \perp y \), so \( z \in xa \subseteq \pi(y) \), whence \( y \in Z_x \) by Corollary 9.2.6 again. This proves \( \{a, b\}^+ \subseteq Z_x \). Consequently, \( b^+ = \{b, \{a, b\}^+ \} \subseteq Z_x \), whence \( z = b \) (cf. Lemma 9.2.12(ii)). We conclude that \( x \), being on the line \( az \), belongs to the projective line \( ab = \langle a, b \rangle_p \).

As \( x \in P \), we have shown \( \{a, b\}^+ \subseteq \langle a, b \rangle_p \cap P \).

Part (ii) of the following result says that, once each polar \( \pi(x) \) is a hyperplane of \( P \), the map \( \pi \) is a quasi-polarity.

**Proposition 9.3.2** Suppose that \( Z \) is a nondegenerate ruled polar space in a thick projective space \( P \). Let \( x \) and \( y \) be points of \( P \).

(i) If the polar \( \pi(x) \) of \( x \) is a hyperplane of \( P \), then \( Z_x = \pi(x) \cap Z \).

(ii) If \( Z \) has empty defect in \( P \) and \( \pi(y) \) is a hyperplane of \( P \), then \( x \in \pi(y) \) implies \( y \in \pi(x) \). In particular, \( \pi \) is a nondegenerate injective quasi-polarity if no image under \( \pi \) coincides with \( P \).

**Proof.** Let \( P \) be the point set of \( Z \).

(i). Assume that \( x \) is a counterexample. As \( Z_x \subseteq P \cap \pi(x) \), there is a point \( p \in P \cap \pi(x) \setminus Z_x \), so \( \pi(x) = \langle Z_x \cup \{p\} \rangle_p \). In particular, \( Z_x \) is a geometric hyperplane of \( Z \); for otherwise, Lemma 9.2.2 gives \( Z_x = P \) contradicting the existence of \( p \). As \( Z \) is nondegenerate of rank at least two, Corollary 8.1.8 implies that \( Z_x \) is a maximal subspace of \( Z \), so \( \langle Z_x \cup \{p\} \rangle_p = P \). But then \( \pi(x) = \langle Z_x \cup \{p\} \rangle_p = \langle P \rangle_p = P \), contradicting the hypothesis that \( \pi(x) \) is a hyperplane.
(ii). Assume that $Z$ has empty defect, that $\pi(y)$ is a hyperplane of $\mathbb{P}$, and that $x \in \pi(y)$. If $\pi(x) = \mathbb{P}$, then clearly $y \in \pi(x)$, so, in view of Lemma 9.2.3, we may assume that $\pi(x)$ is a hyperplane of $\mathbb{P}$. Now both $Z_x$ and $Z_y$ are geometric hyperplanes of $Z$ and hence (again by Corollary 8.1.8) maximal subspaces of $Z$. By Lemma 9.2.12(ii), they are distinct, and so there exists $p \in Z_y \setminus Z_x$. Since $p, x \in \pi(y)$, the projective line $px$ lies in $\pi(y)$, but, as $p \notin Z_x$, it contains a point, $q$, say, of $Z$ distinct from $p$. By Lemma 9.2.12(i), $p^\perp \cap q^\perp = Z_p \cap Z_q \subseteq Z_x$. By (i), $q \in \pi(y) \cap Z = Z_y$, so $y \in \pi(q)$ (cf. Corollary 9.2.6). If $p \perp q$, then $x \in pq \subseteq Z_y$, so $y \in \pi(x)$ and we are done. If not, then Proposition 9.3.1(i) shows $\pi(p) \cap \pi(q) = (p^\perp \cap q^\perp)_P$, so $y \in (p^\perp \cap q^\perp)_P \subseteq (Z_y)_P = \pi(x)$. We have established the first assertion of (ii).

As for the second assertion of (ii), it follows from Lemma 9.2.3 that under the condition that no image of $\pi$ coincides with $\mathbb{P}$, the subspace $\pi(x)$ is a hyperplane of $\mathbb{P}$, so $\pi$ is a nondegenerate quasi-polarity. If $\pi(x) = \pi(y)$, then, by (i), $Z_x = Z_y$, so Lemma 9.2.12(ii) and the assumption that $Z$ has empty defect imply $x = y$. This proves that $\pi$ is injective.

An interesting consequence of the above proposition is the existence of automorphisms of $Z$ induced from perspectivities of $\mathbb{P}$. As the dimension of the ambient projective space $\mathbb{P}$ of $Z$ is at least three, it is Desarguesian and so it has perspectivities; cf. Example 6.1.2.

**Theorem 9.3.3** Let $Z$ be a nondegenerate ruled polar space embedded in the thick projective space $\mathbb{P}$ with empty defect. Let $a \in \mathbb{P}$ be such that its polar $\pi(a)$ is a hyperplane of $\mathbb{P}$. For any two points $b, c$ of $Z$ on a projective line containing $a$, distinct from $a$ and not in $\pi(a)$, the perspectivity $\sigma$ of $\mathbb{P}$ with center $a$ and axis $\pi(a)$ mapping $b$ onto $c$, leaves $Z$ invariant. Moreover, $\sigma$ induces an automorphism on $Z$.

**Proof.** Put $Z = (P, L)$. We claim that, if $x \in P \setminus \pi(a)$ is mapped by $\sigma$ to a point of $Z$, then every line $l \in L$ on $x$ is mapped under $\sigma$ onto a line of $Z$.

This claim suffices for the proof of the theorem as its condition is satisfied for $x = b$, and the collinearity graph of $Z$ restricted to $P \setminus \pi(a)$ is connected (by Theorem 8.1.4), so that the conclusion of the claim can be shown to hold by induction on the distance of $x$ to $b$. (There is nothing to show for lines of $Z$ on $a$, nor for points in $\pi(a)$.)

In order to prove the claim, let $z$ be the unique point in $\pi(a) \cap l$, so $z \in P$. By Proposition 9.3.2(ii), $\pi(z)$ contains $a$. But $\pi(z)$ also contains $x$ and hence all points of $xa$, in particular $\sigma(x)$. As a result, the image $\sigma(x)$ belongs to $P \cap \pi(z) = Z_z$ (cf. Theorem 9.2.5). But then $\sigma(x) \perp z$, so $l$, being $z\sigma(x)$, is a line in $L$. 

In view of Proposition 9.3.2, the remaining task for finding an embedding of $Z$ in the absolute of a nondegenerate quasi-polarity of $\mathbb{P}$ is to prove that
the polar $\pi(x)$ of a point $x$ of $\mathbb{P}$ does not coincide with $\mathbb{P}$. In Theorem 9.3.7 below, we will prove this under the hypothesis that $\dim(\mathbb{P}) \geq 4$. The following lemma may clarify why the case $\dim(\mathbb{P}) = 3$ is hard: it is possible for the geometric hyperplane $Z_x$ not to have lines.

**Lemma 9.3.4** Let $Z$ be a nondegenerate ruled polar space in $\mathbb{P}$ with empty defect. If $x \in \mathbb{P}$ satisfies $\pi(x) = \mathbb{P}$, then $Z_x$ contains no line of $Z$.

**Proof.** Suppose that $x$ is a counterexample, so $\pi(x) = \mathbb{P}$ and $Z_x$ contains a line of $Z$. The collar $Z_x$ is strictly contained in $p^-$ for any point $p$ of $Z$, as $\pi(p) = (p^-)^p$ is a hyperplane of $\mathbb{P}$ by Theorem 9.2.5 and $Z_x \subseteq p^-$ would imply $\mathbb{P} = \pi(x) = (Z_x)^p \subseteq (p^-)^p = \pi(p)$. Thus (cf. Exercise 7.11.25) $Z_x$, being either the point set $P$ of $Z$ or a geometric hyperplane of $Z$ by Lemma 9.2.2, is a nondegenerate polar space. As it contains a line by assumption, it is of rank at least two. Notice that $Z_x$ is ruled by Lemma 9.1.3 as $(Z_x)^p = \pi(x) = \mathbb{P}$ by assumption. Therefore Theorem 9.2.5 applies to $Z_x$ embedded in $\mathbb{P}$. For each point $y \in Z_x$, the tangent hyperplane $\pi(y)$ to $Z$ at $y$ coincides with the tangent hyperplane to $Z_x$ at $y$ (for both are hyperplanes of $\mathbb{P}$ by Theorem 9.2.5 and each line on $y$ in $\pi(y)$ is clearly a tangent of $Z_x$). Let $y \in Z_x$ and $z \in P \setminus y^\perp$. Then $z \in (Z_x)_y$ would imply $z \in ((Z_x)_y)^p \cap P = \pi(y) \cap P = y^\perp$, a contradiction. Hence the projective line $yz$ is not a tangent to $Z_x$ at $y$ and so contains a point $w \in Z_x$ with $w \neq y$. If $s \in y^\perp \cap w^\perp$, then $z \in P \setminus yw \subseteq P \setminus (s^\perp)^p = P \setminus \pi(s) = s^\perp$, so $y^\perp \cap w^\perp \subseteq z^\perp$, whence $z \in \{y, w\}^{\perp\perp}$. According to Proposition 9.3.1(iii), this yields $z \in Z_x$. Therefore $P \setminus y^\perp \subseteq Z_x$. But then, by Corollary 8.1.7, also $P = (P \setminus y^\perp)_Z \subseteq Z_x$, that is, $P = Z_x$, so, by Proposition 9.2.10(ii), $x$ is defective with respect to $Z$, contrary to the assumption that the defect of $Z$ is empty. \qed

**Lemma 9.3.5** Let $Z$ be a nondegenerate ruled polar space in $\mathbb{P}$ with empty defect. Suppose $\dim(\mathbb{P}) \geq 4$. If $x \in \mathbb{P}$ satisfies $\pi(x) = \mathbb{P}$ and $p, q, r$ are points of $Z_x$, then $(p, q, r)^\perp \cap Z \subseteq Z_x$.

**Proof.** By Proposition 9.3.1(iii), (iv), it suffices to deal with the case where $p, q, r$ are not on a single line of $\mathbb{P}$.

Since $\dim(\mathbb{P}) \geq 4$, the subspace $\pi(p) \cap \pi(q) \cap \pi(r)$ contains a line $l$ on $x$. For $y \in l$, the points $p, q, r$ are in $Z_y$.

We claim that there are distinct points $y, z$ on $l$ such that $(p, q, r)^\perp \cap Z \subseteq Z_y \cap Z_z$. Take $s \in \{p, q\}^{\perp\perp}$. Then $s \notin Z_x$, because $Z_x$ contains no lines of $Z$ by Lemma 9.3.4. Hence, $\pi(s)$ intersects $l$ at some point $y$ distinct from $x$. Here, $Z_y$ has rank $\geq 2$ because it contains the line $ps$. Because $y$ is not defective and $Z_y$ is a proper subspace of $Z$ (cf. Theorem 9.2.5), $Z_y$ cannot contain $\{p, q\}^{\perp\perp}$, $p$ and $q$, so there is a point $t \neq s$ in $(p, q)^{\perp\perp}$ such that $\pi(t)$ intersects $l$ in a unique point $z$ distinct from $y$ and $x$. As $Z_y$ has rank $\geq 2$, Lemma 9.3.4 gives that $\pi(y)$ is a hyperplane of $\mathbb{P}$. Moreover, from $p, q, r \in Z_y$, we derive $(p, q, r)^\perp \cap Z \subseteq (Z_y)^\perp \cap Z$ which is equal to $Z_y$ by Proposition 9.3.2(i).
Consequently, \( (p, q, r)_P \cap Z \subseteq Z_y \). The same argument applies with \( z \) instead of \( y \), and so \( (p, q, r)_P \cap Z \subseteq Z_y \cap Z_z \), as claimed.

By Lemma 9.2.12(i), for distinct points \( y, z \) on \( l \), we have \( Z_y \cap Z_z \subseteq Z_x \).

Therefore, \( (p, q, r)_P \cap Z \not\subseteq Z_x \), as required for the proof of the lemma. \( \square \)

**Proposition 9.3.6** Let \( \dim \mathbb{P} \geq 4 \) and let \( Z \) be a nondegenerate ruled polar space in \( \mathbb{P} \) with empty defect. The polar \( \pi(x) \) of each point \( x \in \mathbb{P} \) is a hyperplane of \( \mathbb{P} \).

**Proof.** Let \( P \) be the point set of \( Z \). Suppose that \( x \in \mathbb{P} \) is a counterexample. By Lemma 9.2.3, we have \( \pi(x) = \mathbb{P} \) and by Theorem 9.2.5, \( x \notin P \), whereas, by Lemma 9.3.4, \( Z_x \) contains no line of \( Z \). Since \( x \) is not a defective point with respect to \( Z \), there are distinct points \( p, q \) of \( Z \) such that \( p, q, \) and \( x \) are on a line of \( \mathbb{P} \). Each \( s \in \{p, q\}^\perp \) satisfies \( x \in pq \in \pi(s) \), so \( \{p, q\}^\perp \subseteq Z_x \).

In particular, \( Z_x \), being a geometric hyperplane of \( Z \) (cf. Lemma 9.2.2), also contains a point, \( r \) say, of \( P \setminus \{p, q\}^\perp \). Now, by Lemma 9.3.1(i), \( \langle \{p, q\}^\perp \rangle = \pi(p) \cap \pi(q) \) and, together with \( r \), this set generates a hyperplane \( H \) of \( \mathbb{P} \) (as \( r \notin \{p, q\}^\perp \), we have \( r \notin \pi(p) \) or \( r \notin \pi(q) \)).

We claim that \( H \cap P \subseteq Z_x \). To establish this, let \( s \) be an arbitrary point of \( H \cap P \) other than \( r \). (Obviously, \( r \) belongs to \( Z_x \).) By construction of \( H \), the subspace \( \pi(p) \cap \pi(q) \) is a hyperplane of \( H \), and so the line \( rs \) of \( H \) meets \( \pi(p) \cap \pi(q) \) in some point \( y \). Then \( Z_y \) contains \( r, s \), so there is some point \( t \) in \( \{p, q\}^\perp \) but not in \( Z_y \) (for otherwise \( Z_y \) would contain \( \{p, q\}^\perp, p, q \) and so all of \( P \), contradicting that \( y \) is not defective). This means that there is a point \( u \in P \cap yt \) distinct from \( t \). As \( y \) and \( t \) belong to \( \pi(p) \cap \pi(q) \), so does \( u \). Consequently, the lines \( pu \) and \( qu \) are tangents to \( Z \) at \( p \) and \( q \), respectively, and, as \( u \in P \), this forces \( u \in \{p, q\}^\perp \), whence \( u \in Z_x \). Moreover, \( s \in ty \subseteq \langle r, t, u \rangle \cap P \). By Lemma 9.3.5, \( \langle r, t, u \rangle \cap P \subseteq Z_x \), so we find \( s \in Z_x \), proving the claim \( H \cap P \subseteq Z_x \).

As \( H \) is a hyperplane of \( \mathbb{P} \), the intersection \( H \cap P \) is a geometric hyperplane of \( Z \) (cf. Proposition 9.1.11). Since \( \rk(Z) \geq 2 \), it is a maximal subspace of \( Z \) (by Proposition 8.1.6). As \( Z_x \neq P \) (for \( x \) is not defective), we find \( H \cap P = Z_x \). But then \( \mathbb{P} = \pi(x) = (Z_x)_P = (H \cap P)_P \subseteq H \), a contradiction with \( H \) being a hyperplane of \( \mathbb{P} \). \( \square \)

**Theorem 9.3.7** Let \( Z \) be a nondegenerate ruled polar space in a thick projective space \( \mathbb{P} \) with empty defect. If \( \dim \mathbb{P} \geq 4 \), then \( \pi \) is a nondegenerate injective quasi-polarity of \( \mathbb{P} \).

**Proof.** Let \( x \) be a point of \( \mathbb{P} \). By Proposition 9.3.6, its polar \( \pi(x) \) is a hyperplane of \( \mathbb{P} \). It follows from Proposition 9.3.2(ii) that \( \pi \) is a nondegenerate injective quasi-polarity. \( \square \)
Recall that Lemma 9.2.7 implies that, in the setting of Theorem 9.3.7, the space $Z$ is a subspace of the polar space $P_{\pi}$. In Exercise 9.6.5 the reader is asked to prove that $\pi$ is the unique polarity with this property.

9.4 Technical results on division rings

In the next sections, it will be shown that even in a projective space $P$ of dimension three, an embedded polar space is the subspace of the absolute of a polarity of $P$. In other words, Theorem 9.3.7 also holds if $\dim(P) = 3$. The proof of this fact is harder than the one given for higher dimensions. It will be given in Theorem 9.5.7 and needs the algebraic machinery of this section. Throughout this section, $D$ is a division ring.

**Lemma 9.4.1** If $\alpha$ is a surjective map $D \to D$ satisfying

(i) $\alpha(x + y) = \alpha(x) + \alpha(y)$,
(ii) $\alpha(x^{-1}) = \alpha(x)^{-1}$ whenever $x$ is nonzero,
(iii) $\alpha(1) = 1$

for all $x, y \in D$, then $\alpha$ is an automorphism or an anti-automorphism of $D$.

**Proof.** We provide a proof in five steps.

**Step 1.** All nonzero $a, b \in D$ with $ab \neq 1$ satisfy the **Hua identity**

$$a - (a^{-1} + (b^{-1} - a)^{-1})^{-1} = aba.$$ 

Due to the assumptions, the expression $a^{-1} + (b^{-1} - a)^{-1}$ is well defined. Factor out $a^{-1}$ to the left and $(b^{-1} - a)^{-1}$ to the right:

$$a^{-1} + (b^{-1} - a)^{-1} = a^{-1}((b^{-1} - a) + a)(b^{-1} - a)^{-1} = a^{-1}b^{-1}(b^{-1} - a)^{-1}.$$ 

Inspection of the right hand side shows that we have a nonzero element of $D$ at hand. Taking inverses, we find

$$(a^{-1} + (b^{-1} - a)^{-1})^{-1} = (b^{-1} - a)b a = a - aba,$$

whence Step 1.

**Step 2.** For all $a, b \in D$, we have $\alpha(aba) = \alpha(a)\alpha(b)\alpha(a)$.

Let $x \in D$. From (i) we find $\alpha(0) + \alpha(x) = \alpha(x)$ and $\alpha(0) = \alpha(x) + \alpha(-x)$, which directly imply $\alpha(0) = 0$ and $\alpha(-x) = -\alpha(x)$. When we apply $\alpha$ to the right hand side of the Hua identity in Step 1, Conditions (i) and (ii) and the above observation allow us to interchange $\alpha$ each time with the operations of subtracting, taking inverses, and addition. So we end up with an expression like the one we started with, but with $a$ replaced by $\alpha(a)$ and $b$
replaced by \( \alpha(b) \). According to the Hua identity, the resulting left side equals \( \alpha(a)\alpha(b)\alpha(a) \) and so \( \alpha(aba) = \alpha(a)\alpha(b)\alpha(a) \). Observe that this equation is also true if \( a \) or \( b \) are 0. If \( ab = 1 \), then the left side of the identity of Step 2 is equal to \( \alpha(a) \). As \( \alpha(a)\alpha(b)\alpha(a) = \alpha(a)\alpha(a)^{-1}\alpha(a) = \alpha(a)\alpha(a)(a) = \alpha(a) \), the equation of Step 2 holds for all \( a, b \in \mathbb{D} \).

**Step 3.** For all \( a, b \in \mathbb{D} \), we have \( \alpha(ab) + \alpha(ba) = \alpha(a)\alpha(b) + \alpha(b)\alpha(a) \).

Setting \( b = 1 \) in the equation of Step 2, we find \( \alpha(a^2) = \alpha(a)^2 \). Replacing \( a \) by \( a + b \), using (i), and subtracting quadratic terms, we derive

\[
\alpha(ab + ba) = \alpha((a + b)^2 - a^2 - b^2) = (\alpha(a) + \alpha(b))^2 - \alpha(a)^2 - \alpha(b)^2 \\
= \alpha(a)\alpha(b) + \alpha(b)\alpha(a).
\]

**Step 4.** All \( a, b \in \mathbb{D} \) satisfy \( \alpha(ab) = \alpha(a)\alpha(b) \) or \( \alpha(b)\alpha(a) \).

For \( a = 0 \) or \( b = 0 \), the assertion is trivially true, so let \( a \) and \( b \) be nonzero. Consider

\[
(1 - \alpha(a)\alpha(b)\alpha((ab)^{-1})) (\alpha(ab) - \alpha(b)\alpha(a)).
\] (9.1)

Expanding this expression yields

\[
\alpha(ab) - \alpha(b)\alpha(a) - \alpha(a)\alpha(b) + \alpha(a)\alpha(b)\alpha((ab)^{-1})\alpha(b)\alpha(a).
\]

Applying Step 2 twice to the last summand, we find

\[
\alpha(a)\alpha(b)\alpha((ab)^{-1})\alpha(b)\alpha(a) = \alpha(a)\alpha(b(ab)^{-1}b)\alpha(a) = \alpha(ab(ab)^{-1}b)\alpha(a) = \alpha(ba).
\]

Therefore, Expression (9.1) is equal to \( \alpha(ab) - \alpha(b)\alpha(a) - \alpha(a)\alpha(b) + \alpha(ba) \), which is zero by Step 3. As (9.1) is a product, one of the factors must vanish. This proves Step 4.

**Step 5.** We conclude the proof by contradiction. Observe that \( \alpha \) will be bijective if it is a homomorphism or an antihomomorphism, as it is assumed to be surjective and a nontrivial kernel would conflict with \( \mathbb{D} \) being a division ring. So, if the lemma does not hold, then, in view of Step 4, there are four elements \( a, b, c, d \) in \( \mathbb{D} \) such that

\[
\alpha(ab) = \alpha(a)\alpha(b) \neq \alpha(b)\alpha(a) \text{ and } \alpha(cd) = \alpha(d)\alpha(c) \neq \alpha(c)\alpha(d).
\] (9.2)

Let \( x \in \mathbb{D} \). By Step 4 applied to \( a \) and \( b + x \), we have

\[
\alpha(a(b + x)) = \alpha(a)\alpha(b + x) = \alpha(a)\alpha(b) + \alpha(a)\alpha(x) \quad \text{or} \quad (9.3)\\n\alpha(a(b + x)) = \alpha(b + x)\alpha(a) = \alpha(b)\alpha(a) + \alpha(x)\alpha(a). \quad (9.4)
\]

The left hand side in either case is equal to \( \alpha(a)\alpha(b) + \alpha(ax) \). If Equation (9.3) holds, we have \( \alpha(ax) = \alpha(a)\alpha(x) \). If Equation (9.4) holds, we must have
\( \alpha(ax) \neq \alpha(x)\alpha(a) \), as \( \alpha(a)\alpha(b) \neq \alpha(b)\alpha(a) \). In view of Step 4, this means that \( \alpha(ax) = \alpha(a)\alpha(x) \). So we always have \( \alpha(ax) = \alpha(a)\alpha(x) \). The same method is used on the expressions \( \alpha((a+x)b) \), \( \alpha(c(d+x)) \), and \( \alpha((c+x)d) \). Collecting all four cases, we find:

\[
\begin{align*}
\alpha(ax) &= \alpha(a)\alpha(x), \\
\alpha(xb) &= \alpha(x)\alpha(b), \\
\alpha(cx) &= \alpha(x)\alpha(c), \\
\alpha(xd) &= \alpha(d)\alpha(x).
\end{align*}
\]

(9.5) \( (9.6) \) \( (9.7) \) \( (9.8) \)

Set \( x = d \) in Equation (9.5) and \( x = a \) in Equation (9.8); set also \( x = c \) in Equation (9.6) and \( x = b \) in Equation (9.7). We obtain

\[
\alpha(a)\alpha(d) = \alpha(d)\alpha(a) \quad \text{and} \quad \alpha(c)\alpha(b) = \alpha(b)\alpha(c).
\]

(9.9)

According to whether \( \alpha((a+c)(b+d)) = \alpha(a+c)\alpha(b+d) \) or \( \alpha(b+d)\alpha(a+c) \), we have

\[
\alpha((a+c)(b+d)) = \alpha(a)\alpha(b) + \alpha(a)\alpha(d) + \alpha(c)\alpha(b) + \alpha(c)\alpha(d),
\]

(9.10)

or

\[
\alpha((a+c)(b+d)) = \alpha(b)\alpha(a) + \alpha(d)\alpha(a) + \alpha(b)\alpha(c) + \alpha(d)\alpha(c).
\]

(9.11)

A direct computation of the common left hand side of (9.10) and (9.11) gives

\[
\alpha(ab) + \alpha(ad) + \alpha(cb) + \alpha(cd) = \alpha(a)\alpha(b) + \alpha(a)\alpha(d) + \alpha(c)\alpha(b) + \alpha(d)\alpha(c).
\]

Equation (9.10) would give \( \alpha(c)\alpha(d) = \alpha(d)\alpha(c) \) which contradicts (9.2). In view of Equation (9.9), Equation (9.11) would give \( \alpha(a)\alpha(b) = \alpha(b)\alpha(a) \), which contradicts (9.2) again. This establishes the lemma.

We recall from Example 1.8.16 that \( Z(\mathbb{D}) \) denotes the center of \( \mathbb{D} \), that is, the subring (with identity element) of all elements commuting with each element of \( \mathbb{D} \).

**Theorem 9.4.2** Let \( \alpha \) be an automorphism of \( \mathbb{D} \) such that \( \alpha^2 = \text{id} \). If \( x\alpha(x), x + \alpha(x) \in Z(\mathbb{D}) \) for all \( x \in \mathbb{D} \), then \( \mathbb{D} \) is commutative.

**Proof.** For an automorphism \( \gamma \) of \( \mathbb{D} \) and for \( \varepsilon = \pm \), denote by \( \mathbb{D}^{\varepsilon}_{\gamma} \) the subset \( \{ x \in \mathbb{D} \mid \gamma(x) = \varepsilon x \} \) of \( \mathbb{D} \). We proceed in four steps.

**Step 1.** If \( \gamma \) is a non-identity automorphism of \( \mathbb{D} \) with \( \gamma^2 = \text{id} \) and \( x + \gamma(x) \in Z(\mathbb{D}) \) for all \( x \in \mathbb{D} \), then \( \mathbb{D}^{+}_{\gamma} \subseteq Z(\mathbb{D}) \).

Let \( z \in \mathbb{D}^{+}_{\gamma} \). Notice that \( 2z = z + \gamma(z) \in Z(\mathbb{D}) \). Hence, if \( \text{char}(\mathbb{D}) \neq 2 \), then \( z \in Z(\mathbb{D}) \), as required.
Suppose, therefore, char(\(\mathbb{D}\)) = 2. By assumption, there is \(\lambda \in \mathbb{D}\) such that \(\gamma(\lambda) \neq \lambda\). Now \(z(\lambda + \gamma(\lambda)) = z\lambda + \gamma(z\lambda) \in Z(\mathbb{D})\) and \(\lambda + \gamma(\lambda) \neq \lambda + \lambda = 0\), so \(z = (z\lambda + \gamma(z\lambda))(\lambda + \gamma(\lambda))^{-1} \in Z(\mathbb{D})\).

**Step 2.** Assume that \(\mathbb{D}\) is not commutative. If \(\alpha = \text{id}\), then there exists an automorphism \(\beta\) of \(\mathbb{D}\), with \(\beta \neq \text{id}\), \(\beta^2 = \text{id}\), and \(x + \beta(x) \in Z(\mathbb{D})\) for all \(x \in \mathbb{D}\), such that \(Z(\mathbb{D}) = \mathbb{D}_\beta^+\).

As \(\mathbb{D}\) is not commutative, there exists \(\lambda \in \mathbb{D} \setminus Z(\mathbb{D})\). The conditions on \(\alpha\) imply \(2x \in Z(\mathbb{D})\) and \(x^2 \in Z(\mathbb{D})\) for all \(x \in \mathbb{D}\). In particular, the characteristic of \(\mathbb{D}\) is equal to two and \(\lambda^2 \in Z(\mathbb{D})\).

The inner automorphism \(\beta : \mathbb{D} \to \mathbb{D}\) given by \(\beta(x) = \lambda x \lambda^{-1}\) satisfies \(\beta \neq \text{id}\). As \(\beta^2 = \text{id}\) and \(\lambda^2 \in Z(\mathbb{D})\), we have \(\beta^2 = \text{id}\). Also, \((\lambda + x\lambda^{-1})^2 \in Z(\mathbb{D})\) and so \(x + \beta(x) = (\lambda + x\lambda^{-1})^2 - \lambda^2 = (x\lambda^{-1})^2\) lies in \(Z(\mathbb{D})\).

Clearly, \(Z(\mathbb{D}) \subseteq \{x \in \mathbb{D} \mid \lambda x \lambda^{-1} = x\} = \mathbb{D}_\beta^+\) and, by Step 1, \(\mathbb{D}_\beta^+ \subseteq Z(\mathbb{D})\).

**Step 3.** The theorem holds if \(\mathbb{D}\) has characteristic two.

Assume the contrary, so \(\mathbb{D}\) is not commutative, and, in view of Step 2, there is a non-identity automorphism \(\gamma\) of \(\mathbb{D}\) as in Step 1 (namely, \(\alpha \neq \text{id}\) and \(\beta\) otherwise). For \(x \in \mathbb{D}\), write \(x_\gamma = x + \gamma(x)\), so \(x_\gamma \in \mathbb{D}_\gamma^+\).

By Step 1, \(\mathbb{D}_\gamma^+\) is commutative. Fix \(x \in \mathbb{D}\) with \(\gamma(x) \neq x\). Then \(x_\gamma \neq 0\) as char(\(\mathbb{D}\)) = 2. We claim that every \(y \in \mathbb{D} \setminus \mathbb{D}_\gamma^+\) belongs to the subfield \(Z(\mathbb{D})(x)\). For, \(xy + (xy)_\gamma = \gamma(xy) = \gamma(x)\gamma(y) = (x + x_\gamma)(y + y_\gamma) = xy + x_\gamma y + x y_\gamma + x_\gamma y_\gamma\), whence \(x_\gamma y + xy_\gamma = (xy)_\gamma + x_\gamma y_\gamma \in \mathbb{D}_\gamma^+\), so \(y = x_\gamma^{-1}(x_\gamma y + xy_\gamma)) + x_\gamma^{-1}xy_\gamma \in \mathbb{D}_\gamma^+(x)\), and the claim follows from Step 1. We conclude that \(Z(\mathbb{D})(x)\) is commutative.

**Step 4.** The theorem holds if \(\mathbb{D}\) has characteristic distinct from two.

Assume the contrary. As before, by Step 2, there is a non-identity automorphism \(\gamma\) of \(\mathbb{D}\) satisfying the properties of Step 1. As \(2x = (x + \gamma(x)) + (x - \gamma(x))\), the division ring decomposes as \(\mathbb{D} = \mathbb{D}_\gamma^+ + \mathbb{D}_\gamma^-\). But \((\mathbb{D}_\gamma^-)^2 \subseteq \mathbb{D}_\gamma^+\), for \(x \in \mathbb{D} \setminus \{0\}\), we have \(x^{-1} = x^{-2} \cdot x \in \mathbb{D}_\gamma^- x\). If \(y\) is also in \(\mathbb{D}_\gamma^-\), then \(yx^{-1} \in \mathbb{D}_\gamma^+\) and so \(y \in \mathbb{D}_\gamma^+ x\). Therefore \(\mathbb{D}_\gamma^- = \mathbb{D}_\gamma^+ x\), which implies \(\mathbb{D} = \mathbb{D}_\gamma^+ + \mathbb{D}_\gamma^- x\). As \(\mathbb{D}_\gamma^- \subseteq Z(\mathbb{D})\) by Step 1, it follows that \(\mathbb{D}\) is commutative, and we have reached a final contradiction.

\[\square\]

### 9.5 Embedding in 3-dimensional space

Until the final theorem of this section, we let \(\mathbb{P}\) be a thick projective space of dimension three. By Theorem 6.3.1, there is a division ring \(\mathbb{D}\) such that \(\mathbb{P} = \mathbb{P}(\mathbb{D})\). Let \(Z = (P, L)\) be a nondegenerate ruled polar space in \(\mathbb{P}\) with empty defect (cf. Definition 9.2.9). Then \(Z\) has rank at least two and, according to Proposition 7.5.3(i) and Lemma 9.1.2, its rank is at most two, so \(Z\) is a generalized quadrangle. We want to show that \(\pi\) as constructed
in Definition 9.2.1 is a polarity of $\mathbb{P}$. Lemma 9.2.7 then implies that $Z$ is a subspace of $\mathbb{P}_\pi$.

By Proposition 9.3.2, this is equivalent to showing that $\pi(p)$ is a plane for each point $p$ of $\mathbb{P}$. In fact, this is known to hold for $p \in P$ (cf. Theorem 9.2.5), so we only need verify that $\pi(p)$ is a plane for $p \in P \setminus P$.

The proof occupies the greater part of this section and results in Theorem 9.5.7. The section ends with a combination of this result with those for the higher dimensional embeddings in Theorem 9.5.8. It starts with the action of $\pi$ on lines of $\mathbb{P}$ that are secants of $Z$.

**Definition 9.5.1** A line of $\mathbb{P}$ is called a **secant** of $Z$ if it intersects $P$ in at least two points and is not tangent to $Z$.

For a secant line $l$ of $Z$, we define $\pi(l)$ to be the intersection of all planes $\pi(x)$ with $x \in l \cap P$. We call it the **polar line** of $l$.

A secant line of $Z$ is a line of $\mathbb{P}$ but not a line of $Z$. By Proposition 9.3.1(ii), polar lines are lines of $\mathbb{P}$ of the form $\pi(a) \setminus \pi(b)$ for non-collinear points $a, b$ of $Z$.

**Lemma 9.5.2** If $l$ is a secant line of $Z$, then so is $\pi(l)$, and $\pi(\pi(l)) = l$.

**Proof.** If $a$ and $b$ are distinct points in $l \cap P$, then $\{a, b\} \subseteq \pi(a) \cap \pi(b) \cap P \subseteq \pi(l) \cap P$, so $\pi(l)$ has at least two points of $Z$. As $Z$ has rank two, $\pi(l)$ cannot be a line of $Z$, so $\pi(l)$ is again a secant line.

The last statement is immediate from $a, b \in \pi(\pi(l))$. \qed

We first consider the case where all secants have exactly two points on $Z$. Recall that quadrics have been introduced in Definition 7.8.1.

**Theorem 9.5.3** Let $D$ be a division ring. Suppose that $Z$ is a nondegenerate ruled polar space in $\mathbb{P} = \mathbb{P}(D^4)$ with empty defect. If all secants of $Z$ have exactly two points on $Z$, then $D$ is commutative, the polar map $\pi$ is a polarity, and $Z$ is a quadric which is a subspace of the absolute $\mathbb{P}_\pi$.

**Proof.** Write $Z = (P, L)$. For $p \in P$, Lemma 9.2.4 tells us that the polar $\pi(p)$ with respect to $Z$ is a hyperplane of $\mathbb{P}$ containing $p$ and hence of the form $(p, x, y)$ for any two non-collinear points $x$ and $y$ in $p^\perp$. We proceed in four steps.

**Step 1.** Each point of $Z$ is on exactly two lines of $Z$.

If $p \in P$ is on more than two lines of $Z$, then the plane $\pi(p)$ contains at least three lines of $Z$ through $p$ and so the hypothesis of the theorem is contradicted by any line in $\pi(p)$ not on $p$ (such a line does not belong to $L$ as $Z$ is a generalized quadrangle). Moreover, $p$ cannot be on a single line $l$ of
Z, for otherwise \( p^\perp \subseteq l^\perp \), contradicting that Z is nondegenerate (cf. Lemma 7.4.8(iii)).

**Step 2.** There is a partition of L in two families \( F_1, F_2 \) such that

1. for each \( i \in \{2\} \), the members of \( F_i \) partition \( P \);
2. each \( l \in F_1 \) and each \( m \in F_2 \) have a common point.

Fix a line \( n \) of \( Z \). Let \( F_1 \) be the set of lines of \( Z \) intersecting \( n \) in exactly one point. For each point \( p \in n \), the unique line of \( Z \) on \( p \) distinct from \( n \), is in \( F_1 \). If \( p \in P \setminus n \), then \( p^\perp \) intersects \( n \) in a unique point \( q \) and so \( pq \) is the only line on \( p \) in \( F_1 \). Therefore \( F_1 \) partitions \( P \). Let \( F_2 \) be the set of lines not in \( F_1 \). It partitions the point set as well, in view of Step 1. So (1) holds.

As for (2), let \( l \in F_1 \), \( m \in F_2 \). Take \( c \in m \). If \( l \cap m \neq \emptyset \), we are done, so suppose \( c \notin l \). Now \( c^\perp \) contains a line \( k \) on \( c \) intersecting \( l \). As \( l \in F_1 \), we must have \( k \in F_2 \), so both \( k \) and \( m \) belong to \( F_2 \) and contain \( c \). Therefore, (1) forces \( k = m \). In particular, \( l \cap m \) is non-empty.

**Step 3.** The division ring \( \mathbb{D} \) is commutative and the point set of the quadric \( \mathbb{P}_\kappa \) of \( \mathbb{P} \) corresponding to the quadratic form \( \kappa \) on \( \mathbb{D}^4 \) given by \( \kappa(x) = x_1 x_4 - x_2 x_3 \) is contained in \( P \).

It is not hard (cf. Exercise 9.6.11) to show that there is a basis \( e_1, e_2, e_3, e_4 \) of the right vector space \( \mathbb{D}^4 \) such that \( l = \langle e_1, e_2 \rangle \in F_1 \), \( l' = \langle e_3, e_4 \rangle \in F_1 \), \( l'' = \langle e_1 + e_3, e_2 + e_4 \rangle \in F_1 \), \( m = \langle e_1, e_3 \rangle \in F_2 \) and \( m' = \langle e_2, e_4 \rangle \in F_2 \); cf. Figure 9.5. For each scalar \( \lambda \in \mathbb{D} \), consider the point

\[
\mathcal{p} := \langle e_1 + e_3 + (e_2 + e_4)\lambda \rangle \quad \text{on} \quad l'.
\]

By Step 2, the line \( m_p \) of \( F_2 \) containing \( p \) must be the intersection of the planes \( \langle p, l \rangle \) and \( \langle p, l' \rangle \) whose equations are, respectively,

\[
\lambda x_3 = x_4 \quad \text{and} \quad \lambda x_1 = x_2.
\]
Thus, for any choice of scalars \( \lambda, \mu \in \mathbb{D} \), the point
\[
(1 : \lambda : \mu : \lambda \mu)
\] (9.12)
lies on such a line \( m_p \) and so belongs to \( P \). Taking \( \lambda = 1 \) in the expression for \( p \), we find that \( m_p \) becomes the line \( m'' = \langle e_1 + e_2, e_3 + e_4 \rangle \). This shows that the triples \( l, l', l'' \) and \( m, m', m'' \) play symmetric roles. More precisely, it shows that we may fix \( e_1, e_4 \) and interchange \( e_2, e_3 \) in the arguments above. As a result, we find a line of \( Z \) as the intersection of the planes \( \mu x_2 = x_4 \) and \( \mu x_1 = x_3 \). This line contains the point
\[
(1 : \lambda : \mu : \lambda \mu).
\] (9.13)

The planes \( x_2 = \lambda x_1 \) and \( x_3 = \mu x_1 \) intersect in a projective line \( t \) containing \( \langle e_4 \rangle \). The plane \( \pi(\langle e_4 \rangle) \) is given by the equation \( x_1 = 0 \), and so meets the line \( t \) in \( \langle e_4 \rangle \). In particular, \( t \) is not contained in \( \pi(\langle e_4 \rangle) \) and Theorem 9.2.5 shows that \( t \) is a secant of \( Z \). Now the points given in (9.12) and (9.13) are distinct \( \pi(\langle e_4 \rangle) \) and belong to \( t \), so they must coincide. Inspection of the fourth coordinate shows \( \lambda \mu = \mu \lambda \), from which we conclude that \( \mathbb{D} \) is commutative.

Finally, suppose \( \langle x \rangle \in \mathbb{P}_k \). If \( x_1 = 0 \), then \( \kappa(x) = 0 \) implies \( x_2 = 0 \) or \( x_3 = 0 \), so \( \langle x \rangle \in \langle e_3, e_4 \rangle \cup \langle e_2, e_4 \rangle = l' \cup m' \subseteq P \). Otherwise, we can take \( x_1 = 1 \), so \( \kappa(x) = 0 \) forces \( x_4 = x_2 x_3 \) and \( \langle x \rangle = (1 : x_2 : x_3 : x_2 x_3) \in P \). This establishes that the point set of \( \mathbb{P}_k \) is contained in \( P \).

**Step 4. The quadric and the polarity.**

From Step 3 we know that the point set of \( \mathbb{P}_k \) is contained in \( P \). The quadric \( \mathbb{P}_k \) has the same (two) lines on \( \langle e_1 \rangle \) as \( Z \), hence the same secants, and on each of these secants it has the same points as \( Z \). Hence \( Z \) coincides with \( \mathbb{P}_k \). It is embedded in the absolute of the polarity \( \delta_f \) determined by the form \( f \) given by
\[
f(x, y) = x_1 y_4 + x_4 y_1 - x_2 y_3 - x_3 y_2.
\]
On the other hand, the polar map \( \pi \) is readily checked to coincide with \( \delta_f \), and so is a polarity. The fact that \( Z \) is a subspace of \( \mathbb{P}_k \) now follows from Lemma 9.2.7 (or from Example 7.8.1).

**Remark 9.5.4** In view of Theorem 9.5.3, we may assume the existence of a secant intersecting \( P \) in at least three points. Therefore, there exists a basis \( e_1, e_2, e_3, e_4 \) of \( \mathbb{D}^4 \) such that \( \langle e_1 \rangle, \langle e_2 \rangle, \langle e_3 \rangle, \langle e_4 \rangle, \langle e_2 + e_4 \rangle \) are points of \( Z \), with (see Figure 9.6)
\[
\langle e_1 \rangle \perp \langle e_2 \rangle \perp \langle e_3 \rangle \perp \langle e_4 \rangle \perp \langle e_1 \rangle \text{ and } \langle e_1 \rangle \perp \langle e_2 + e_4 \rangle \perp \langle e_3 \rangle.
\] (9.14)
By means of a coordinate transformation of \( \mathbb{D}^4 \), we can (and will) arrange for \( e_1, e_2, e_3, e_4 \) to be the standard basis. Consequently, each point \( p \) on \( \langle e_1, e_2 \rangle \) other than \( \langle e_1 \rangle \) can be written \( p = (\lambda : 1 : 0 : 0) \) for some \( \lambda \in \mathbb{D} \).
Fig. 9.6. A configuration of points and lines related to $Z$ in the case of a secant with three points of $Z$. Full lines are lines of $Z$. Now $p^+$ meets $\langle e_3, e_4 \rangle$ in a unique point, denoted by $\alpha(p)$, with coordinates $\alpha(p) = (0 : 0 : 1 : \alpha(\lambda))$ for some $\alpha(\lambda) \in \mathbb{D}$. In particular,

$$\langle \lambda : 1 : 0 : 0 \rangle \perp \langle 0 : 0 : 1 : \alpha(\lambda) \rangle.$$  \hspace{1cm} (9.15)

As $\alpha(\langle e_2 \rangle) = \langle e_3 \rangle$, we have $\alpha(0) = 0$. Clearly, $\alpha : \langle e_1, e_2 \rangle \to \langle e_3, e_4 \rangle$ is a bijection and so is the map $\alpha : \mathbb{D} \to \mathbb{D}$. After replacing $e_3$ by a suitable scalar multiple, we can (and will) assume $\alpha(1) = 1$. We will maintain this set-up until the end of the proof of Lemma 9.5.6.

**Proposition 9.5.5** Suppose that $Z$ is a nondegenerate ruled polar space in $\mathbb{P} = \mathbb{P}(\mathbb{D}^4)$ having a secant with at least three points on $Z$. The map $\alpha$ on $\mathbb{D}$ is an anti-automorphism of $\mathbb{D}$ with $\alpha^2 = \text{id}$.

**Proof.** The proof is long and uses the perspectivity $\sigma$ of $\mathbb{P}$ with center $\langle e_2 \rangle$ and axis $\pi(\langle e_2 \rangle)$ mapping $\langle e_4 \rangle$ to $\langle e_2 + e_4 \rangle$. By Theorem 9.3.3, it leaves $Z$ invariant. Observe that $\pi(\langle e_2 \rangle) = \langle e_1, e_2, e_3 \rangle$. Here is an algebraic description of $\sigma$, where, as usual, $x = e_1 x_1 + e_2 x_2 + e_3 x_3 + e_4 x_4 \in \mathbb{D}^4$.

$$\sigma(\langle x \rangle) = (x_1 : x_2 + x_4 : x_3 : x_4).$$  \hspace{1cm} (9.16)

Fix $\lambda \in \mathbb{D}$. For $p$ as in Remark 9.5.4, the tangent plane $\pi(p)$ is given by

$$\pi(\lambda : 1 : 0 : 0) = \{ \langle x \rangle \mid x_4 = \alpha(\lambda) x_3 \}.$$  \hspace{1cm} (9.17)

Let $\sigma_\lambda$ be the perspectivity with center $p$, and axis $\pi(p)$ mapping $\langle e_2 + e_4 \rangle$ to a point $\langle e \rangle$ of $\langle e_1, e_4 \rangle$ (see Figure 9.7). Again by Theorem 9.3.3, it leaves $Z$ invariant. As $\langle e \rangle$ lies on $\langle e_1, e_4 \rangle$ and $\langle p, e_2 + e_4 \rangle$, we can take $e = e_4 - e_1 \lambda$. Consequently,

$$\sigma_\lambda(\langle x \rangle) = (x_1 + \lambda \alpha(\lambda) x_3 - \lambda x_4 : x_2 + \alpha(\lambda) x_3 - x_4 : x_3 : x_4).$$  \hspace{1cm} (9.18)
Now $\pi(\langle e_2 + e_4 \rangle)$ is the plane $\langle e_1, e_3, e_2 + e_4 \rangle$, alternatively given by

$$\pi(\langle e_2 + e_4 \rangle) = \{ (x) \mid x_2 = x_4 \}. \quad (9.19)$$

The image of this plane under $\sigma_\lambda$ is the plane $\langle e_1, e_4, e_2\alpha(\lambda) + e_3 \rangle$, which has equation $x_2 = \alpha(\lambda)x_3$. For this plane, $\sigma_\lambda \pi(\langle e_2 + e_4 \rangle) = \pi(\sigma_\lambda(\langle e_2 + e_4 \rangle)) = \pi(\langle e \rangle)$. Hence, the tangent plane at $\langle e \rangle$ is

$$\pi(-\lambda: 0: 0: 1) = \{ (x) \mid x_2 = \alpha(\lambda)x_3 \}. \quad (9.20)$$

We will also use $\sigma_\lambda\sigma$. In its action on $Z$, it leaves $\langle e_1, e_4 \rangle$ invariant. It is determined by the equation

$$\sigma_\lambda\sigma(x) = (x_1 + \lambda\alpha(\lambda)x_3 - \lambda x_4 : x_2 + \alpha(\lambda)x_3 : x_3 : x_4). \quad (9.21)$$

We need seven steps to finish the proof.

**Step 1.** $\alpha(\lambda + \mu) = \alpha(\lambda) + \alpha(\mu)$ for all $\lambda, \mu \in D$. Using Equation (9.21) for both $\lambda$ and $\mu$ in $D$, we obtain that $\sigma_\mu\sigma_\lambda\sigma(\langle e \rangle)$ is equal to

$$(x_1 + (\lambda\alpha(\lambda) + \mu\alpha(\mu))x_3 - (\lambda + \mu)x_4 : x_2 + (\alpha(\lambda) + \alpha(\mu))x_3 : x_3 : x_4).$$

In particular, $\sigma_\mu\sigma_\lambda\sigma(\langle e_4 \rangle) = \langle e_4 - e_1(\lambda + \mu) \rangle$. As $\pi(\langle e_4 \rangle) = \langle e_1, e_3, e_4 \rangle$, its transform $\sigma_\mu\sigma_\lambda\sigma$ is

$$\sigma_\mu\sigma_\lambda\sigma\pi(\langle e_4 \rangle) = \langle e_1, e_4, e_2(\alpha(\lambda) + \alpha(\mu)) + e_3 \rangle,$$

whose equation is $x_2 = (\alpha(\lambda) + \alpha(\mu))x_3$. On the other hand, it must also coincide with $\pi(\sigma_\mu\sigma_\lambda\sigma\langle e_4 \rangle) = \pi(\langle e_4 - e_1(\lambda + \mu) \rangle)$, which, by Equation (9.20), is given by $x_2 = \alpha(\lambda + \mu)x_3$. Hence Step 1.
Step 2. \( \alpha^2 = \text{id} \).

Taking \( \lambda = 1 \) in Equation (9.20), we see that \( \pi(-1:0:0:1) \) is given by \( x_2 = x_3 \). This plane intersects the line \( \langle e_2, e_3 \rangle \) of \( Z \) in \( (0:1:1:0) \) and so
\[
(-1:0:0:1) \perp (0:1:1:0).
\]

Let \( l \) be the line on these two points, so \( l \) is a line of \( Z \). It contains the point \( u = (-\alpha(\lambda):1:1:\alpha(\lambda)) \).

Now consider the points \( v = (\alpha(-\lambda):1:0:0) \) and \( w = (0:0:1:\alpha(\lambda)) = \alpha(p) \). Clearly, \( u, v, \) and \( w \) are on a projective line. Moreover, \( v \) and \( w \), lying on the lines \( \langle e_1, e_2 \rangle \) and \( \langle e_3, e_4 \rangle \), respectively, of \( Z \), are points of \( Z \). Therefore, according to Proposition 9.3.1(ii), the tangent planes \( \pi(u), \pi(v), \pi(w) \) have the line \( \pi(v) \cap \pi(w) \) in common. Here, \( \pi(v) \) is given by \( x_4 = \alpha(-\alpha(\lambda))x_3 \) (cf. Equation (9.17)) and \( \pi(w) \) by \( x_1 = \lambda x_2 \) (for, \( w \perp \langle e_3, e_4, e_1 \lambda + e_2 \rangle \) by (9.15)). Notice that \( \alpha(-\alpha(\lambda)) = -\alpha^2(\lambda) \) in view of Step 1. We have shown
\[
\pi(v) \cap \pi(w) = \langle e_1 \lambda + e_2, e_4 - e_3 \alpha^2(\lambda) \rangle.
\]

Both \( l \) and the projective line \( \pi(v) \cap \pi(w) \) are in \( \pi(u) \), so they intersect in a point \( (-a, b, b, a) = (\lambda c, c, d, -\alpha^2(\lambda)d) \) for certain scalars \( a, b, c, d \in \mathbb{D} \).

This gives \( a = -\alpha^2(\lambda)d = -\lambda c \) and \( b = c = d \), whence \( \alpha^2(\lambda) = \lambda \) for all \( \lambda \in \mathbb{D} \). This settles Step 2.

Step 3. \( \alpha(\lambda^{-1}) = (\alpha(\lambda))^{-1} \) for all \( \lambda \in \mathbb{D} \setminus \{0\} \).

Applying \( \sigma \alpha \sigma \) as in Equation (9.21) with \( \lambda = 1 \) to \( \langle e_2, e_3 \rangle \), we obtain the line \( \langle e_2, e_1 + e_2 + e_3 \rangle \) of \( Z \). On this line lies the point \( \langle e_1 + e_3 \rangle \), which must belong to \( Z \). By (9.19), the plane \( \pi(\langle e_2 + e_4 \rangle) \) has equation \( x_2 = x_4 \), so \( \langle e_1 + e_3 \rangle \perp \langle e_2 + e_4 \rangle \) and \( m = \langle e_1 + e_3, e_2 + e_4 \rangle \) is a line of \( Z \).

The points \( q = (\lambda:1:1:1), p = (\lambda:1:0:0), \) and \( s = (0:0:1:1) \) are on a line meeting \( \langle e_1 + e_3, e_2 + e_4 \rangle \) in \( q \). Since \( q, p, \) and \( s \) are on a projective line, their tangent planes have a common line in \( \pi(q) \), which meets \( \langle e_1 + e_3, e_2 + e_4 \rangle \) in some point \( (z) \). Using the fact that \( \pi(p) \) is given by \( x_4 = \alpha(\lambda)x_3 \) (see (9.17)) and \( \pi(s) \) by \( x_1 = \alpha^{-1}(\lambda^{-1})x_2 \) (as for \( w \) above), we see that there are scalars \( a, b, c, d \in \mathbb{D} \) such that
\[
(z = (a, b, a, b) = (\alpha^{-1}(\lambda^{-1})c, c, d, \alpha(\lambda)d).
\]

Therefore \( a = d = \alpha^{-1}(\lambda^{-1})c \) and \( b = c = \alpha(\lambda)d \), so \( d = \alpha^{-1}(\lambda^{-1})\alpha(\lambda)d \). If \( d = 0 \), then \( a = b = 0 \), so \( z = 0 \), a contradiction. Consequently, \( d \neq 0 \), and \( \alpha^{-1}(\lambda^{-1})\alpha(\lambda) = 1 \), so, by Step 2, \( \alpha(\lambda)^{-1} = \alpha^{-1}(\lambda^{-1}) = \alpha(\lambda^{-1}) \).

Step 4. \( \alpha \) is an automorphism or an anti-automorphism.

In view of Steps 1 and 3, this is immediate from Lemma 9.4.1.

If \( \alpha \) is an anti-automorphism, we are done. So, from now on, we may assume that \( \alpha \) is an automorphism of \( \mathbb{D} \). We must show that \( \mathbb{D} \) is commutative.
By use of (9.20), we see that the polar mapping (9.21) maps the line \langle e_2, e_3 \rangle of \( Z \) to the line \langle e_2, (\lambda \alpha (\lambda), \alpha (\lambda), 1, 0) \rangle of \( Z \); this line meets the projective line \langle e_1, e_3 \rangle in the point \( f \) with \( f = e_1 \lambda \alpha (\lambda) + e_3 \) of \( Z \).

By Theorem 9.3.3, the perpectivity \( \rho_\lambda \) with center \( e_1 \) and axis \( \pi (\langle e_1 \rangle) \) mapping \( \langle e_3 \rangle \) to \( f \) leaves \( Z \) invariant. The polar plane \( \pi (\langle e_1 \rangle) \) is spanned by \( e_1, e_2, e_4 \), so \( \rho_\lambda \) is determined by
\[
\rho_\lambda (\langle x \rangle) = (x_1 + \lambda \alpha (\lambda) x_3 : x_2 : x_3 : x_4).
\]

We point out yet another perspectivity. For each \( \mu \) in \( \mathbb{D} \), the vectors \( f \) as above, \( g = e_3 - e_2 \mu \lambda \alpha (\lambda) \), and \( e_1 + e_2 \mu \) represent three points of \( Z \) on a projective line, as \( e_1 + e_2 \mu = (f - g)(\lambda \alpha (\lambda))^{-1} \). The point \( (e_1 + e_2 \mu) \) coincides with \( p \) when \( \lambda \) is replaced by \( \mu^{-1} \) and so (9.17) shows that its polar plane is given by \( x_4 = \alpha (\mu^{-1}) x_3 \). Hence (cf. Theorem 9.3.3), the perpectivity \( \sigma_{\lambda, \mu} \) with center \( (e_1 + e_2 \mu) \), axis \( \pi (\langle e_1 + e_2 \mu \rangle) \), and mapping \( \langle f \rangle \) to \( \langle g \rangle \), leaves \( Z \) invariant. In coordinates, \( \sigma_{\lambda, \mu} (\langle x \rangle) \) is given by
\[
(x_1 - \lambda \alpha (\lambda) x_3 + \lambda \alpha (\lambda) \alpha (\mu) x_4 : x_2 - \mu \lambda \alpha (\lambda) x_3 + \mu \lambda \alpha (\lambda) \alpha (\mu) x_4 : x_3 : x_4).
\]

Composing \( \sigma_{\lambda, \mu} \) with \( \rho_\lambda \), we find
\[
\sigma_{\lambda, \mu} \rho_\lambda (\langle x \rangle) = (x_1 + \lambda \alpha (\lambda) \alpha (\mu) x_4 : x_2 - \mu \lambda \alpha (\lambda) x_3 + \mu \lambda \alpha (\lambda) \alpha (\mu) x_4 : x_3 : x_4).
\]
The composed map fixes \( \langle e_2 \rangle \) and maps \( \langle e_3 \rangle \) to \( \langle e_3 - e_2 \mu \lambda \alpha (\lambda) \rangle \), and \( \langle e_4 \rangle \) to \( \langle e_1 \lambda \alpha (\lambda) \alpha (\mu) + e_2 \mu \lambda \alpha (\lambda) \alpha (\mu) + e_4 \rangle \). As \( \pi (\langle e_3 \rangle) = \langle e_2, e_3, e_4 \rangle \), we find
\[
\sigma_{\lambda, \mu} \rho_\lambda \pi (\langle e_3 \rangle) = \{ \langle x \rangle | x_1 = \lambda \alpha (\lambda) \alpha (\mu) x_4 \}.
\]
By use of (9.20), we see that the polar \( \pi (\langle e_4 - e_1 \lambda \rangle) \) meets \( \langle e_2, e_3 \rangle \) at \( \langle e_2 \alpha (\lambda) + e_3 \rangle \). Therefore, the polar \( \pi (\langle e_2 \alpha (\lambda) + e_3 \rangle) \) is given by the equation \( x_1 = -\lambda x_4 \).

Replacing \( \alpha (\lambda) \) by \( -\mu \lambda \alpha (\lambda) \) and using (9.22), we find that \( \pi (\sigma_{\lambda, \mu} \rho_\lambda (\langle e_3 \rangle)) \) is given by \( x_1 = -\alpha^{-1} (-\mu \lambda \alpha (\lambda)) x_4 \), which rewrites to \( x_1 = \alpha (\mu) \alpha (\lambda) x_4 \) as \( \alpha^2 = \text{id} \) by Step 2 and \( \alpha \) is an automorphism by assumption. Comparing this with (9.22), we obtain \( \alpha (\mu) \alpha (\lambda) \lambda = \lambda \alpha (\lambda) \alpha (\mu) \), as required.

Step 6. Each \( \lambda \in \mathbb{D} \) satisfies \( \lambda \alpha (\lambda) \in \mathbb{Z} (\mathbb{D}) \).

By Step 5 with \( \mu = 1 \), we have \( \alpha (\lambda) \lambda = \lambda \alpha (\lambda) \). Hence, again by Step 5,
\[
\lambda \alpha (\lambda) \alpha (\mu) = \alpha (\mu) \alpha (\lambda) \lambda = \alpha (\mu) \lambda \alpha (\lambda),
\]
so \( \lambda \alpha (\lambda) \) centralizes \( \alpha (\mu) \) for each \( \mu \in \mathbb{D} \), whence all of \( \mathbb{D} \).

Step 7. For each \( \lambda \in \mathbb{D} \), we have \( \lambda + \alpha (\lambda) \in \mathbb{Z} (\mathbb{D}) \).

Replacing \( \lambda \) by \( \lambda + 1 \) in the equality of Step 6, using the automorphism assumption on \( \alpha \), and the additivity of \( \alpha \) established in Step 1, we derive \( \alpha (\lambda) \lambda \mu + \alpha (\lambda) \mu + \lambda \mu = \mu \alpha (\lambda) \lambda + \mu \alpha (\lambda) + \mu \lambda \). As \( \alpha (\lambda) \lambda \mu = \mu \alpha (\lambda) \lambda \) by Step 6, we are left with \( \alpha (\lambda) \lambda = \mu (\alpha (\lambda) + \lambda) \), as required.
In view of Steps 1, 2, 6, 7, the hypotheses of Theorem 9.4.2 are satisfied, so $\mathbb{D}$ is commutative. As $\alpha$ is assumed to be an automorphism, it is also an anti-automorphism of $\mathbb{D}$.

In order to establish that $\pi$ is a nondegenerate quasi-polarity (cf. Definition 7.1.9), we need one more technical result, which uses Proposition 9.5.5.

**Lemma 9.5.6** Suppose that $Z$ is a nondegenerate ruled polar space in $P = \mathbb{P}(\mathbb{D}^4)$ having a secant with at least three points on $Z$. If $l$, $l'$ are distinct lines of $P$ which are secants of $Z$ with a common point in $P$, then $\pi(l)$ and $\pi(l')$ have a common point as well.

**Proof.** Suppose that $p$ lies in $l \cap l'$. We may assume that $p \notin P$, for otherwise $\pi(l)$ and $\pi(l')$ are contained in the plane $\pi(p)$ and so they meet. Fix distinct points $a, b$ in $l \cap P$, points $r, r'$ in $l' \cap P$. Take $c, d$ in $\{a, b\}^\perp$. By Proposition 9.3.1(i), $\pi(l) = \pi(\langle a \rangle) \cap \pi(\langle b \rangle) = \langle \{a, b\}^\perp \rangle_{\mathbb{P}} = \langle c, d \rangle_{\mathbb{P}}$; see Figure 9.8.

![Fig. 9.8. A configuration of points and lines in $\mathbb{P}(\mathbb{D}^4)$ related to $Z$.](image)

The line $\pi(l)$ intersects the plane $\langle l, l' \rangle$ in a point $\langle h \rangle$, where $h = c\xi + d\theta$ for certain $\xi, \theta \in \mathbb{D}$. The plane $\langle l, l' \rangle$ is generated by the points $\langle a \rangle, \langle b \rangle$, and $\langle h \rangle$, so there are scalars $\lambda, \lambda', \mu, \mu', \eta, \eta'$ in $\mathbb{D}$ such that

$$r = a\lambda + b\mu + h\eta \quad \text{and} \quad r' = a\lambda' + b\mu' + h\eta'.$$

Referring to Remark 9.5.4, we identify $a, b, c, d$ with $e_1, e_3, e_2$, and $e_4$, respectively, and use the map $\alpha$ introduced there. Hence $r = (\lambda, \xi\eta, \mu, \theta\eta)$ and $r' = (\lambda', \xi\eta', \mu', \theta\eta')$.

Suppose first $\mu = 0$. Then $\langle r \rangle \in \langle a, h \rangle \subseteq \pi(\langle a \rangle)$, so $\langle a \rangle \perp \langle r \rangle$ and $\langle a, r \rangle$ is a line of $Z$. As $Z$ is a polar, there is a nonzero vector $c$ such that $\langle c \rangle = \langle b^\perp \cap \langle a, r \rangle \rangle$. 

The point satisfies $\pi(c) = (a, b, c) = (l, l')$, so $(l, l')$ is a tangent plane to $Z$ at $(c)$. Consequently, $(c, r')$ is a line of $Z$, so $c \in \{ (r), (r') \}^1 = \pi(l)$. We conclude that $(c)$ belongs to $\pi(l) \cap \pi(l')$.

By interchanging the roles of $r$ and $r'$, or those of $a$ and $b$, we can also deal with the cases $\mu' = 0$, $\lambda = 0$, and $\lambda' = 0$.

It remains, therefore, to consider the case where $\mu, \mu', \lambda, \lambda' \neq 0$. As in Equation (9.17), and using $\alpha^2 = \text{id}$ (cf. Proposition 9.5.5), we see

$$
\pi(\alpha(\theta \eta^{-1}) : 1 : 0 : 0) = \{ (x) \mid x_4 = \theta \eta^{-1} x_3 \},
$$

and so $(r)$ is in it. Similarly, by Equation (9.20),

$$
\pi(-\alpha(\xi \eta^{-1}) : 0 : 0 : 1) = \{ (x) \mid x_2 = \xi \eta^{-1} x_3 \},
$$

and so $(r)$ is also in this plane. The points $(r)$, $(e_1 \alpha(\theta \eta^{-1}) + e_2)$, and $(e_4 - e_1 \alpha(\xi \eta^{-1}))$ of $Z$, being linearly independent, generate the plane $\pi((r))$, and

$$
\pi((r)) = \{ (x) \mid x_4 - \alpha(\theta \eta^{-1} x_2 + \xi x_3 + \alpha(\xi \eta^{-1}) x_4 = 0 \},
$$

for some $\xi \in \mathbb{D}$ (which can be determined from the equation for $\pi((r))$ by substitution of the coordinates of $r$ as $\mu \neq 0$). Now $\pi((r)) \cap \pi((l)) = \pi(r) \cap \langle c, d \rangle$ is given by the equations $x_1 = x_3 = 0$. Together with the fact that $\alpha$ is an anti-automorphism (cf. Proposition 9.5.5), this gives $\alpha(\theta) x_2 = \alpha(\xi) x_4$, so $\pi(r) \cap \pi(l)$ is the point $q = \langle c \alpha(\theta)^{-1} \rangle \alpha(\xi) + d$ if $\theta \neq 0$ and $q = \langle c + da(\xi^{-1}) \alpha(\theta) \rangle$ if $\xi \neq 0$ (observe that $\theta$ and $\xi$ cannot simultaneously be zero). This shows that $q$ does not depend on $\lambda, \lambda', \mu, \mu', \eta, \eta'$; so, if we replace $r$ by $r'$ (which is allowed as $\mu' \neq 0$), the result must be the same: $\pi((r')) \cap \pi((l)) = \{ q \}$. In this case $\pi((r')) \cap \pi((l)) \cap \pi((l)) = \{ q \}$ and so $\pi((l)) = \pi((r')) \cap \pi((r))$ meets $\pi((l))$ in $\{ q \}$, as required. \qed

**Theorem 9.5.7** Suppose that $\mathbb{P}$ is a thick projective space of dimension three and $Z$ is a nondegenerate ruled polar space in $\mathbb{P}$ with empty defect. The map $\pi$ is a polarity on $\mathbb{P}$ such that $Z$ is a subspace of $\mathbb{P}_\pi$.

**Proof.** Theorem 9.5.3 takes care of the case where each secant has exactly two points of $Z$, so assume this is not the case. This means that the setting of Remark 9.5.4 applies. By Propositions 9.3.2(ii) and 7.1.10, $\pi$ is a polarity if (and only if), for each $p \in \mathbb{P} \setminus P$, the subspace $\pi(p)$ does not coincide with $\mathbb{P}$.

Assume by way of contradiction, that there is $p \in \mathbb{P} \setminus P$ satisfying $\pi(p) = \mathbb{P}$. By Lemmas 9.2.2 and 9.3.4, every line of $Z$ intersects the collar $Z_p$ of $p$ in exactly one point. Therefore, the projective line on any two points of $Z_p$ is a secant. As $(Z_p)_\mathbb{P} = \pi(p) = \mathbb{P}$, there are two secants, say $l$ and $m$, with at least two points in $Z_p$ that are disjoint (for, otherwise any two lines in $(Z_p)_\mathbb{P}$ would meet, so dim $(\mathbb{P}) = 3 \neq 4$; cf. Exercise 5.7.11). Now $\pi(l) \cap \pi(m)$ contains $p$ (as $p \in \pi(a)$ for each $a \in (l \cap Z) \cup (m \cap Z)$) according to Corollary
By Lemma 9.5.2, \( l = \pi(\pi(l)) \) and \( m = \pi(\pi(m)) \) are secants and, by Lemma 9.5.6, they also have a common point, contradicting that \( l \) and \( m \) are disjoint. We conclude that \( \pi \) is a polarity. The last part of the theorem follows from Lemma 9.2.7.

The main goal stated at the beginning of the chapter can now be formulated by use of the polar map \( \pi \) of Definition 9.2.1, which uses the collar \( Z_x \) of a point \( x \) of the ambient space \( \mathbb{P} \) of a ruled polar space; see Definition 9.2.1.

**Theorem 9.5.8** Let \( Z \) be a nondegenerate ruled polar space in a thick projective space \( \mathbb{P} \). The polar map \( \pi \) is the unique quasi-polarity whose kernel is the defect \( D \) of \( Z \) and whose absolute \( \mathbb{P}_\pi \) contains \( Z \) as a subspace. Moreover, the restriction to \( Z \) of the natural quotient map \( \mathbb{P}/D \to \mathbb{P} \) embeds \( Z \) as a subspace of \( \mathbb{P}/D \) in such a way that the corresponding polar map \( \pi \) is a nondegenerate injective quasi-polarity of \( \mathbb{P}/D \). In particular, \( \phi(Z) \) is a subspace of \( (\mathbb{P}/D)_\pi \) isomorphic to \( Z \).

**Proof.** Let \( \phi : \mathbb{P}/D \to \mathbb{P}/D \) be as in Proposition 9.2.10(iii). By the results of this proposition, the map \( \pi : \mathbb{P}/D \to (\mathbb{P}/D)_\pi \) given by \( \pi(x,D) = \phi(\pi(x)) \) is the polar of the nondegenerate ruled polar space \( \phi(Z) \) in \( \mathbb{P}/D \). The proposition also gives that the defect of \( \phi(Z) \) in \( \mathbb{P}/D \) is empty.

By Theorems 9.3.7 (if \( \dim(\mathbb{P}/D) \geq 4 \)) and 9.5.7 (if \( \dim(\mathbb{P}/D) = 3 \)), the map \( \pi \) is a nondegenerate injective quasi-polarity of \( \mathbb{P}/D \). By Proposition 9.2.10(vi), the map \( \pi \) is a quasi-polarity with kernel \( D \). Now, according to Proposition 7.4.4, the absolutes \( \mathbb{P}_\pi \) and \( (\mathbb{P}/D)_\pi \) are embedded polar spaces. By Lemma 9.2.7, \( Z \) is a subspace of \( \mathbb{P}_\pi \) and \( \phi(Z) \) is a subspace of \( (\mathbb{P}/D)_\pi \).

The proof that \( \pi \) is unique is left to the reader; cf. Exercise 9.6.5. \( \square \)

A comparison of an arbitrary embedding of a polar space \( Z \) in a projective space with the Veldkamp space embedding (cf. Definition 8.2.3 and Theorem 8.4.25) gives the following universal property in case \( Z \) has rank at least three.

**Corollary 9.5.9** Suppose that \( Z \) is a ruled nondegenerate polar space, of rank at least three with thick lines and empty defect, in the projective space \( \mathbb{P} \). The map \( \psi : \mathbb{P} \to \mathcal{V}(Z) \) given by \( \psi(x) = Z_x \) is an injective homomorphism of projective spaces whose image is the subspace of \( \mathcal{V}(Z) \) spanned by the geometric hyperplanes \( p^\perp \) of \( Z \) for \( p \) a point of \( Z \).

**Proof.** Put \( Z = (P,L) \) and denote by \( U \) the subspace of \( \mathcal{V}(Z) \) generated by the image of \( P \) in \( \mathcal{V}(Z) \) under the natural embedding (cf. Theorem 8.2.9), that is, by all \( p^\perp \) for \( p \in P \). As \( Z \) has empty defect in \( \mathbb{P} \), Theorems 9.5.8 and 9.2.5 give that \( \pi \) is an embedding \( \mathbb{P} \to \mathbb{P}^\ast \) such that \( P \cap \pi(x) = x^\perp \) for \( x \in P \). As \( Z \) is a ruled subspace of \( \mathbb{P} \), the map \( \chi : \mathbb{P}^\ast \to \mathcal{V}(Z) \) given by \( \chi(H) = P \cap H \)
is well defined. Now $\psi = \chi \pi$ is readily seen to be a homomorphism: if $z$ is a point on the line $xy$ for distinct points $x, y$ of $\mathbb{P}$, then $\pi(z)$ contains $\pi(x) \cap \pi(y)$, so $Z_z$ contains $(P \cap \pi(x)) \cap (P \cap \pi(y)) = Z_x \cap Z_y$. According to Theorem 8.2.4, this implies that $\psi(z)$ is on the Veldkamp line spanned by $Z_x$ and $Z_y$. In view of the empty defect, Lemma 9.2.12(ii) implies that the map $\psi$ is injective, so it is an embedding. Its restriction to $P$ coincides with the natural embedding of $Z$ in $U$. But $U$ is spanned by $\psi(P)$ in $\mathcal{V}(Z)$, and $\mathbb{P}$ is spanned by $P$, so $\psi(\mathbb{P})$ is spanned by $\psi(P)$. Therefore, $U = \psi(\mathbb{P})$. \(\square\)

As a consequence, if $Z$ is a ruled polar space in an infinite-dimensional projective space without defect, then it does not embed in a finite-dimensional projective space; see Exercise 9.6.14 for an example.

The nondegenerate ruled polar spaces $\mathbb{P}_u$ of this chapter appear as maximal nondegenerate polar spaces embedded in a projective space. The major question now is whether they are minimal also. While this is often the case, it is not true in general. Actually, there are embedded polar spaces that we have not yet come across, namely pseudo-quadrics. We will deal with this final part of the classification of polar spaces with Desarguesian planes in the next chapter.

**9.6 Exercises**

**Section 9.1**

**Exercise 9.6.1** Let $Z$ be a polar space of rank at least two embedded in the projective plane $\mathbb{P}$. Prove that $Z$ is either a subspace of $\mathbb{P}$ or a rosette (cf. Definition 8.1.3).

**Exercise 9.6.2** Let $Z$ be a nondegenerate ruled polar space of rank $\geq 2$ in a thick projective space $\mathbb{P}$. Recall from Exercise 5.7.12 that $Z^*$ denotes the hyperplane dual of $Z$.

(a) Prove that the map $\phi : \mathbb{P}^* \rightarrow \mathcal{V}(Z)$ given by $H \mapsto H \cap Z$ is an injective homomorphism of spaces.

(b) Suppose that $Z$ has rank at least three and each geometric hyperplane of $Z$ spans a hyperplane of $\mathbb{P}$. Prove that $\phi$ maps lines onto lines, i.e., the image $\phi(l)$ of each line $l$ of $\mathbb{P}^*$ is a line of $\mathcal{V}(Z)$.

**Exercise 9.6.3** Verify by means of the four steps below, that the condition in Proposition 9.1.11 that $\mathbb{P}$ be thick is necessary by use of the following example, which is also depicted in Figure 9.9. The projective space $\mathbb{P}$ is the direct sum (cf. Definition 6.3.6) of the thin projective space on the five points $a, b, c, d, e$, and the projective line $m$ consisting of the three points $p, q, r$. 
The embedded polar space $Z$ is the direct sum of the quadrangle on $a$, $b$, $c$, $d$ and the space on $\{p, q, e\}$ without lines.

(a) The space $Z$ is a nondegenerate ruled polar space of rank three in $\mathbb{P}$.
(b) The set $H := \{a, b, c, d, e, r\}$ is a hyperplane of $\mathbb{P}$.
(c) The set $H \cap Z = \{a, b, c, d, e\}$ is a geometric hyperplane of $Z$.
(d) The span $\langle H \cap Z \rangle_{\mathbb{P}}$ is strictly contained in $H$.

![Diagram](https://via.placeholder.com/150)

**Fig. 9.9.** An embedded polar space with thin lines. The interrupted line is a thick projective line.

### Section 9.2

**Exercise 9.6.4** Let $Q$ be a set of points in the projective space $\mathbb{P}$. For $x \in Q$, define $T(x)$ as in Definition 9.2.1, so $T(x)$ is the union of $\{x\}$, all projective lines on $x$ entirely contained in $Q$, and all projective lines $l$ with $Q \cap l = \{x\}$. The set $Q$ is called **quadratic** if

1. each line $l$ of $\mathbb{P}$ has either at most two or all points in $Q$;
2. for each point $x \in Q$, the tangent set $T(x)$ is either a hyperplane of $\mathbb{P}$ or equal to $\mathbb{P}$.

Prove that the pair $(Q, L)$, where $L$ is the collection of lines of $\mathbb{P}$ that are contained in $Q$, is a polar space embedded in $\mathbb{P}$. Verify that the set of points on a quadric is a quadratic set.

**Exercise 9.6.5** (This exercise is used in Theorems 9.5.3 and 9.5.8.) Let $Z$ be a nondegenerate ruled polar space in $\mathbb{P}$ with empty defect. Prove that there is at most one nondegenerate quasi-polarity $\pi$ of $\mathbb{P}$ such that $Z$ embeds in $\mathbb{P}_\pi$.

**Exercise 9.6.6** Suppose that $Z$ is a ruled polar space in $\mathbb{P}$. Prove the following assertions.
(a) The subspace $R := \text{Rad}(Z)$ of $Z$ is also a subspace of $\mathbb{P}$.
(b) The restriction to the point set of $Z$ of the natural quotient map $\mathbb{P} \to \mathbb{P}/R$ is the natural homomorphism $Z \to Z/R$ onto the nondegenerate quotient of $Z$ described in Proposition 7.4.10.
(c) Let $V$ be a complementary subspace to $R$ in $\mathbb{P}$ (cf. Exercise 5.7.14). Then $V \cap Z$ is isomorphic to $Z/R$.
(d) The defect of $Z$ in $\mathbb{P}$ is generated by the defect of $V \cap Z$ in $V$ and $R$.

**Section 9.3**

**Exercise 9.6.7** A semi-ovoid of the projective space $\mathbb{P}$ is a non-empty set $X$ of points of $\mathbb{P}$ such that, for each $p \in X$, the union of all lines of $\mathbb{P}$ intersecting $X$ exactly in $p$, is a hyperplane of $\mathbb{P}$. An ovoid in $\mathbb{P}$, as defined in Example 5.5.10, is a semi-ovoid $X$ such that no line of $\mathbb{P}$ intersects $X$ in more than two points. Prove that the absolute of the polarity of a hermitian form of trace type without lines is a semi-ovoid that is not an ovoid.

**Exercise 9.6.8** Let $\mathbb{P}$ be the Fano plane, whose points are labelled as in Figure 1.21. We will use these labels as names for the points. We explore the notions of ovoid and semi-ovoid of Exercise 9.6.7 for $\mathbb{P}$.

(a) Verify that $X = \{1, 3, 4\}$, or any other triple forming a basis of $\mathbb{P}$, is a semi-ovoid but not an ovoid.
(b) Show that the map sending the point 5 to $\mathbb{P}$ and each other point $p$ to the line on $p5$ is a quasi-polarity $\pi$ of $\mathbb{P}$ such that $\pi(p)$ for $p \in X$ is the unique line on $p$ meeting $X$ in $p$ only.
(c) Show that $\{1, 3, 4, 5\}$ is not a semi-ovoid of $X$. Conclude that $\mathbb{P}$ has no ovoids.

**Exercise 9.6.9** Prove that there are ovoids, as defined in Exercise 9.6.7, in the real projective plane that cannot be embedded in a polarity.

*Hint:* Take halves of two distinct quadrics and join them smoothly to an ovoid; more explicitly, take all affine points $\varepsilon_1 x_1 + \varepsilon_2 x_2 \in \mathbb{R}^2$ with $x_1^2 + x_2^2 = 1$ for $x_1 \leq 0$ and $\frac{1}{2}x_1^2 + x_2^2 = 1$ for $x_1 \geq 0$.

**Exercise 9.6.10** Show, by means of an example, that the condition that $Z$ has empty defect is essential in Lemma 9.3.4.

**Section 9.4**

**Exercise 9.6.11** (This exercise is used in Theorem 9.5.3.) Suppose that $Z$ is a nondegenerate generalized quadrangle embedded in $\mathbb{P}(\mathbb{D}^4)$. Show that $Z$ is ruled in $\mathbb{P}$ and show (as stated in Step 3 of the proof of Theorem 9.5.3) that there is a basis $f_1, f_2, f_3, f_4$ of $\mathbb{D}^4$ such that $l = \langle f_1, f_2 \rangle$, $l' = \langle f_3, f_4 \rangle$, $l'' = \langle f_1 + f_3, f_2 + f_4 \rangle$, $m = \langle f_1, f_3 \rangle$, and $m' = \langle f_2, f_4 \rangle$ are lines of $Z$. 


Exercise 9.6.12 Show that the condition that $\alpha$ be surjective is needed in Lemma 9.4.1.
(Hint: Take $\mathbb{D}$ to be a field of characteristic two possessing elements that are no squares).

Section 9.5

Exercise 9.6.13 Suppose that $\mathcal{Z}$ is a nondegenerate ruled polar space of rank at least three in the projective space $\mathbb{P}$. Prove that $\mathbb{P}^*$ embeds in the Veldkamp space of $\mathcal{Z}$.

Exercise 9.6.14 Consider the embedded polar space $\mathcal{Z} = \mathbb{P}(V)_f$ of Exercise 7.11.9. Prove that its kernel is empty and show that, for $n \geq 3$, there is no embedding of $\mathcal{Z}$ in a projective space of finite dimension.

9.7 Notes

The construction of polarities whose absolutes contain embedded polar spaces was initiated by Buekenhout-Lefevre [52, 53] and completed by Dienst [117]. Improvements, notably to Section 9.3, are due to Johnson [179].

There are many generalizations of the notion of embeddings of a line space. Some carry the name weak embeddings; cf. [103].

Section 9.1

Proposition 9.1.7 stems from [306], where embeddings in projective spaces of $d$-shadow spaces of geometries of type $A_n$ over a field (Grassmannians), shadow spaces on $n$ of geometries of type $D_n$ (half dual polar spaces), and shadow spaces on $n$ of geometries of type $C_n$ (dual polar space) are also studied.

Section 9.2

Much of this section originates from [52], where notions like collar, tangent set, and polar appear. The notion of defect is also present in [285].

Section 9.3

The existence of perspectivities leaving the embedded polar space invariant, Theorem 9.3.3, stems from [53]. It will be used in Proposition 9.5.5, which in turn is needed for the case where $\mathbb{P}$ is 3-dimensional, Theorem 9.5.7.

The proof of Theorem 9.3.7 differs from the one given in [117], where a reduction to the case $\dim(\mathbb{P}) = 3$ is carried out.
Section 9.4

The proof of Lemma 9.4.1 follows [4, Theorem 1.15]. The Hua identity appearing in Step 1 of the proof of this lemma stems from [164], where more complicated versions of the identity are found. The proof of Lemma 9.4.1 is as in [4, Theorem 1.15]. The identity is also used in analysis of additive subgroups of fields that are closed under inversion; see [210] and [131].

Step 2 raises the question whether additive maps $\phi$ of division rings with $\phi(aba) = \phi(a)\phi(b)\phi(a)$ for all elements $a$ and $b$ in the division ring are automorphisms or anti-automorphisms. The affirmative answer is given by Hua [165] if $\phi$ preserves the identity element of the division ring. Herstein [158] studied semi-homomorphisms of groups and showed that there are various other possibilities in this more general setting.

Step 4 of the lemma states that the map $\alpha$ on the multiplicative group of the division ring is what Scott [249] calls a half-homomorphism. He shows that a half-homomorphism of groups is also either a homomorphism or an anti-homomorphism. The proof of his result, which is stronger than Step 4, is more elaborate.

Section 9.5

The proof as given in this section is from [117].

The question of characterizing generalized hexagons embeddable in a projective space does not have such a concise answer as for generalized quadrangles; see [58, 77, 277].
9. Embedding Polar Spaces in Absolutes
10. Classical Polar Spaces

In this chapter, we conclude the study of polar spaces. In Chapter 7 they made their appearance as line spaces connected with diagram geometries of type $B_n$. In Chapter 8 they were shown to embed in projective spaces under some mild conditions, like the rank $n$ being at least three and every line being on at least three maximal singular subspaces. Grassmannians of lines of a thick projective space over a non-commutative division ring are examples of nondegenerate polar spaces of rank three that do not satisfy these conditions. In Chapter 9, the polar spaces of rank at least two embedded in a projective space were shown to be subspaces of absolutes of quasi-polarities of the ambient projective space. In this chapter, we completely determine these polar spaces. The main result is Theorem 10.3.13 and Section 10.3 is devoted to its proof. Proposition 10.3.11 points out which nondegenerate polar spaces amongst those embedded in absolutes of quasi-polarities on projective spaces are proper subspaces of the absolutes. The new examples are generalizations of quadrics, called pseudo-quadrics, which are introduced in Section 10.2. They are characterized as the minimal polar spaces embeddable in an absolute that are invariant under perspectivities. The same property was exploited successfully in the proof of Theorem 9.5.7 (via Proposition 9.5.5), where the ambient projective space is 3-dimensional. Table 10.1 of Remark 10.3.15 surveys the relations between polar spaces (of finite rank and embeddable in projective spaces) and polar geometries, similarly to Table 6.1 for the projective case.

In Section 10.4, we study thin substructures, called apartments, of the polar spaces of Theorem 10.3.13 that behave as analogs of apartments of projective spaces. Next, in Section 10.5, we use the perspectivities found earlier as well as the apartments to study the automorphism groups of polar spaces. A remarkable feature is that they are transitive on the set of apartments. Finally, in Section 10.6, we focus on the finite examples. The information gathered regarding the action of their automorphism groups on the polar spaces is of use in determining their orders.

Throughout this chapter, $D$ is a division ring and $(\sigma, \varepsilon)$ is an admissible pair for $D$ (see Definition 7.3.10). Moreover, $V$ is a right vector space over $D$ of dimension $n$. 
We begin with a section on algebraic aspects of $(\sigma, \varepsilon)$-hermitian forms related to quasi-polarities. Such forms were introduced in Definition 7.3.10 in order to describe reflexivity. These technicalities are needed for the introduction of pseudo-quadrics in Section 10.2.

10.1 Trace valued forms

Let $P = \mathbb{P}(V)$ and let $\pi$ be a quasi-polarity of $P$. By Proposition 7.4.4, its absolute space $P_\pi$ (cf. Definition 7.1.9) is a polar space embedded in $P$.

We will study the algebraic counterpart of quasi-polarities, certain kinds of sesquilinear forms, satisfying conditions involving an admissible pair $(\sigma, \varepsilon)$ for $D$ as introduced in Definition 7.3.10. This means that $\sigma$ is an anti-automorphism of $D$ and $\varepsilon$ is an element of $D$ such that, for each $t \in D$,

$$\sigma^2(t) = \varepsilon t \varepsilon^{-1} \quad \text{and} \quad \sigma(\varepsilon) = \varepsilon^{-1}.$$

By Theorem 7.2.14(i) and Corollary 7.3.9, the quasi-polarity $\pi$ is determined by a $(\sigma, \varepsilon)$-hermitian form $f$ on $V$ in the sense that $\pi = \delta_f$ (see Theorem 7.2.12). In Theorem 10.1.3 and Proposition 10.1.8, we find algebraic criteria for $P(V)_\pi$ to be ruled. In Corollary 10.1.9, we classify the forms into three relevant types and further on, we introduce the stabilizer subgroups of $\text{GL}(V)$ of these forms. The section ends with a description of perspectivities of $P(V)$ in these stabilizers by means of linear transformations of $V$.

By Theorem 7.3.11, the embedded polar space defined by a quasi-polarity depends only on the proportionality class of $f$ and so, in view of Corollary 7.3.16, there is no harm in imposing the additional requirement that $\varepsilon = \pm 1$. Then the admissibility conditions for the pair $(\sigma, \varepsilon)$ become

$$\sigma^2 = \text{id} \quad \text{and} \quad \varepsilon = \pm 1. \quad (10.1)$$

However, we will not always exploit this restriction, as working with the entire proportionality class may give more insight.

**Notation 10.1.1** For an anti-automorphism $\sigma$ of $D$ and an element $\varepsilon$ of $D$, we write

1. $D_{\sigma, \varepsilon} = \{ x - \sigma(x) \varepsilon \mid x \in D \}$,
2. $D^{\sigma, \varepsilon} = \{ x \in D \mid \sigma(x) \varepsilon = -x \}$.

According to Definition 7.3.10, every $(\sigma, \varepsilon)$-hermitian form on $V$ satisfies $f(y, x) = \sigma(f(x, y)) \varepsilon$ for all $x, y \in V$, which implies $f(x, x) \in D^{\sigma, -\varepsilon}$. This motivates part of the technicalities of the following lemma.

**Lemma 10.1.2** Each admissible pair $(\sigma, \varepsilon)$ for $D$ satisfies the following properties.
(i) Both $\mathbb{D}_{\sigma, \varepsilon}$ and $\mathbb{D}^{\sigma, \varepsilon}$ are additive subgroups of $\mathbb{D}$. If $\varepsilon = \pm 1$, then they are $\sigma$-invariant.

(ii) $\mathbb{D}_{\sigma, \varepsilon} \subseteq \mathbb{D}^{\sigma, \varepsilon}$.

(iii) For each $\lambda \in \mathbb{D}$ we have $\sigma(\lambda) \mathbb{D}_{\sigma, \varepsilon} \lambda \subseteq \mathbb{D}_{\sigma, \varepsilon}$ and $\sigma(\lambda) \mathbb{D}^{\sigma, \varepsilon} \lambda \subseteq \mathbb{D}^{\sigma, \varepsilon}$.

(iv) The equality $\mathbb{D}_{\sigma, \varepsilon} = \mathbb{D}$ holds if and only if $\sigma = \text{id}$, $\varepsilon = -1$, and the characteristic of $\mathbb{D}$ is distinct from two.

(v) If the characteristic of $\mathbb{D}$ is distinct from two, then $\mathbb{D}_{\sigma, \varepsilon} = \mathbb{D}^{\sigma, \varepsilon}$.

Proof. (i), (ii), and (iii) are straightforward.

(iv). Suppose $\mathbb{D}_{\sigma, \varepsilon} = \mathbb{D}$. Since $1 \in \mathbb{D}_{\sigma, \varepsilon}$, assertion (ii) gives $\sigma(1)\varepsilon = -1$, whence $\varepsilon = -1$. Therefore, $\sigma^2 = \text{id}$. If $x \in \mathbb{D}$, then $x \in \mathbb{D}_{\sigma, \varepsilon}$, so $x = t + \sigma(t)$ for some $t \in \mathbb{D}$. Now $\sigma(x) = \sigma(t) + \sigma^2(t) = \sigma(t) + t = x$ and $\sigma = \text{id}$. Taking $x = 1$, we obtain $1 = 2t$, so $\mathbb{D}$ is of characteristic distinct from two.

For the converse, assume $(\sigma, \varepsilon) = (\text{id}, -1)$ and $\text{char}(\mathbb{D}) \neq 2$. Then each $x \in \mathbb{D}$ can be written as $(x/2) - \sigma(x/2)\varepsilon$, and so belongs to $\mathbb{D}_{\sigma, \varepsilon}$.

(v). If $\mathbb{D}$ has characteristic distinct from two, then, for each $x \in \mathbb{D}^{\sigma, \varepsilon}$, the equality $\sigma(x)\varepsilon = -x$ implies $x = (x/2) - \sigma(x/2)\varepsilon \in \mathbb{D}_{\sigma, \varepsilon}$, so $\mathbb{D}^{\sigma, \varepsilon} \subseteq \mathbb{D}_{\sigma, \varepsilon}$, and the result follows from (ii).

The use of $\mathbb{D}_{\sigma, \varepsilon}$ will be clear from the following result.

Theorem 10.1.3 Let $f$ be a nondegenerate $(\sigma, \varepsilon)$-hermitian form on the vector space $V$. Let $\pi = \delta_f$ be the quasi-polarity determined by $f$ on $\mathbb{P} := \mathbb{P}(V)$.

Assume that the absolute space $\mathbb{P}_\pi$ is non-empty.

(i) The absolute points of $\pi$ span $\mathbb{P}$ if and only if $f(x, x) \in \mathbb{D}_{\sigma, -\varepsilon}$ for all $x \in V$.

(ii) If $\mathbb{P}_\pi$ spans $\mathbb{P}$, then, for each point $d$ of $\mathbb{P}_\pi$ and each line $l$ on $d$ not in $\pi(d)$, the line $l$ meets $\mathbb{P}_\pi$ in at least one point distinct from $d$.

(iii) The set \( \{ x \in V \mid f(x, x) \in \mathbb{D}_{\sigma, -\varepsilon} \} \) is a linear subspace of $V$.

Proof. (i) ‘$\Rightarrow$’. Suppose that $\mathbb{P}_\pi$ spans $\mathbb{P}$. Then there are points $\langle e_i \rangle \in \mathbb{P}_\pi$ (i.e. I) such that the $e_i$ span $V$ for some index set $I$. Now $\langle e_i \rangle \in \mathbb{P}_\pi$ means $f(e_i, e_i) = 0$. For each $x \in V$, there are scalars $\lambda_i \in \mathbb{D}$ (i.e. I), which of only a finite number are nonzero, such that $x = \sum_i e_i \lambda_i$. Expansion of $f(x, x)$ gives

\[
 f(x, x) = \sum_{i<j} (\sigma(\lambda_i)f(e_i, e_j)\lambda_j + \sigma(\lambda_j)f(e_j, e_i)\lambda_i) + \sum_{i<j} (\sigma(\lambda_i)f(e_i, e_j)\lambda_j + \sigma(\lambda_j)f(e_j, e_i)\lambda_i)e.
\]

Each summand is in $\mathbb{D}_{\sigma, -\varepsilon}$, and as this set is additively closed (see Lemma 10.1.2(i)), it follows that $f(x, x) \in \mathbb{D}_{\sigma, -\varepsilon}$.

(i) ‘$\Leftarrow$’. Assume $f(x, x) \in \mathbb{D}_{\sigma, -\varepsilon}$ for all $x \in V$. Let $d = \langle v \rangle$ be a point of $\mathbb{P}_\pi$, and let $b = \langle w \rangle$ be a point of $\mathbb{P}$ with $f(d, b) \neq 0$; it exists as $f$ is nondegenerate.
Let \( l \) be the projective line on \( b \) and \( d \) and \( p \in l \setminus \{d\} \), so \( p = \langle v\lambda + w \rangle \) for some scalar \( \lambda \). We claim that there is \( \lambda \in \mathbb{D} \) such that \( f(p, p) = 0 \), i.e., such that \( p \in \mathbb{P}_x \). Choosing \( t \in \mathbb{D} \) such that \( f(w, w) = t + \sigma(t)\varepsilon \), we have

\[
f(v\lambda + w, v\lambda + w) = f(v\lambda, v\lambda) + f(v\lambda, w) + f(w, v\lambda) + f(w, w) = \sigma(\lambda) f(v, w) + \sigma(\lambda) f(v, w)\varepsilon + t + \sigma(t)\varepsilon = (\sigma(\lambda) f(v, w) + t) + \sigma(\lambda) f(v, w) + t)\varepsilon.
\]

Consequently, \( f(p, p) = 0 \) for each \( \lambda \) satisfying \( \sigma(\lambda) f(v, w) + t = 0 \). As \( f(v, w) \neq 0 \), this equation has a solution \( \lambda \), which settles the claim. Now \( b \in l = \langle d, p \rangle \mathbb{P}_x \), and so each line on a point of \( \mathbb{P}_x \) is contained in the span of \( \mathbb{P}_x \). This implies (i).

(ii) is a direct consequence of the above, the point \( p \) being the required point on \( l \) distinct from \( d \).

(iii). Write \( U = \{x \in V \mid f(x, x) \in \mathbb{D}_{\sigma, -\varepsilon}\} \). Clearly, \( 0 \in U \). Suppose, \( v, w \in U \) and \( \lambda \in \mathbb{D} \). Then \( f(v + w\lambda, v + w\lambda) = f(v, v) + \sigma(\lambda) f(w, w)\lambda + f(v, w)\lambda + \sigma(\lambda) f(w, v) = f(v, v) + \sigma(\lambda) f(w, w)\lambda + f(v, w)\lambda + \sigma(\lambda) f(w, v)\lambda \) in view of Lemma 10.1.2(i), (iii). □

We take a closer look at the condition \( f(x, x) \in \mathbb{D}_{\sigma, -\varepsilon} \) appearing in Theorem 10.1.3(i).

**Lemma 10.1.4** For a \((\sigma, \varepsilon)\)-hermitian form \( f \) on the vector space \( V \) over \( \mathbb{D} \), the following properties are equivalent.

(i) \( f(x, y) = g(x, y) + \sigma(g(y, x))\varepsilon \) for some \( \sigma \)-sesquilinear form \( g \) on \( V \) and all \( x, y \in V \).

(ii) \( f(x, x) \in \mathbb{D}_{\sigma, -\varepsilon} \) for all \( x \in V \).

(iii) There is a basis \((e_i)_{i \in I}\) of \( V \) such that \( f(e_i, e_i) \in \mathbb{D}_{\sigma, -\varepsilon} \) for all \( i \in I \).

**Proof.** (i)⇒(ii). Indeed, \( f(x, x) = g(x, x) + \sigma(g(x, x))\varepsilon \).

(ii)⇒(iii) is obvious. By the way, (iii)⇒(ii) is a direct consequence of Theorem 10.1.3(iii).

(iii)⇒(i). Choose \( g_i \in \mathbb{D} \) such that \( f(e_i, e_i) = g_i + \sigma(g_i)\varepsilon \) for \( i \in I \). Fix an ordering \(<\) on \( I \) and put

\[
g_{ij} = \begin{cases} f(e_i, e_j) & \text{if } i < j, \\ g_i & \text{if } i = j, \\ 0 & \text{if } i > j. \end{cases}
\]

The \( \sigma \)-sesquilinear form \( g \) defined by \( g(x, y) = \sum_{i,j} \sigma(x_i)g_{ij}y_j \) satisfies (i) because
\[ g(x, y) + \sigma(g(y, x)) \varepsilon = \sum_{i,j} \sigma(x_i)g_{ij}y_j + \sum_{i,j} \sigma(\sigma(y_i)g_{ij}x_j) \varepsilon = \sum_{i,j} \sigma(x_i)(g_{ij} + \sigma(g_{ji})\varepsilon)y_j \]
\[ = \sum_{i<j} \sigma(x_i)f(e_i, e_j)y_j + \sum_{i>j} \sigma(x_i)\sigma(f(e_j, e_i))\varepsilon y_j + \sum_i \sigma(x_i)(g_i + \sigma(g_{i})\varepsilon)y_i \]
\[ = f(x, y). \]

**Definition 10.1.5** A reflexive \(\sigma\)-sesquilinear form \(f\) is called **trace valued** if it has the equivalent properties of the lemma. We will see in a while that most reflexive forms are trace valued. For that purpose we also say that an admissible pair \((\sigma, \varepsilon)\) is a **pair of trace type** if every \((\sigma, \varepsilon)\)-hermitian form on a vector space over \(D\) is trace valued. Finally, we say that a division ring \(D\) is of **trace type** if all admissible pairs for \(D\) are of trace type.

**Remark 10.1.6** Let \(f\) be a nondegenerate \((\sigma, \varepsilon)\)-hermitian form on a vector space \(V\). Consider the set \(U\) of all vectors \(x\) such that \(f(x, x) \in D_{\sigma,-\varepsilon}\). By Theorem 10.1.3(iii), \(U\) is a subspace of \(V\). Moreover, the restriction of \(f\) to \(U \times U\) is trace valued. So, forms that are not necessarily trace valued have a canonical trace valued restriction. Also, the points of \(\mathbb{P}(V)\) (cf. Notation 7.2.13) lie in \(\mathbb{P}(U)\). In view of these observations, for the study of embedded polar spaces, we can restrict attention to trace valued forms.

**Example 10.1.7** Let \(\mathbb{F}\) be a field of characteristic two, \(\sigma = \text{id}\), and let \(f\) be a symmetric form on a vector space \(V\) over \(\mathbb{F}\) such that \(f(x, x) \neq 0\) for some \(x \in V\). Then \(\mathbb{F}_{\sigma,\varepsilon} = \mathbb{F}_{\varepsilon} = 0\), so \(f\) cannot be trace valued. An example is the form \(f\) over \(\mathbb{F}^3\) defined by \(f(x, y) = x_1y_1 + x_2y_3 + x_3y_2\). By Theorem 10.1.3(iii), \(\{x \in V \mid f(x, x) = 0\}\) is a linear subspace of \(\mathbb{F}^3\); in fact it is given by the equation \(x_1 = 0\). By Remark 10.1.6, \(\mathbb{P}_{f}\) is embedded in \(\mathbb{P}(U)\) and the restriction of \(f\) to \(U \times U\) is trace valued; indeed, on \(U\), we have \(f(x, y) = x_2y_3 + x_3y_2\).

The next result shows that many reflexive sesquilinear forms are trace valued.

**Proposition 10.1.8** Let \((\sigma, \varepsilon)\) an admissible pair for \(D\).

(i) The pair \((\sigma, \varepsilon)\) is of trace type if and only if \(D_{\sigma,-\varepsilon} = D^-\varepsilon\).

(ii) If the characteristic of \(D\) is distinct from two, then \(D\) is of trace type.

(iii) If \(D\) is of characteristic two and if \(\sigma\) does not fix all elements of the center \(Z(D)\) of \(D\), then \(D\) is of trace type.
Proof. If \((\sigma, \varepsilon)\) is an admissible pair, then so is \((\sigma, -\varepsilon)\). Recall from Lemma 10.1.2(i) that \(D_{\sigma, -\varepsilon} \subseteq \bar{D}^{\sigma, -\varepsilon} = \{ u \in \bar{D} \mid \sigma(u)\varepsilon = u \} \).

(i). Assume that \((\sigma, \varepsilon)\) is of trace type. Let \(u \in \bar{D}\) with \(\sigma(u)\varepsilon = u\). Consider the form \(f : \bar{D} \times \bar{D} \to \bar{D}\) defined by \(f(x, y) = \sigma(xy)y\). It is \((\sigma, \varepsilon)\)-hermitian. Thus, \(f\) is trace valued, whence \(u = f(1, 1) \in D_{\sigma, -\varepsilon}\).

Conversely, let \(D_{\sigma, -\varepsilon} = \bar{D}^{\sigma, -\varepsilon}\) and let \(f\) be a \((\sigma, \varepsilon)\)-hermitian form. Then \(f(x, x) = \sigma(f(x, x))\varepsilon\) and so condition (ii) of Lemma 10.1.4 holds. Hence \(f\) is trace valued.

(ii). This is direct from (i) and Lemma 10.1.2(v).

(iii). Let \(a \in Z(\bar{D})\) such that \(\sigma(a) \neq a\). Then \(b = a + \sigma(a) \neq 0\) and \(\sigma(b) = \sigma^2(a) + \sigma(a) = \varepsilon a \varepsilon^{-1} + \sigma(a) = a + \sigma(a) = b\). If \(u \in \bar{D}\) and \(\sigma(u)\varepsilon = u\), then \(u = b(b^{-1}u) = (a + \sigma(a))b^{-1}u = ab^{-1}u + \sigma(ab^{-1}u)\varepsilon\) and \(\sigma(\sigma(ab^{-1}u)\varepsilon) = \sigma(u)\sigma(b^{-1})\sigma(a)\varepsilon = \sigma(a)b^{-1}\sigma(u)\varepsilon = \sigma(a)b^{-1}u\). Therefore \(u \in D_{\sigma, -\varepsilon}\) and so (i) applies. \(\square\)

Quasi-polarities of a projective space \(\mathbb{P}\) with absolutes spanning \(\mathbb{P}\) obey the following classification. It uses the notions alternating, symmetric, anti-symmetric, and \(\sigma\)-hermitian introduced in Definition 7.3.10.

**Corollary 10.1.9** Let \(\dim(V) \geq 1\). Every quasi-polarity on the projective space \(\mathbb{P} := \mathbb{P}(V)\) whose absolute spans \(\mathbb{P}\) falls into one of the three following mutually exclusive cases.

(1) A quasi-polarity determined by a nonzero alternating form over a field.

(2) A quasi-polarity determined by a symmetric bilinear form over a field of characteristic distinct from two.

(3) A quasi-polarity determined by a nonzero \(\sigma\)-hermitian form such that \(\sigma \neq \text{id}\).

**Proof.** According to Theorem 7.2.14(i), a quasi-polarity as in the hypothesis is of the form \(\delta_f\) for \(f\) a nondegenerate reflexive \(\sigma\)-sesquilinear form on \(V\). Indeed, \(\text{Rad}(f) = \{0\}\) as \(\pi(x)\) is a hyperplane of \(\mathbb{P}(V)\) for each nonzero vector \(x\) in \(V\). By Corollary 7.3.9, such an \(f\) is \((\sigma, \varepsilon)\)-hermitian, and by Corollary 7.3.16, we may assume, by changing \(f\) within its proportionality class, that \(f\) is either antisymmetric or non-alternating and hermitian. In the latter case, \(f\) is as in (2) or (3) according to whether \(\sigma = \text{id}\) or \(\sigma \neq \text{id}\). So assume that \(f\) is antisymmetric and nonzero. Then \(\sigma = \text{id}\) and \(\varepsilon = -1\), so \(D_{\sigma, -\varepsilon} = \{0\}\). As \(\mathbb{P}_x\) spans \(\mathbb{P}\), Theorem 10.1.3(i) implies \(f(x, x) = 0\) for all \(x \in V\), so we are in case (1). By the assumption that \(f\) is nonzero in this case, there are \(x, y\) in \(V\) with \(f(x, y) = 1\) and, hence, \(f(y, x) = -1\), so that \(f(x, y) \neq f(y, x)\) if the characteristic of the field is not equal to two. In particular, \(f\) is not as in (2). \(\square\)

The following definitions are consistent with those of Exercise 1.9.31.
Definition 10.1.10 Quasi-polarities as in (1), (2), (3) of Corollary 10.1.9 are called symplectic, orthogonal, unitary, respectively. The corresponding linear groups

$$GL(V)_f = \{ g \in GL(V) \mid \forall x, y \in V \; f(g(x), g(y)) = f(x, y) \}$$

are also given these names. More precisely, in the respective cases of the corollary, we call $GL(V)_f$

1. the symplectic group and denote it by $Sp(V, f)$;
2. the orthogonal group and denote it by $O(V, \kappa)$, where $\kappa$ is the quadratic form on $V$ given by $\kappa(x) = f(x, x)/2$;
3. the unitary group and denote it by $U(V, f)$.

The images of these groups in $PGL(V, f)$ (introduced in Example 1.8.16) under the natural quotient map are denoted $PSp(V, f)$, $PO(V, \kappa)$, and $PU(V, f)$, respectively.

In the second case, the characteristic is distinct from two and the form $f$ can be recovered from $\kappa$ by

$$f(x, y) = \frac{1}{2}(\kappa(x + y) - \kappa(x) - \kappa(y)).$$  \hfill (10.2)

Later (in Definition 10.2.16) we will define a wider class of orthogonal groups.

Remark 10.1.11 The group $GL(V)$ acts on the linear space of $(\sigma, \varepsilon)$-hermitian forms on $V$ and on the linear space of $\sigma$-quadratic forms on $V$ by $(gf)(x, y) = f(g^{-1}x, g^{-1}y)$ and $(g\kappa)(x) = \kappa(g^{-1}x)$ for $x, y \in V$, respectively. The groups that have just been introduced can be seen as stabilizers of $\kappa$ and $f$, respectively, under these actions.

Example 10.1.12 In special cases, orthogonal and symplectic groups are isomorphic. Let $V$ be a vector space of odd dimension $n$ over a field $\mathbb{F}$ of characteristic two. Let $\kappa$ be a quadratic form on $V$ for which $\mathbb{F}(V, \kappa)$ is non-degenerate and spans $\mathbb{F}(V)$ (cf. Exercise 10.7.12 for a simple criterion for this property). Then $\kappa$ has a unique kernel, that is, a point $v$ of $\mathbb{P}(V)$ with $\kappa(v) \neq 0$ and $f(v, V) = 0$, where $f$ is the hermitian form of $\kappa$. Modding out $v$ leads to a linear map $\sigma : V \rightarrow \overline{V}$, where $\overline{V} = V/\langle v \rangle$. As $\langle v \rangle$ lies in $\text{Rad}(f)$, the bilinear form $f$ induces a unique symmetric bilinear form $\overline{f}$ on $\overline{V}$. Its stabilizer in $GL(\overline{V})$ is $Sp(\overline{V}, \overline{f})$. Each $g \in O(V, \kappa)$ fixes $\langle v \rangle$ and so induces a unique linear transformation $\overline{g} \in Sp(\overline{V}, \overline{f})$. This map is injective: if $\overline{g}$ is the identity on $\overline{V}$, then, for each $w \in V$, there is a scalar $\lambda_w \in \mathbb{F}$ such that $gw = w + v\lambda_w$; now $\kappa(w) = \kappa(gw) = \kappa(w) + \lambda_w f(w, v) + \lambda_w^2 \kappa(v)$. As $f(w, v) = 0 \neq \kappa(v)$, this implies $\lambda_w = 0$, so $g$ is the identity map. Moreover, if $\mathbb{F}$ is perfect (that is, every element of $\mathbb{F}$ is a square), then the map is surjective: if $h \in Sp(\overline{V}, \overline{f})$, fix a complement $U$ of $\langle v \rangle$ in $V$ and let $h$ act on $U$ as
on $V$. Now, for each $u \in U$, let $\lambda_u$ be chosen so that $\lambda_u^2 \kappa(v) = \kappa(hu) + \kappa(u)$ and define $g(v\lambda + u) = v(\lambda_u + \lambda) + hu$. Then $\kappa(v\lambda + u) = \kappa(v\lambda) + \kappa(u) = \lambda_u^2 \kappa(v) + \kappa(hu) = \kappa(v\lambda + hu) = \kappa(g(v\lambda + u))$, so $g \in O(V, \kappa)$ is in the inverse image of $h$. We conclude that $O(V, \kappa) \cong Sp(V, \mathcal{F})$ if $\mathcal{F}$ is perfect.

Conversely, if $f$ is a nondegenerate bilinear alternating form on a vector space $U$ over $\mathbb{F}$, extend $U$ by one dimension to a vector space $V = U \oplus \langle v \rangle$, and let $\kappa$ be a nondegenerate symmetric bilinear form on $V$ with $\kappa(v) \neq 0$ and hermitian form $f$. Then $O(V, \kappa) \cong Sp(U, f)$.

Clearly, $U(V, f)$ leaves invariant the absolute $\mathbb{P}(V)_f$ and acts on the corresponding geometry $\text{Abs}(\text{PG}(V), \delta_f)$. If $\mathbb{P}(V)_f$ is ruled in $\mathbb{P}(V)$, then the group induced on $\mathbb{P}(V)_f$ by $U(V, f)$ coincides with $PU(V, f)$.

In Theorem 9.3.3, the existence of perspectivities leaving invariant a ruled polar space in $\mathbb{P}(V)$ has been derived. Here we exhibit the explicit form of these perspectivities for $U(V, f)$, using the transformations $r_{a,\phi}$ of $V$ defined in Exercise 1.9.30.

**Proposition 10.1.13** Let $f$ be a $(\sigma, \varepsilon)$-hermitian form on $V$. Suppose that $c \in V \setminus \text{Rad}(f)$ and $a, b \in V \setminus \delta_f(c)$ are such that $\langle c \rangle$, $\langle a \rangle$, and $\langle b \rangle$ are collinear points in $\mathbb{P}(V)$, scaled in such a way that $c = a - b$ and $f(a, a) = f(b, b)$. The map $r_{c,\phi} : V \to V$, where $\phi : V \to \mathbb{D}$ is given by $\phi(z) = f(c, a)^{-1}f(c, z)$, belongs to $U(V, f)$. It induces a perspectivity in $\mathbb{P}(V)$ with center $\langle c \rangle$, axis $\delta_f(c)$, mapping $\langle a \rangle$ to $\langle b \rangle$.

**Proof.** The assignment $x \mapsto f(c, x)$ ($x \in V$) defines a linear form on $V$, so we may apply the observation made in Example 6.1.2. Therefore we need only show that $f(r_{c,\phi}(x), r_{c,\phi}(y)) = f(x, y)$ for any two vectors $x, y \in V$; but this follows from a straightforward computation. \(\square\)

Later, in Section 10.5, we will pursue a further study of the unitary and orthogonal groups.

### 10.2 Pseudo-quadrics

In this section we introduce certain embeddable polar spaces that have not yet been introduced. They are called pseudo-quadrics. As the name suggests, they are generalizations of the quadrics appearing in Example 7.8.1. It will turn out that novelties arise only over certain division rings of characteristic two (not of trace type); see Theorem 10.2.15 and Example 7.8.1, which describes the familiar situation of quadrics.

We now extend the results of Example 7.8.1 to the case of a division algebra $\mathbb{D}$. We will make use of the additive quotient group $\mathbb{D} / \mathbb{D}_{\sigma,\varepsilon}$ of $\mathbb{D}$. The key idea is to introduce a map $\kappa : V \to \mathbb{D} / \mathbb{D}_{\sigma,\varepsilon}$ generalizing the notion
of a quadratic form \( \kappa \) and to consider the set of points \( (x) \) of \( \mathbb{P}(V) \) such that \( \kappa(x) \) is equal to zero in \( \mathbb{D}/\mathbb{D}_{\sigma,\varepsilon} \).

**Notation 10.2.1** For \( a \in \mathbb{D} \), write \( a' = a + \mathbb{D}_{\sigma,\varepsilon} \) and consider the product

\[
\mathbb{D}/\mathbb{D}_{\sigma,\varepsilon} \times \mathbb{D} \to \mathbb{D}/\mathbb{D}_{\sigma,\varepsilon}
\]
given by \( a' \ast b = \overline{b}(b)ab \) \( (a, b \in \mathbb{D}) \).

In view of Lemma 10.1.2(iii), \( a' \ast b \) does not depend on the particular choice of \( a' \in \mathbb{D} \).

**Lemma 10.2.2** Let \( (\sigma, \varepsilon) \) be an admissible pair for \( \mathbb{D} \). Then \( \mathbb{D}^\sigma/\mathbb{D}_{\sigma,\varepsilon} \), supplied with right scalar multiplication \( \ast \), is a right vector space over \( \mathbb{D} \).

**Proof.** By Lemma 10.1.2(i), (ii), \( \mathbb{D}_{\sigma,\varepsilon} \) and \( \mathbb{D}^\sigma \) are additive groups such that the former is contained in the latter. By Lemma 10.1.2(iii), the scalar multiplication \( \ast \) on \( \mathbb{D} \) leaves \( \mathbb{D}_{\sigma,\varepsilon} \) and \( \mathbb{D}^\sigma \) invariant, and so is well defined on the quotient \( \mathbb{D}^\sigma/\mathbb{D}_{\sigma,\varepsilon} \). For \( a \in \mathbb{D}^\sigma \) and \( b, c \in \mathbb{D} \), we have

\[
\sigma((b)ac)\varepsilon + \sigma(c)ab = \sigma(c)(\sigma(a)\varepsilon + b) = \sigma(c)(\sigma(a)\varepsilon + a)b = 0,
\]
so

\[
\overline{b} * (b + c) = \overline{b}(b)ab + \overline{b}(b)ac = \sigma(b)ab + \sigma(b)ac - \sigma((b)ac)\varepsilon + \sigma((b)ac)\varepsilon + \sigma(c)ab + \sigma(c)ac
\]

\[
= \sigma(b)ab + \sigma(b)ac - \sigma((b)ac)\varepsilon + \sigma((b)ac)\varepsilon + \sigma(c)ab + \sigma(c)ac
\]

proving that the scalar multiplication is distributive. The other axioms of a vector space are straightforward to verify. \( \square \)

**Example 10.2.3** In the orthogonal case, where \( (\sigma, \varepsilon) = (\text{id}, 1) \), we have \( \mathbb{D}_{\sigma,\varepsilon} = \{ 0 \} \) and \( \overline{a} \ast b = \overline{b}^2a \). As \( \mathbb{D}^\sigma = \{ x \in \mathbb{D} \mid 2x = 0 \} \), the vector space on \( \mathbb{D}^\sigma/\mathbb{D}_{\sigma,\varepsilon} \) with scalar multiplication \( \ast \) is trivial if \( \mathbb{D} \) has characteristic distinct from two and is a twisted version of \( \mathbb{D} \) otherwise.

In the symplectic case, \( (\sigma, \varepsilon) = (\text{id}, -1) \), with \( \mathbb{D} \) of characteristic \( \neq 2 \), we have \( \mathbb{D}_{\sigma,\varepsilon} = \mathbb{D} \) (see Lemma 10.1.2(iv)) and \( \mathbb{D}^\sigma/\mathbb{D}_{\sigma,\varepsilon} = \{ 0 \} \) (see Lemma 10.1.2(v)).

**Proposition 10.2.4** The following properties concerning a map \( \kappa : V \to \mathbb{D}/\mathbb{D}_{\sigma,\varepsilon} \) are equivalent.

(i) There exists a \( \sigma \)-sesquilinear form \( g : V \times V \to \mathbb{D} \) such that

\[
\kappa(x) = g(x, x) + \mathbb{D}_{\sigma,\varepsilon}
\]
for all \( x \in V \).
(ii) $\kappa(x\lambda) = \kappa(x) \ast \lambda$ for all $x \in V$, $\lambda \in \mathbb{D}$, and there exists a trace valued $(\sigma, \varepsilon)$-hermitian form $f : V \times V \to \mathbb{D}$ such that

$$\kappa(x + y) = \kappa(x) + \kappa(y) + (f(x, y) + \mathbb{D}_{\sigma, \varepsilon})$$

for all $x, y \in V$.

Moreover, if $g$ is as in (i), then the form $f$ of (ii) can be chosen in such a way that $f(x, y) = g(x, y) + \sigma(g(y, x))\varepsilon$.

Proof. (i)$\Rightarrow$(ii). Assume (i). Then

$$\kappa(x + y) = \mathbb{D}_{\sigma, \varepsilon} = \sigma(\lambda) g(x, x) \lambda + \mathbb{D}_{\sigma, \varepsilon} = \kappa(x) \ast \lambda.$$ Moreover, if we put $f(x, y) = g(x, y) + \sigma(g(y, x))\varepsilon$, then $f$ is trace valued by definition and

$$\kappa(x + y) = g(x + y, x + y) + \mathbb{D}_{\sigma, \varepsilon}$$

for all $x, y \in V$.

We have to check that $f$ is a $(\sigma, \varepsilon)$-hermitian form on $V$. Clearly, $f$ is biadditive. Next,

$$f(x, y) = g(x, y) + \sigma(g(y, x))\varepsilon = \sigma(\lambda) g(x, y)\mu + \sigma(\mu) g(y, x)\lambda\varepsilon$$

Also,

$$f(y, x) = g(y, x) + \sigma(g(x, y))\varepsilon = \sigma(\sigma(g(x, y))\varepsilon + g(x, y))\varepsilon = \sigma(f(x, y))\varepsilon.$$  

(ii)$\Rightarrow$(i). Assume (ii). Let $(e_i)_{i \in I}$ be a basis of $V$, which we provide with a total ordering $<$. Take $g_i \in \mathbb{D}$ such that $\kappa(e_i) = g_i + \mathbb{D}_{\sigma, \varepsilon}$ and define the $\sigma$-sesquilinear form $g$ by

$$g(e_i, e_j) = \left\{ \begin{array}{ll} f(e_i, e_j) & \text{if } i < j, \\ g_i & \text{if } i = j, \\ 0 & \text{if } i > j. \end{array} \right.$$ 

Then (i) holds. Indeed, writing $x = \sum_i e_i x_i$ with $x_i \in \mathbb{D}$, nonzero for a finite number of $i \in I$, we have $g(x, x) = g(\sum_i e_i x_i, \sum_j e_j x_j) = \sum_{i,j} \sigma(x_i) g(e_i, e_j) x_j$ while
\[ \kappa(x) = \kappa(\sum_i e_i x_i) = \sum_i \kappa(e_i x_i) + \sum_{i<j} f(e_i x_i, e_j x_j) + D_{\sigma, \varepsilon} \]
\[ = \sum_i \kappa(e_i) * x_i + \sum_{i<j} \sigma(x_i) f(e_i, e_j) x_j + D_{\sigma, \varepsilon} \]
\[ = \sum_i \sigma(x_i) g_i x_i + \sum_{i<j} \sigma(x_i) g(e_i, e_j) x_j + D_{\sigma, \varepsilon} \]
\[ = g(x, x) + D_{\sigma, \varepsilon}. \]

The final assertion is immediate from the proof of the first implication. □

**Corollary 10.2.5** Let \( \kappa \) be as in Proposition 10.2.4. If \( D_{\sigma, \varepsilon} \neq D \), then the trace valued \((\sigma, \varepsilon)\)-hermitian form \( f \) of Proposition 10.2.4 is unique.

**Proof.** Suppose that \( f_1 \) is another such form on \( V \). The form \( h = f - f_1 \) is \((\sigma, \varepsilon)\)-hermitian with \( h(x, y) \in D_{\sigma, \varepsilon} \) for all \( x, y \in V \) and satisfies \( h(u, v) \neq 0 \) for certain \( u, v \in V \). Now \( D = h(u, v) D = h(u, v) D \subseteq D_{\sigma, \varepsilon} \), whence \( D = D_{\sigma, \varepsilon} \), contradicting the hypotheses. □

If \((\sigma, \varepsilon) = (id, -1)\), then either the characteristic of \( D \) equals two and so \((\sigma, \varepsilon) = (id, 1)\), or the characteristic is distinct from two and each function \( \kappa \) as in Proposition 10.2.4 is trivial by Lemma 10.1.2(iv). So there is little lost in excluding the latter case. Besides, Corollary 10.2.5 shows that, by excluding it, we obtain uniqueness of the form \( f \) pertaining to \( \kappa \).

**Definition 10.2.6** Suppose that \((\sigma, \varepsilon)\) is an admissible pair distinct from \((id, -1)\) if \( \text{char}(D) \neq 2 \). A function \( \kappa \) with the properties (i) and (ii) of Proposition 10.2.4 is called a \((\sigma, \varepsilon)\)-quadratic form or \textbf{pseudo-quadratic form} relative to \( \sigma \) and \( \varepsilon \). We call the trace valued \((\sigma, \varepsilon)\)-hermitian form \( f \) as in Proposition 10.2.4(ii) the \textbf{hermitian form} of \( \kappa \). As earlier, by a \( \sigma \)-quadratic form we mean a \((\sigma, 1)\)-quadratic and \textbf{quadratic} stands for \( id \)-quadratic. A form \( g \) as in (i) of the proposition is called a \textbf{facilitating form} for \( \kappa \).

The proof of Proposition 10.2.4 actually shows that the facilitating form for \( \kappa \) can be chosen to be upper triangular with respect to any ordered basis of \( V \).

In view of the restrictions on \((\sigma, \varepsilon)\), there is no need not define an \textbf{antisymmetric quadratic form}: any \((id, -1)\)-quadratic form is also a symmetric quadratic form if the characteristic of \( D \) equals two and is not defined (and would be trivial if it were) otherwise.

**Definition 10.2.7** Let \( \kappa \) be a \((\sigma, \varepsilon)\)-quadratic form on the right vector space \( V \) over \( D \). The \textbf{pseudo-quadratic} \( \mathbb{P}(V)_\kappa \) defined by \( \kappa \) is the space whose
points are those points \( \langle v \rangle \) of \( \mathbb{P}(V) \) on which \( \kappa \) vanishes, i.e., \( \kappa(v) \in \mathbb{D}_{\sigma, \varepsilon} \), and whose lines are the lines of \( \mathbb{P}(V) \) fully contained in the point set of \( \mathbb{P}(V)_\kappa \).

**Example 10.2.8** Let \( V = \mathbb{D}^2 \) and fix an admissible pair \((\sigma, \varepsilon)\). For \( x = \varepsilon_1 x_1 + \varepsilon_2 x_2 \in V \), put \( \kappa(x) = \sigma(x_1)x_2 + \mathbb{D}_{\sigma, \varepsilon} \). Then \( \kappa \) is a pseudo-quadratic form relative to \( \sigma \) and \( \varepsilon \) such that \( \mathbb{P}(V)_\kappa \) contains \((1:0)\) and \((0:1)\). As a matter of fact, every nonzero such pseudo-quadratic form on \( V \) for which \( \mathbb{P}(V)_\kappa \) is non-empty can be transformed into \( \kappa \) after a coordinate transformation fixing these two points of \( \mathbb{P}(V) \) (cf. Exercise 10.7.9).

Naturally, for a given pseudo-quadratic form \( \kappa \) on \( V \), we are interested in the relation between the space \( \mathbb{P}(V)_\kappa \) and the polar space \( \mathbb{P}(V)_f \) where \( f \) is the hermitian form of \( \kappa \). Recall from Notation 9.1.9 that we also use the \( \cap \) symbol when one of its arguments is a line space.

**Theorem 10.2.9** Suppose that \( \kappa \) is a \((\sigma, \varepsilon)\)-quadratic form on a right vector space \( V \) over \( \mathbb{D} \) and that \( f \) is the hermitian form of \( \kappa \). Put \( \mathbb{P} = \mathbb{P}(V) \).

(i) The space \( \mathbb{P}_\kappa \) is a subspace of \( \mathbb{P}_f \). In particular, \( \mathbb{P}_\kappa \) is a polar space.

(ii) If the points of \( \mathbb{P}_\kappa \) span \( \mathbb{P} \), then \( \operatorname{Rad}(\mathbb{P}_\kappa) = \mathbb{P}_\kappa \cap \operatorname{Rad}(\mathbb{P}_f) = \mathbb{P}_\kappa \cap \operatorname{Rad}(f) \).

(iii) If \( \mathbb{D}_{\sigma, \varepsilon} = \mathbb{D}_{\sigma, \varepsilon} \), then \( \mathbb{P}_\kappa = \mathbb{P}_f \).

**Proof.** If \( f \) is a nonzero alternating form and the characteristic of \( \mathbb{D} \) is distinct from two, then no pseudo-quadratic form \( \kappa \) is defined whose hermitian form is \( f \). For, if it were, then \( \kappa(V) = \{0\} \), so the space \( \mathbb{P}_\kappa \) coincides with \( \mathbb{P} \) and the theorem holds trivially. Therefore, we exclude admissible pairs \((\text{id}, -1)\) if the characteristic of \( \mathbb{D} \) is not two.

For a facilitating form \( g \) of \( \kappa \) (as in Proposition 10.2.4(i)), \( \langle x \rangle \in \mathbb{P}_\kappa \) implies \( g(x, x) \in \mathbb{D}_{\sigma, \varepsilon} \), so, by Lemma 10.1.2(ii), \( f(x, x) = \sigma(g(x, x)) \varepsilon + g(x, x) = 0 \), yielding \( \langle x \rangle \in \mathbb{P}_f \), so the points of \( \mathbb{P}_\kappa \) belong to \( \mathbb{P}_f \).

(i). Let \( x \) and \( y \) be points of \( \mathbb{P}_\kappa \). If \( xy \) is a line of \( \mathbb{P}_\kappa \), then \( \kappa(x + y, \lambda) = \mathbb{D}_{\sigma, \varepsilon} \) for all \( \lambda \in \mathbb{D} \). By Proposition 10.2.4(ii), this gives \( f(x, y) \lambda \in \mathbb{D}_{\sigma, \varepsilon} \) for all \( \lambda \in \mathbb{D} \). Suppose \( f(x, y) \neq 0 \). Then \( \mathbb{D} = f(x, y) \mathbb{D} \subseteq \mathbb{D}_{\sigma, \varepsilon} \), so, by Lemma 10.1.2(iv), \( \sigma = \text{id}, \varepsilon = -1 \) and \( \mathbb{D} \) is a field of characteristic distinct from two, which is an excluded case. We conclude that \( f(x, y) = 0 \), establishing that \( xy \) is a line of \( \mathbb{P}_f \).

Conversely, if \( xy \) is a line of \( \mathbb{P}_f \), then \( f(x, y) = 0 \), so \( \kappa(x + y, \lambda) = 0 \) for all \( \lambda \in \mathbb{D} \), proving that \( xy \) is a line of \( \mathbb{P}_f \). Hence \( \mathbb{P}_\kappa \) is a subspace of \( \mathbb{P}_f \).

The final assertion of (i) is immediate from the first thanks to Lemma 7.4.8(i).

(ii). Clearly \( \mathbb{P}_\kappa \cap \operatorname{Rad}(\mathbb{P}_f) \subseteq \operatorname{Rad}(\mathbb{P}_\kappa) \). Suppose \( \langle x \rangle \in \operatorname{Rad}(\mathbb{P}_\kappa) \) for some \( x \in V \setminus \{0\} \). Then \( f(x, y) = 0 \) whenever \( y \in V \setminus \{0\} \) satisfies \( \langle y \rangle \in \mathbb{P}_\kappa \). By the assumption that \( \mathbb{P}_\kappa \) spans \( \mathbb{P} \), this implies \( f(x, z) = 0 \) for all \( z \in V \) whence \( \langle x \rangle \in \operatorname{Rad}(\mathbb{P}_f) \). This settles the first equality. As the points of \( \mathbb{P}_\kappa \) are in \( \mathbb{P}_f \),
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and span \( P \), Lemma 10.1.4 gives that the form \( f \) is trace valued, so the second equality follows from Proposition 7.4.4.

(iii). Thanks to assumption \( \mathbb{D}_{\sigma,\epsilon} = \mathbb{D}^{\sigma,\epsilon} \), Lemma 10.1.2(ii) can be used the other way around and so the argument in the second paragraph of this proof can be reversed. This implies that the point sets of \( P_f \) and \( P_\kappa \) coincide, so that \( P_\kappa = P_f \).

By Theorem 10.2.9(i), the space \( P(V)_\kappa \) for a pseudo-quadric \( \kappa \) on \( V \) is a polar space which, in case it is nondegenerate, we can view as a subspace of a unique polar space of the form \( P(V)_f \) for a given hermitian form \( f \) of \( \mathbb{D}^{\sigma,\epsilon} \). We can then apply Proposition 9.1.7 to the pseudo-quadric \( P(V)_f \), using \( \mathbb{K} = \text{Rad}(f) \) as the kernel, for, by Proposition 10.2.9(ii), \( P(V)_f \setminus \mathbb{K} = P(V)_\kappa \setminus \text{Rad}(P(V)_f) = \emptyset \). Thus, \( P(V)_\kappa \) embeds in the nondegenerate polar space \( P(V)_f \) of the form \( f \) induced by \( f \) on \( P(V)_\kappa \), which concludes that there is no loss of generality in the study of nondegenerate \( P(V)_\kappa \) to assume that \( f \) is nondegenerate.

Here are two ways of finding pseudo-quadrics corresponding to a given \((\sigma,\epsilon)\)-hermitian form.

**Proposition 10.2.10** Suppose that \( f \) is a \((\sigma,\epsilon)\)-hermitian form on the right \( \mathbb{D} \)-vector space \( V \).

(i) If \( \mathbb{D} \) is of characteristic distinct from two, consider the map \( \kappa : V \to \mathbb{D} / \mathbb{D}_{\sigma,\epsilon} \) given by

\[
\kappa(x) = \frac{1}{2} f(x, x) + \mathbb{D}_{\sigma,\epsilon}.
\]

(ii) If \( f \) is trace valued, let \( g \) be as in Lemma 10.1.4(i), and consider the map \( \kappa : V \to \mathbb{D} / \mathbb{D}_{\sigma,\epsilon} \) given by \( \kappa(x) = g(x, x) + \mathbb{D}_{\sigma,\epsilon} \) \((x \in V)\).

In each case, \( \kappa \) is a \((\sigma,\epsilon)\)-quadratic form and \( f \) is a hermitian form of \( \kappa \). In case (ii), \( g \) is a facilitating form for \( \kappa \).

**Proof.** In each case, we verify (ii) of Proposition 10.2.4. Let \( x, y \in V \) and \( \lambda \in \mathbb{D} \).

(i). Now \( \kappa(x\lambda) = \frac{1}{2} f(x\lambda, x\lambda) + \mathbb{D}_{\sigma,\epsilon} = \sigma(\lambda)\frac{1}{2} f(x, x)\lambda + \mathbb{D}_{\sigma,\epsilon} = \sigma(\lambda)\left( \frac{1}{2} f(x, x) + \mathbb{D}_{\sigma,\epsilon} \right) \lambda = \kappa(x) + \lambda \) in view of Lemma 10.1.2(iii). Moreover,

\[
\kappa(x + y) = \frac{1}{2} f(x + y, x + y) + \mathbb{D}_{\sigma,\epsilon} = \frac{1}{2} f(x, x) + \frac{1}{2} f(y, y) + f(x, y) - \frac{1}{2} (f(x, y) - \sigma(f(x, y)\epsilon)) + \mathbb{D}_{\sigma,\epsilon} = \kappa(x) + \kappa(y) + (f(x, y) + \mathbb{D}_{\sigma,\epsilon}).
\]

(ii). The identity \( \kappa(x\lambda) = \kappa(x) \star \lambda \) follows as in (i) (with \( g \) instead of \( f \)). Furthermore,
\[
\kappa(x + y) = g(x, x) + g(y, y) + g(x, y) + g(y, x) + D_{\sigma, \varepsilon} \\
= \kappa(x) + \kappa(y) + f(x, y) + g(y, x) - \sigma(g(y, x))\varepsilon + D_{\sigma, \varepsilon} \\
= \kappa(x) + \kappa(y) + (f(x, y) + D_{\sigma, \varepsilon}).
\]

Example 10.2.11 Put \( P = \mathbb{P}(V) \). We are interested in pseudo-quadrics \( P_\kappa \) of \( P \) that are strictly contained in \( P_f \). Theorem 10.2.9(iii) shows that \( D_{\sigma, \varepsilon} \) should not coincide with \( D_{\sigma, -\varepsilon} \). Proposition 10.1.8(i) shows that we require an admissible pair \( (\sigma, \varepsilon) \) such that \( (\sigma, -\varepsilon) \) is not of trace type. By Proposition 10.1.8(ii), (iii), this forces \( D \) to be of characteristic two while \( \sigma \) fixes all elements of the center \( Z(D) \) of \( D \).

(i). Consider the case where \( D \) is a field. Then \( \sigma = \text{id} \), whence \( \varepsilon = 1 \) and \( \kappa \) is a quadratic form. Now \( P_\kappa \) is a quadric which can be strictly contained in \( P_f \); but this case already appeared in Example 7.8.1.

(ii). Let \( V = D^2 \). For \( x = e_1x_1 + e_2x_2 \in V \), let \( \kappa(x) = \sigma(x_1)x_2 + D_{\sigma, \varepsilon} \), as in Example 10.2.8. Then \( \kappa \) is a pseudo-quadratic form relative to \( \sigma \) and \( \varepsilon \). The form \( f \) given by \( f(x, y) = \sigma(x_1)y_2 + \sigma(x_2)y_1 \) \((x, y) \in V \) is a hermitian form of \( \kappa \). The point \((0:1)\) belongs to \( P_\kappa \). All other points of \( P_\kappa \) are of the form \((1:a)\) with \( a \in D_{\sigma, \varepsilon} \). The points of \( P_f \) are \((0:1)\) and those of the form \((1:a)\) with \( a \in D_{\sigma, -\varepsilon} \). Thus, we see again from Lemma 10.1.2(ii) that \( P_\kappa \) is contained in \( P_f \). If we take \( \sigma = \text{id}, \varepsilon = 1, \) and \( D \) of characteristic two, then \( D_{\sigma, \varepsilon} = D \) and, as we have seen in Example 10.2.3, \( D_{\sigma, -\varepsilon} = \{0\} \), so \( P_\kappa \) is a proper subspace of \( P_f \).

(iii). Let \( D \) and \( \sigma \) be as in Exercise 10.7.5(d). This implies that \( F = Z(D) \) is a field of characteristic two and that \( D_{\sigma, 1} = F \) and \( D_{\sigma, -1} = F + e_2F + e_3F \). Consider the admissible pair \((\sigma, 1)\). Take \( V = D^2 \) and put \( g(v, w) = \sigma(v_1)v_2 \) \( w = (v_1, v_2), w = (w_1, w_2) \in V \). The form \( f \) defined by \( f(v, w) = g(v, w) + \sigma(g(w, v)) = \sigma(v_1)v_2 + \sigma(v_2)v_1 \) is nondegenerate and trace valued. The vectors \( v \in V \) with \( f(v, v) = 0 \) are those for which \( \sigma(v_1)v_2 = \sigma(v_1)v_2 \), that is, \( \sigma(v_1)v_2 \in D_{\sigma, 1} \). Since \( F = D_{\sigma, 1} \) is strictly contained in \( D_{\sigma, -1} \), there are elements \( v \) of \( V \) such that \( f(v, v) = 0 \) while \( g(v, v) = \sigma(v_1)v_2 \not\in F \). Let \( \kappa : V \to D / D_{\sigma, \varepsilon} \) be a pseudo-quadratic form with facilitating form \( g \) as in Proposition 10.2.4(i). Then \( P_\kappa \) spans \( V \) and the point set of \( P_\kappa \) is properly contained in the point set of \( P_f \).

We need some more algebraic developments. First of all, just as for sesquilinear forms, the geometric interpretation of pseudo-quadratic forms requires a concept of proportionality which can be used for reduction purposes.

Remark 10.2.12 Fix \( \lambda \in D \backslash \{0\} \) and consider the pair \((\rho, \delta)\), where \( \rho(t) = \lambda\sigma(t)\lambda^{-1} \) and \( \delta = \lambda\sigma(\lambda)^{-1}\varepsilon \).
Then $\lambda \mathbb{D}_{\sigma,\varepsilon} = \mathbb{D}_{\rho,\delta}$ (this is Exercise 10.7.3), and $\lambda \kappa : V \rightarrow \mathbb{D}_{\rho,\delta}$, given by $(\lambda \kappa)(x) = \lambda(\kappa(x))$, is (well defined and) a $(\rho,\delta)$-quadratic form. If $\lambda \neq 0$, we say that $\lambda \kappa$ is proportional to $\kappa$. Clearly, $\mathbb{P}_\kappa = \mathbb{P}_{\lambda \kappa}$.

Proportionality helps to classify pseudo-quadrics in two particular types, much like Theorem 7.3.15 for reflexive sesquilinear forms.

**Proposition 10.2.13** Let $(\sigma,\varepsilon)$ be an admissible pair for $\mathbb{D}$ with $\mathbb{D}_{\sigma,\varepsilon} \neq \mathbb{D}$ and suppose that $\kappa$ is a $(\sigma,\varepsilon)$-quadratic form on $V$.

(i) If $(\sigma,\varepsilon) \neq (\text{id},-1)$, then $\kappa$ is proportional to a $\rho$-quadratic form for some anti-automorphism $\rho$ of $\mathbb{D}$ with $\rho^2 = \text{id}$.

(ii) If $\kappa$ is not a $\sigma$-quadratic form, then it is proportional to a $(\rho,-1)$-quadratic form where $\rho$ can be chosen in such a way that $1 \in \mathbb{D}_{\rho,-1}$.

**Proof.** (i) Since $(\sigma,\varepsilon) \neq (\text{id},-1)$, there is some $\lambda \in \mathbb{D}$, $\lambda \neq 0$, such that $\sigma(\lambda) \lambda^{-1} = \varepsilon$ (see the proof of Theorem 7.3.15). Then $\delta := \lambda \sigma(\lambda^{-1}) \varepsilon = 1$, so $\lambda \sigma$ is a $\rho$-quadratic form for $\rho$ as in Remark 10.2.12.

(ii) Since $\kappa$ is not $\sigma$-quadratic, $\lambda := 1 - \sigma(\varepsilon) \neq 0$. Then $\sigma(\lambda) = 1 - \varepsilon$, whence $\sigma(\lambda) = -\lambda$ and so $\lambda \sigma$ is $(\rho,\delta)$-quadratic with $\delta = \lambda \sigma(\lambda^{-1}) \varepsilon = -1$ and $\rho$ given by $\rho(x) = \lambda \sigma(x) \lambda^{-1}$. Moreover $\lambda^{-1} + \rho(\lambda^{-1}) = \lambda^{-1} + \lambda \sigma(\lambda^{-1}) \lambda^{-1} = \lambda^{-1} - \lambda(\varepsilon \lambda^{-1}) \lambda^{-1} = (1 - \varepsilon^{-1}) \lambda^{-1} = \lambda \lambda^{-1} = 1$. Hence $1 \in \mathbb{D}_{\rho,-1}$. \hfill $\Box$

Recall from Lemma 10.2.2 that the quotient $\mathbb{D}^{\sigma,\varepsilon}/\mathbb{D}_{\sigma,\varepsilon}$ is a right $\mathbb{D}$-vector space with scalar multiplication given by $(v + \mathbb{D}_{\sigma,\varepsilon}) \lambda = \sigma(\lambda)v + \mathbb{D}_{\sigma,\varepsilon}$ ($v \in \mathbb{D}^{\sigma,\varepsilon}$, $\lambda \in \mathbb{D}$). It will be used in Theorem 10.2.15(ii) to ‘lift’ the ambient projective space $\mathbb{P}$ of the absolute of a non-symplectic quasi-polarity $\pi$ to a projective space $\mathbb{P}'$ in such a way that, for some pseudo-quadratic form $\kappa$ on $\mathbb{P}'$, we have $\mathbb{P}_\pi \cong \mathbb{P}_\kappa$. Although the statement below holds for arbitrary characteristic, it only gives useful information if the characteristic of $\mathbb{D}$ is two; see Proposition 10.1.8(i).

**Lemma 10.2.14** Suppose that $\sigma$ is an involutory anti-automorphism of $\mathbb{D}$. The inclusion map $\kappa_\sigma : \mathbb{D}^{\sigma,1}/\mathbb{D}_{\sigma,1} \rightarrow \mathbb{D}/\mathbb{D}_{\sigma,1}$ is a $\sigma$-pseudo-quadratic form on the right vector space $\mathbb{D}^{\sigma,1}/\mathbb{D}_{\sigma,1}$ over $\mathbb{D}$. Its hermitian form is trivial.

**Proof.** By straightforward verification of the properties in Proposition 10.2.4(ii) of a pseudo-quadratic form with hermitian form $f = 0$. \hfill $\Box$

The map $\kappa_\sigma$ of this lemma is used in the lifting result below, which, in turn, will be used in the proof of Theorem 10.3.13 to describe an embedded polar space as the absolute of a reflexive sesquilinear form.
Theorem 10.2.15 Let \((\sigma, \varepsilon)\) be an admissible pair for \(\mathbb{D}\) with \(\varepsilon \in \{\pm 1\}\). Suppose that \(f\) is a trace valued \((\sigma, \varepsilon)\)-hermitian form on \(V\). There exists a \((\sigma, \varepsilon)\)-quadratic form \(\kappa\) with hermitian form \(f\). If, for such a form \(\kappa\), the point set of \(P(V)_\kappa\) does not coincide with the point set of the ambient polar space \(\mathbb{P}(V)_f\), then the following statements hold.

(i) The characteristic of \(\mathbb{D}\) is two, \(\varepsilon = 1\), and \((\sigma, 1)\) is not of trace type.
(ii) Set \(V' = V \oplus \mathbb{D}^{\sigma,1}/\mathbb{D}_{\sigma,1}\) and \(\kappa' = \kappa \oplus \kappa_\sigma\). The map \(\kappa'\) is a pseudo-quadratic form on \(V'\) and the canonical projection \(V' \rightarrow V\) onto the first factor induces an isomorphism \(\mathbb{P}(V')_{\kappa'} \rightarrow \mathbb{P}(V)_f\) of polar spaces.
(iii) Let \(P' := \mathbb{P}(V')\) and \(\kappa'\) be as in (ii). If \(f'\) is a hermitian form of \(\kappa'\) and \(f\) is nondegenerate, then \(\text{Rad}(P'_f) = \mathbb{P}(\mathbb{D}^{\sigma,1}/\mathbb{D}_{\sigma,1})\) and the quotient space \(P'_f/\text{Rad}(P'_f)\) is isomorphic to \(\mathbb{P}(V)_f\).

Proof. The existence of \(\kappa\) follows from Proposition 10.2.10(ii).

(i). By Theorem 10.2.9(iii), we have \(\mathbb{D}_{\sigma,\varepsilon} \neq \mathbb{D}^{\sigma,\varepsilon}\), so, by Proposition 10.1.8(i), (ii), the pair \((\sigma, \varepsilon)\) is not of trace type and the characteristic of \(\mathbb{D}\) equals two. In particular, \(\varepsilon = 1\).

(ii). Thanks to Lemma 10.2.14 the form \(\kappa_\sigma\) is \((\sigma, \varepsilon)\)-quadratic. It easily follows that the sum \(\kappa'\) of \(\kappa\) and \(\kappa_\sigma\) has the same property.

Let \(g\) be the \(\sigma\)-sesquilinear facilitating form \(V \times V \rightarrow \mathbb{D}\) for \(\kappa\) (as in Proposition 10.4(ii)) so \(\kappa(x) = g(x, x) + \mathbb{D}_{\sigma,1}\) for all \(x \in V\). Consider an arbitrary vector \((x, \overline{\sigma}) \in V'\), where \(x \in V \setminus \{0\}\) and \(a \in \mathbb{D}^{\sigma,1}\). The corresponding projective point belongs to \(\mathbb{P}(V')_{\kappa'}\) if and only if \(\kappa(x) + \overline{\sigma} = \overline{b} = \mathbb{D}_{\sigma,1}\).

This implies \(g(x, x) = \overline{\sigma} \subseteq \mathbb{D}^{\sigma,1}\), and so \(f(x, x) = g(x, x) + \sigma(g(x, x)) = 0\), whence \((x) \in \mathbb{P}(V)_f\). Thus, indeed, the projection \(V' \rightarrow V\) onto the first factor induces a map \(\mathbb{P}(V')_{\kappa'} \rightarrow \mathbb{P}(V)_f\).

Suppose \((x) \in \mathbb{P}(V)_f\) for some nonzero vector \(x\) of \(V\). Then \(g(x, x) + \sigma(g(x, x)) = f(x, x) = 0\), so \(g(x, x) \in \mathbb{D}^{\sigma,1}\). Now \((x, g(x, x))\) is easily seen to be the one and only preimage of \((x)\) under the map \(\mathbb{P}(V')_{\kappa'} \rightarrow \mathbb{P}(V)_f\).

The check that the projection and its inverse preserve lines comes down to verifying that \(f'(x, \overline{\sigma}(x, y)) = f(x, y)\) for all \(x, y \in V\) and \(a, b \in \mathbb{D}_{\sigma,1}\), which is immediate.

(iii). The equalities of Proposition 7.4.4 for \(f'\) in terms of \(f\) shows that, if \(f\) is nondegenerate, then \(\text{Rad}(f') = \mathbb{P}(\mathbb{D}^{\sigma,1}/\mathbb{D}_{\sigma,1})\). This proves the statement about the radical.

In terms of Definition 9.2.9, the space \(\text{Rad}(P'_f)\) is the defect of the polar space \(P'_{\sigma,\varepsilon}\) embedded in \(P'\). By joining it to \(P'_{\sigma,\varepsilon}\), we obtain \(P'_f\).

In Definition 10.1.10, the orthogonal group \(O(V, \kappa)\) was defined for a quadratic form on \(V\). Here is the natural extension of that definition to pseudo-quadratic forms.
Definition 10.2.16 The group of all linear transformations \( g \) of \( V \) preserving the pseudo-quadratic form \( \kappa \) on \( V \) (in the sense that \( \kappa(gx) = \kappa(x) \) for each \( x \in V \)) is called the orthogonal group related to \( \kappa \) and denoted by \( \text{O}(V, \kappa) \).

Thus, we have defined orthogonal groups for pseudo-quadratic forms, unitary groups for sesquilinear forms, and symplectic groups for alternating bilinear forms (Definition 10.1.10).

Proposition 10.2.17 If \( D, \cdot \neq D \) and \( f \) is the hermitian form of a pseudo-quadratic form \( \kappa \), then \( \text{O}(V, \kappa) \) is a subgroup of \( \text{U}(V, f) \).

Proof. This follows directly from the uniqueness of \( f \) as established in Corollary 10.2.5.

For the analog of Proposition 10.1.13 regarding \( \text{O}(V, \kappa) \), see Exercise 10.7.13. The orthogonal groups will be studied further in Section 10.5.

10.3 Perspective sets

According to Theorems 9.5.8 and 10.2.15 every nondegenerate polar space of rank at least two with thick lines that can be embedded in a projective space embeds in a subspace of the absolute of a quasi-polarity. Every such polar space that we have encountered so far can be described as a pseudo-quadratic or the absolute of a quasi-polarity. One might ask whether there are more polar spaces embedded in a projective space. In this section, we show that the answer is negative. In proving this fact, we obtain a complete classification of these spaces; see Theorem 10.3.13. As a consequence, in Corollary 10.3.14, we are able to classify the polar geometries of type \( B_n \) for \( n \in \mathbb{N}, n \geq 4 \).

For the proof we will use a remarkable invariance property of polar spaces embedded in a projective space \( P \), namely invariance under many perspectivities of \( P \).

Definition 10.3.1 Let \( P \) be a projective space with quasi-polarity \( \pi \). A set \( X \) of points of \( P \) is called perspective (with respect to \( \pi \)) if, for all \( p \in P \) and all \( a, b \in X \setminus (\{p\} \cup \pi(p)) \) such that \( a, b, \) and \( p \) are on a projective line, the perspectivity with center \( p \) and axis \( \pi(p) \) mapping \( a \) to \( b \) leaves \( X \) invariant.

In Definition 6.2.1 a projective line was defined by means of a set of perspectivities. This gives Definition 10.3.1 a meaning even if the projective space \( P \) is a line.
Example 10.3.2 It is a direct consequence of Theorem 9.3.3 that, if \( f \) is a nondegenerate \((\sigma, \varepsilon)\)-hermitian form on a right vector space \( V \) over \( \mathbb{D} \), then, under some mild restrictions, \( \mathbb{P}(V)_f \) is perspective with respect to \( \delta_f \). Similarly, for \( \mathbb{P}(V)_\kappa \) if \( \kappa \) is a pseudo-quadratic form on \( V \) (see Exercise 10.7.13 for an explicit description of the perspectivity).

The perspectivities of Example 10.3.2 all come from the corresponding unitary and orthogonal groups.

Lemma 10.3.3 Let \( f \) be a \((\sigma, \varepsilon)\)-hermitian form \( f \) on a right vector space \( V \) over \( \mathbb{D} \) and write \( \mathbb{P} = \mathbb{P}(V) \).

(i) The perspectivities with respect to \( \delta_f \) leaving \( \mathbb{P}_f \) invariant belong to \( \mathbb{P}U(V;f) \).

(ii) Let \( \kappa \) be a \((\sigma, \varepsilon)\)-quadratic form with hermitian form \( f \) such that \( \mathbb{P}_\kappa \) is non-empty. The perspectivities with respect to \( \delta_f \) leaving \( \mathbb{P}_\kappa \) invariant belong to \( \mathbb{P}O(V;\kappa) \).

Proof. Each perspectivity with respect to \( \delta_f \) is of the form \( r_{c,\phi} \) as in Exercise 1.9.30, where \( c \in V\setminus\{0\} \) and \( \phi \) is a linear form on \( V \) such that \( \phi(x) = \lambda f(c,x) \) for some \( \lambda \in \mathbb{D} \). If \( a, b \in V \) represent distinct points of \( \mathbb{P}_f \) such that \( \langle c \rangle \) is in \( \langle a, b \rangle \setminus \{\langle a \rangle, \langle b \rangle\} \) then, without loss of generality, we may assume \( c = a + b \). If, moreover, \( \langle a \rangle \) and \( \langle b \rangle \) are not on \( \delta_f(c) \), the perspectivity \( r_{c,\phi} \) maps \( \langle a \rangle \) to \( \langle b \rangle \) if and only if \( r_{c,\phi}(a) = b\mu \) for some \( \mu \in \mathbb{D} \), which is equivalent to \( \lambda = f(b,a)^{-1} \) and \( \mu = -1 \), and hence to \( \phi(x) = f(b,a)^{-1}f(c,x) \) for all \( x \in V \). This, in turn, is equivalent to \( r_{c,\phi} \in \mathbb{P}U(V,f) \). Hence (i). The proof of (ii) is part of Exercise 10.7.13. □

The radical of a subset of a polar space is introduced in Definition 7.4.3.

Proposition 10.3.4 Let \( \pi \) be a quasi-polarity of a thick projective space \( \mathbb{P} \).

(i) Each subspace of the polar space \( \mathbb{P}_\pi \) containing a line is perspective with respect to \( \pi \).

(ii) The intersection of any collection of perspective subsets of \( \mathbb{P}_\pi \) is again perspective.

(iii) If \( X \) is a perspective subset of \( \mathbb{P}_\pi \) with empty radical all of whose induced lines have at least three points, then the group generated by all perspectivities of \( \mathbb{P} \) with respect to \( \pi \) leaving \( X \) invariant is transitive on \( X \).

Proof. (i). By Theorem 9.3.3, \( \mathbb{P}_\pi \) itself is perspective. Suppose now that \( Z \) is a subspace of \( \mathbb{P}_\pi \) containing the points \( a, b, c \), and that \( p \in \mathbb{P} \) is on the projective line \( ab \), while \( a, b \not\in \{p\} \cup \pi(p) \). Let \( \alpha \) be the perspectivity with center \( p \) and axis \( \pi(p) \) mapping \( a \) onto \( b \). We show that \( \alpha(c) \) belongs to \( Z \).
First, assume that $a$ and $c$ are collinear in $Z$. The line $ac$ lies in $Z$ and $a \not\in \pi(p)$, so $ac \cap \pi(p)$ contains a single point $d$ belonging to $Z$. Under $\alpha$, the line $ac$ of $\mathbb{P}_\pi$ is mapped onto the line $bd$ of $\mathbb{P}_\pi$ containing the points $b$ and $d$ of $Z$. As $Z$ is a subspace of $\mathbb{P}_\pi$, the line $bd$ is also a line of $Z$. In particular, the point $\alpha(c)$ belonging to it lies in $Z$.

Remains the case where $a$ and $c$ are non-collinear. Then, as $Z$ itself is a polar space containing a line, there is a point $h$ of $Z$ collinear with both $a$ and $c$. By applying the previous argument first to $h$, we find that $\alpha(h)$ belongs to $Z$. Replacing $a$ and $b$ by $h$ and $\alpha(h)$, we can apply the previous argument once more so as to obtain the required conclusion.

(ii) is obvious.

(iii). Suppose $x, y \in X$. If they are not collinear in $\mathbb{P}_\pi$, choose a point $p \in xy \setminus \{x, y\}$. We have $x, y \not\in \pi(p)$ as $\pi(x) \cap xy = \{x\}$ and $\pi(y) \cap xy = \{y\}$. The perspectivity with center $p$ and axis $\pi(p)$ mapping $x$ to $y$ leaves $X$ invariant. The result now follows because the non-collinearity graph of $X$ is connected; cf. Exercise 7.11.16.

\[\square\]

**Remark 10.3.5** Suppose that $Z$ is a nondegenerate ruled polar space in $\mathbb{P}(V)$ with empty defect. By Theorem 9.5.8, there is a (unique) quasi-polarity $\pi$ such that $Z$ is a subspace of $\mathbb{P}(V)_\pi$. Therefore, every perspectivity leaving invariant $Z$ will be a perspectivity with respect to $\pi$.

In view of Proposition 10.3.4(ii), we can talk about perspective subsets generated by a subset of $\mathbb{P}_\pi$.

**Notation 10.3.6** Let $\pi$ be a quasi-polarity of $\mathbb{P}$. For a set $X$ of points of $\mathbb{P}_\pi$, we denote by $\langle X \rangle_\pi$ the perspective subset of $\mathbb{P}_\pi$ generated by $X$. As usual, we also write $\langle x \rangle_\pi$ instead of $\langle \{x\} \rangle_\pi$ and $\langle x, y \rangle_\pi$ instead of $\langle \{x, y\} \rangle_\pi$, etc.

**Remark 10.3.7** The essential and motivating example of a perspective subset is a pseudo-quadric in the projective line. For further algebraic analysis, we identify the point set of the projective line $\mathbb{P}(\mathbb{D})$ (cf. Example 6.2.7) with the set $\mathbb{D} \setminus \{1\}$ via the correspondence

\[(a : 1) \leftrightarrow a \quad (a \in \mathbb{D}), \quad (1 : 0) \leftrightarrow \infty.\]

In the sequel, we will write $\mathbb{P}(\mathbb{D}^2)$ rather than $\mathbb{P}^1(\mathbb{D})$.

**Lemma 10.3.8** Let $\pi$ be the polarity of the Desarguesian projective line $\mathbb{P} := \mathbb{P}(\mathbb{D}^2)$ over $\mathbb{D}$ corresponding to a nondegenerate $(\sigma, \varepsilon)$-hermitian form $f$. Suppose that $0$ and $\infty$ belong to $\mathbb{P}_\pi$. There is a unique $(\sigma, \varepsilon)$-quadratic form $\kappa$ on $\mathbb{D}^2$ with hermitian form $f$ such that $0$ and $\infty$ are points of $\mathbb{P}_\kappa$. Moreover, $\mathbb{P}_\kappa$ coincides with both the perspective subset $\langle 0, \infty \rangle_\pi$ of $\mathbb{P}_\pi$ and $\{\infty\} \cup \sigma^{-1}(\mathbb{D}_{\sigma, \varepsilon})$. 
Proof. Since 0 and $\infty$ belong to $\mathbb{P}_\pi = \mathbb{P}_f$, the form $f$ looks like

$$f(x, y) = \sigma(x_1)\alpha y_2 + \sigma(x_2)\sigma(\alpha)\varepsilon y_1,$$

for some $\alpha \in \mathbb{D}$, $\alpha \neq 0$. After a change of coordinates by means of the diagonal matrix with entries 1, $\alpha^{-1}$ (which fixes both 0 and $\infty$), we may even take $f$ to be of the form

$$f(x, y) = \sigma(x_1)y_2 + \sigma(x_2)\varepsilon y_1.$$

Suppose now that $\kappa$ is a $(\sigma, \varepsilon)$-quadratic form on $\mathbb{D}^2$ with hermitian form $f$ such that 0 and $\infty$ belong to $\mathbb{P}_\kappa$. It follows that $f(\varepsilon_1, \varepsilon_2) = 1$, where $\varepsilon_1$, $\varepsilon_2$ is the standard basis of $\mathbb{D}^2$. As

$$\kappa(\varepsilon_1x_1 + \varepsilon_2x_2) = \kappa(\varepsilon_1x_1) + \kappa(\varepsilon_2x_2) + \overline{f(\varepsilon_1x_1, \varepsilon_2x_2)} = \overline{\sigma(x_1)x_2},$$

$\kappa$ is uniquely determined. Moreover,

$$\mathbb{P}_\kappa = \{(x_1 : x_2) \mid \sigma(x_1)x_2 \in \mathbb{D}_{\sigma, \varepsilon}\} = \{\infty\} \cup \{x \in \mathbb{D} \mid \sigma(x) \in \mathbb{D}_{\sigma, \varepsilon}\} = \{\infty\} \cup \sigma^{-1}(\mathbb{D}_{\sigma, \varepsilon}).$$

By applying Theorem 10.2.9(i) and Proposition 10.3.4(i) to a higher dimensional pseudo-quadric $Q$ whose restriction to $\mathbb{D}^2$ is $\kappa$, and intersecting $Q$ with $\mathbb{P}(\mathbb{D}^2)$, we find from Proposition 10.3.4(ii) that $\mathbb{P}_\kappa$ is perspective. (Of course, this can also be verified by direct computation or by use of Exercise 10.7.13.)

It remains to prove that each element of $\sigma^{-1}(\mathbb{D}_{\sigma, \varepsilon})$ is in $\langle 0, \infty \rangle_\pi$. To this end, take $a \in \mathbb{D} \setminus \{0\}$ and put $d = \sigma^{-1}(a) = \varepsilon^{-1}\sigma(a)\varepsilon$. The perspectivity $\alpha$ with center $d$ and axis $\pi(d)$ mapping 0 to $\infty$ is given by

$$\alpha(x) = x - (\varepsilon_1d + \varepsilon_2)\sigma(d)^{-1}f(\varepsilon_1d + \varepsilon_2, x) \quad (x \in \mathbb{D}^2).$$

Observe that 0 $\not\in \pi(d)$ as $f(\varepsilon_1d + \varepsilon_2, \varepsilon_2) = \sigma(d) = a \neq 0$. Moreover, $\infty \not\in \pi(d)$ as $f(\varepsilon_1d + \varepsilon_2, \varepsilon_1) = \varepsilon \neq 0$. Now $\alpha(\infty) = d - \varepsilon^{-1}\sigma(d)$, for

$$\alpha(\varepsilon_1) = \varepsilon_1 - (\varepsilon_1d + \varepsilon_2)\sigma(d)^{-1}\varepsilon = (\varepsilon_1(d - \varepsilon^{-1}\sigma(d)) + \varepsilon_2)(-\sigma(d)^{-1}\varepsilon).$$

This implies $\sigma^{-1}(a - \sigma(a)\varepsilon) = \sigma^{-1}(a) - \varepsilon^{-1}a = d - \varepsilon^{-1}\sigma(d) = \alpha(\infty)$, showing $\sigma^{-1}(\mathbb{D}_{\sigma, \varepsilon}) \subseteq \langle 0, \infty \rangle_\pi$. \qed

Example 10.3.9 By Lemma 10.3.8, the perspectively closed sets generated by two points of $\mathbb{P}_f$ are known. In view of Theorem 10.2.15 we may expect other perspective sets than those found in Lemma 10.3.8 only if char($\mathbb{D}$) = 2. Consider Example 10.2.11(ii), where $\mathbb{D}$ is a field of characteristic two, $\mathbb{P} = \mathbb{P}(\mathbb{D}^2)$, and $(\sigma, \varepsilon) = (\mathrm{id}, 1)$, while $f(x, y) = x_1y_2 + x_2y_1$ for $x, y \in \mathbb{D}^2$. We have $\mathbb{D}_{\sigma, \varepsilon} = \{0\}$, and $\mathbb{D}^{\sigma, \varepsilon} = \mathbb{D}$. In particular, with $\pi = \delta_f$, we find $\langle 0, \infty \rangle_\pi = \{0, \infty\}$ and, with a little more work,
where $Q$ is the set of squares in $\mathbb{D}$ (proving this equality is the content of Exercise 10.7.17). Since there are fields of characteristic two for which $Q$ does not coincide with $\mathbb{D}$, there are proper perspective subsets of $\mathbb{P}_f$ which properly contain the pseudo-quadric $\mathbb{P}_\kappa$ for $\kappa$ as in Lemma 10.3.8. A specific example is the field $\mathbb{D} = \mathbb{F}_2(X)$ of rational functions in the indeterminate $X$ with coefficients in $\mathbb{F}_2$, for which we have $X \not\in Q$. In this case, $\{\infty\} \cup Q$ is not of the form $\mathbb{P}_\kappa$ for a $(\sigma, \varepsilon)$-quadratic form $\kappa$ with hermitian form $f$, for, by Lemma 10.3.8, $\kappa$ is uniquely determined by the requirements that 0 and $\infty$ are points of $\mathbb{P}_\kappa$.

We translate Lemma 10.3.8 into a coordinate-free statement and make a case distinction for the type of form $f$.

**Proposition 10.3.10** Let $f$ be a nondegenerate $(\sigma, \varepsilon)$-sesquilinear form on a 2-dimensional vector space $V$ over $\mathbb{D}$ and write $\pi = \delta_f$ and $\mathbb{P} = \mathbb{P}(V)$.

(i) If $\kappa$ is a non-trivial $(\sigma, \varepsilon)$-quadratic form on $V$ with hermitian form $f$, and if $p, p'$ are two points of $\mathbb{P}_\kappa$, then the point set of the pseudo-quadric $\mathbb{P}_\kappa$ is the smallest perspective subset of $\mathbb{P}_f$ containing $p$ and $p'$.

(ii) If $f$ is an alternating form on $V$ and $\mathbb{D}$ has characteristic distinct from two, then, for any two points $p, p'$ of $\mathbb{P}_f$, the point set of the absolute space $\mathbb{P}_f$ coincides with $(p, p')_\pi$.

**Proof.** Without loss of generality, we choose a basis of $V$ so that $p = (1:0)$ and $p' = (0:1)$ in both (i) and (ii). Now (i) is immediate from Lemma 10.3.8. As for (ii), in this case, $(\sigma, \varepsilon) = (\text{id}, -1)$, so, as the characteristic of $\mathbb{D}$ differs from two, $\mathbb{D}_{\sigma, \varepsilon} = \{2a \ | \ a \in \mathbb{D}\} = \mathbb{D}$. Thus, by Lemma 10.3.8, $(p, p')_\pi$ contains all points of $\mathbb{P}_f$. \qed

Notice the subtlety that, in (ii), $f$ is allowed to be degenerate. By taking intersections with appropriate lines, the more general case can be reduced to the above proposition, with the following result.

**Proposition 10.3.11** Let $\mathbb{P} = \mathbb{P}(V)$ for some vector space $V$ over $\mathbb{D}$. Suppose that $Z$ is a nondegenerate polar space of rank at least two that is a subspace of $\mathbb{P}_f$, for a $(\sigma, \varepsilon)$-hermitian form $f$, that is ruled in $\mathbb{P}$.

(i) If $f$ is proportional to a nondegenerate alternating form and $\mathbb{D}$ has characteristic distinct from two, then $Z = \mathbb{P}_f$.

(ii) If $Z$ is a subspace of a nondegenerate pseudo-quadric $\mathbb{P}_\kappa$ for a pseudo-quadratic form $\kappa$ with hermitian form $f$, then $Z = \mathbb{P}_\kappa$. 


Proof. Let $P$ be the set of points of $Z$. Put $R = \mathbb{P}_f$ in case (i) and $R = \mathbb{P}_\kappa$ in case (ii), so that $P \subseteq R$ and $R$ is a nondegenerate polar space. We need to show that equality holds. Suppose not, so there is a point, $x$, say, of $R$ (whence also of $\mathbb{P}_f$) that does not belong to $P$. If there is a projective line $l$ on $x$ meeting $P$ in at least two points, say $y$ and $z$, then $y$ and $z$ are not collinear in $\mathbb{P}_f$ (for otherwise $yz$, whence $x$, would belong to $P$). Hence $f$ induces a nondegenerate quasi-polarity, say, on $l$. Take a complementary subspace $U$ of $\text{Rad}(\mathbb{P}_f)$ in $V$ spanned by elements of $P$, including $x$ and $y$ (this is possible as $Z$ is ruled in $P$; see Exercise 5.7.14). Now the restriction of $f$ to $U$ is nondegenerate, so it induces a nondegenerate quasi-polarity, $\rho$, say, on $U$. By Proposition 10.3.4(i), $U \cap P$ (which contains $l$) is perspective with respect to $\rho$, so $l \cap P$ is perspective with respect to $\pi$. Therefore, Proposition 10.3.10 implies that $(y, z)_\pi = R \cap l$ is contained in $P$, leading again to the contradiction $x \in P$.

Thus, every line of $\mathbb{P}$ on $x$ meets $P$ in at most one point, that is, in the notation of Definition 9.2.1, $P \subseteq Z_x$. Since $P$ spans $\mathbb{P}$, this implies $\mathbb{P} \subseteq \delta_f(x)$, and so $x \in R^\perp$, contradicting the fact that $R$ is nondegenerate. Hence (i) and (ii).

\begin{definition}
A polar space is called \textbf{classical} if it is isomorphic to at least one of
\begin{enumerate}
\item the Grassmannian of lines of a thick projective space of dimension three,
\item the absolute $\mathbb{P}(V)_f$ for a $(\sigma, \varepsilon)$-hermitian form $f : V \times V \to \mathbb{D}$, or
\item the pseudo-quadratic $\mathbb{P}(V)_\kappa$ of a pseudo-quadratic form $\kappa$ on $V$,
\end{enumerate}
for some right vector space $V$ over a division ring $\mathbb{D}$.
\end{definition}

Corollary 10.1.9 further divides the second case of Definition 10.3.12 into absolutes of symplectic forms and of $\sigma$-hermitian forms for non-identity anti-involutions $\sigma$.

In Example 7.5.6, we have seen classical polar spaces of infinite rank. These do not lead to polar geometries of finite rank. On the other hand, there are classical polar spaces of finite rank that embed in projective spaces, but not in finite-dimensional projective spaces; cf. Exercise 10.7.20.

We collect our results in the following classification. In the proof of this result, for an embedded polar space $Z$, we first mod out the defect, and next put in place a suitable new defect.

\begin{theorem}
Let $Z$ be a nondegenerate polar space of finite rank all of whose lines are thick. If $Z$ has a singular subspace that is a Desarguesian plane, or has rank at least two and is embedded in a projective space, then $Z$ is a classical polar space.
\end{theorem}
If Z has rank three and some line is on precisely two singular planes, then Corollary 7.8.10 gives that Z is isomorphic to the Grassmannian of lines of a projective space of dimension three over a division ring. (In this case we did not need to require that planes are Desarguesian.)

If Z has rank four or if Z has rank at least three and each line is on at least three singular planes, then, by Theorems 8.3.16 and 8.4.25 (which uses that the singular planes are Desarguesian), Z embeds in a projective space.

Therefore, in each case, Z embeds in a thick projective space \( \mathbb{P} \). By going over to the span in \( \mathbb{P} \) of the points of Z, we may assume that Z is a ruled polar space in \( \mathbb{P} \); cf. Lemma 9.1.3. Let \( D \) be the defect of Z in \( \mathbb{P} \) and denote by \( \phi \) the natural quotient map \( \mathbb{P}/D \rightarrow \mathbb{P}/D \) introduced in Exercise 5.7.25.

According to Theorem 9.5.8, there is a unique quasi-polarity \( \pi \) of \( \mathbb{P}/D \) such that \( \phi(Z) \) is a ruled polar space in \( \mathbb{P}/D \) with empty defect and such that \( \phi(Z) \) is a subspace of the polar space \( (\mathbb{P}/D)_{\pi} \) isomorphic to Z. After a transition from \( \mathbb{P} \) to \( \mathbb{P}/D \), we may assume that Z is a ruled polar space with empty defect in \( \mathbb{P} \), and a subspace of \( \mathbb{P}_{\pi} \).

In view of Example 9.1.5(iv), \( \mathbb{P} \) has dimension at least three and so, by Corollary 6.3.2, there is a right vector space \( V \) over a division ring \( D \) such that \( \mathbb{P} = \mathbb{P}(V) \).

By Theorem 7.3.11, there is an admissible pair \( (\sigma, \varepsilon) \) for \( D \) and a nondegenerate \( (\sigma, \varepsilon) \)-hermitian form \( f \) on \( V \) such that \( \pi = \delta f \) for some admissible pair \( (\sigma, \varepsilon) \) for \( D \). As Z is ruled in \( \mathbb{P} \), Lemma 10.1.4 tells us that \( f \) is trace valued. According to Corollary 7.3.16, we may assume \( \varepsilon \in \{ \pm 1 \} \).

If \( f \) is antisymmetric and \( \text{char}(D) \neq 2 \), then \( Z = \mathbb{P}_f \) by Proposition 10.3.11(i), and we are done. So suppose that this is not the case. By Theorem 10.2.15, there is a \( (\sigma, \varepsilon) \)-quadratic form \( \kappa' \) on a vector space \( V' \) over \( D \) containing \( V \) as a subspace such that \( \mathbb{P}(V)_f \) is isomorphic to \( \mathbb{P}(V')_{\kappa'} \). Consequently, \( Z \) can be viewed as a subspace of the pseudo-quadratic \( \mathbb{P}(V')_{\kappa'} \). After replacing \( V' \) and \( \kappa' \) by the subspace \( U \) of \( V' \) generated by the points of \( Z \) and the restriction of \( \kappa' \) to \( U \), respectively, we may assume that \( Z \) is a subspace of \( \mathbb{P}(V'')_{\kappa'} \) that is ruled in \( \mathbb{P}(V') \). Now Proposition 10.3.11(ii) applies and shows that \( Z = \mathbb{P}(V'')_{\kappa'} \), as required.

The following corollary summarizes our findings in terms of diagram geometries. Recall that a polar geometry of rank \( t \) is a geometry of type \( B_t \) with some additional properties specified in Definition 7.6.3.

**Corollary 10.3.14** Suppose that \( \Gamma \) is a polar geometry of finite rank \( t \geq 3 \) with point order at least two. If \( t = 3 \), assume also that its singular planes are Desarguesian. There is a classical polar space \( Z \) of rank \( t \) such that \( \Gamma \cong \Gamma(Z) \).

**Proof.** The existence of a nondegenerate polar space \( Z \) of rank \( t \) with \( \Gamma(Z) \cong \Gamma \) has been established in Corollary 7.6.8. The assumptions on \( \Gamma \) imply that \( Z \) satisfies the hypotheses of Theorem 10.3.13, which then gives that \( Z \) is classical of rank \( t \). \( \square \)
Remark 10.3.15 We summarize the polar results by means of Table 10.1, in the same guise as Table 6.1 for the projective case. Here, V is a vector space and ρ stands for either a quasi-polarity δf determined by a sesquilinear form f on V or a pseudo-quadratic form κ on V (cf. Definition 10.2.6). In the latter case, Abs(ℙ(V), ρ), which is defined in Notation 7.3.2 if ρ is a quasi-polarity, should be read as the subgeometry of Abs(ℙ(V), δf) induced on the subspaces of V on which κ vanishes if ρ = κ is a pseudo-quadratic form with hermitian form f. The left hand side of Table 10.1 only deals with polar spaces embedded in a projective space, so the Grassmannians of lines (cf. Definition 10.3.12(1)) of a 3-dimensional projective space and polar spaces (of rank at most three) with singular planes that are non-Desarguesian are not mentioned (cf. Theorem 8.4.25).

### Table 10.1. Dependencies among polar geometry constructs

<table>
<thead>
<tr>
<th>Prop. 7.4.4 and Th. 10.2.9</th>
<th>polar space of rank t</th>
</tr>
</thead>
<tbody>
<tr>
<td>Th. 10.3.13</td>
<td>← Abs(ℙ(V), f)</td>
</tr>
<tr>
<td>Th. 7.5.8</td>
<td>← Cor. 7.6.8</td>
</tr>
<tr>
<td>Th. 7.5.8</td>
<td>← Th. 7.5.8</td>
</tr>
<tr>
<td>Ex. 7.5.9</td>
<td>← polar geometry of type B_t</td>
</tr>
</tbody>
</table>

By Proposition 7.4.4 and Theorem 10.2.9, the line spaces ℙ(V)_ρ with ρ = δf or κ are polar spaces. If t is the rank of the polar space ℙ(V)_δf, then Example 7.5.9 states that Abs(PG(V), δf) is isomorphic to the polar geometry Γ(ℙ(V)_δf) of type B_t. For ρ = κ, the polar geometry Γ(ℙ(V)_κ) is a subgeometry of Γ(ℙ(V)_δf), where f is the hermitian form of κ.

A nondegenerate polar space of rank t ≥ 3 whose singular planes are Desarguesian is classical by Theorem 10.3.13. By the exclusion of Grassmannians of projective lines, this means (cf. Definition 10.3.12) that it is of the form ℙ(V)_δf or ℙ(V)_κ.

A nondegenerate polar space of rank t corresponds to a residually connected geometry of type B_t that is a polar geometry by Theorem 7.5.8 and Corollary 7.6.8.

If the t-order of the polar geometry of type B_t is one, then the geometry also gives rise to a geometry of type D_t, an oriflamme geometry (cf. Theorem 7.8.6). For t = 3, the Grassmannians of lines of a projective space of dimension three arise (cf. Corollary 7.8.10), which is in accordance with the isomorphism between the diagrams D_3 and A_3 (see also the Klein Correspondence 7.8.3). For t ≥ 4, the corresponding polar space is of the form ℙ(V)_κ with V a 2t-
10.4 Apartments

According to Theorem 6.5.5, projective geometries of finite rank are equipped with apartments: subgeometries whose induced structure is that of a thin projective geometry of the same rank as the ambient geometry. In the terminology of Example 4.1.13(i), these geometries are hypertetrahedra and in Definition 6.5.3, the corresponding subsets of points of the projective space are called frames. Here we prove that a similar phenomenon occurs in polar geometries. The subgeometries that will be called apartments again, have the induced structure of a thin polar geometry of the same rank as the ambient geometry. These thin geometries occurred as hyperoctahedra in Example 4.1.13(iii) and will reappear after the introduction of buildings in Chapter 11.

Most of the time, we will be working with the polar spaces that are shadow spaces of polar geometries of finite rank \( t \). The set of points of the polar space belonging to an apartment will again be called a frame. In Theorem 10.4.6 we establish the existence of apartments and in Proposition 10.7.25 we find that there is only one orbit of apartments under the automorphism group of the polar space if its rank is at least three. In the last part of the section, we use apartments to find convenient bases of vector spaces in whose projective spaces the polar spaces embed.

\begin{definition}
Let \( Z \) be a polar space. An \textbf{octahedral set} of \( Z \) is a set \( O \) of points of \( Z \) such that, for each \( x \in O \), the set \( x^+ \) contains all but a single point of \( O \) which we denote \( O(x) \). A \textbf{frame} of \( Z \) is a maximal octahedral set of \( Z \). For a subset \( X \) of an octahedral set \( O \), we write \( O(X) := \{ O(x) \mid x \in X \} \).
\end{definition}

By Zorn’s Lemma, frames exist in polar spaces of arbitrary rank. In Proposition 10.4.3 below we will see that, in nondegenerate polar spaces of finite rank \( t \), frames have size \( 2t \).

\begin{lemma}
Let \( O \) be an octahedral set of a polar space \( Z \).
\begin{enumerate}
\item If \( x \in O \), then \( O(O(x)) = x \), so \( O \setminus \{ x, O(x) \} \) is an octahedral set.
\item If \( X \subseteq O \), then \( O(O(X)) = X \).
\item If \( X, Y \subseteq O \), then \( X \subseteq Y \) implies \( O(X) \subseteq O(Y) \).
\item Every finite clique \( X \) of \( O \) of size \( m \) generates a singular subspace of dimension \( m - 1 \).
\item If \( X \) and \( Y \) are finite disjoint cliques of \( O \), then \( \langle X \rangle \) and \( \langle Y \rangle \) are disjoint.
\end{enumerate}
\end{lemma}
Proof. Properties (i), (ii), and (iii) are obvious.

(iv). Suppose that there is a point \( x \in X \) such that \( x \in \langle X \setminus \{x\} \rangle \). Then \( O(x)^{\perp} \) contains \( X \setminus \{x\} \), hence \( x \), a contradiction. Therefore, the rank of \( \langle X \rangle \) is equal to \( m - 1 \).

(v). It suffices to prove the assertion after \( O(X) \) has been joined to \( Y \) and subsequently \( O(Y) \) to \( X \). But then \( O(X) \subseteq Y \) and \( O(Y) \subseteq X \), whence \( O(X) = Y \) (for, by (ii) and (iii), the second inclusion implies \( Y \subseteq O(X) \)).

For \( m = 1 \), the assertion is clear as \( x \in \langle X \rangle \cap \langle Y \rangle \) implies \( X = \{x\} \subseteq \langle Y \rangle \), giving the contradiction \( x \in O(x)^{\perp} \) as \( \langle Y \rangle \subseteq O(x)^{\perp} \). We proceed by induction on \( m \). Let \( m > 1 \) and assume \( p \in \langle X \rangle \cap \langle Y \rangle \). For \( x \in X \), the subspace \( x^{\perp} \cap \langle Y \rangle \) of \( Z \) contains \( p \) and \( Y \setminus \{O(x)\} \). But, by (i), \( \langle Y \setminus \{O(x)\} \rangle \) is a geometric hyperplane of \( \langle Y \rangle \). It is contained in \( x^{\perp} \cap \langle Y \rangle \), and so \( Y \setminus \{O(x)\} \rangle = x^{\perp} \cap \langle Y \rangle \), which implies \( p \in \langle Y \setminus \{O(x)\} \rangle \). Similarly \( p \in \langle X \setminus \{x\} \rangle \); this contradicts the induction hypothesis applied to \( X \setminus \{x\} \) and \( Y \setminus \{O(x)\} \).

In the proposition below, we use frames of projective spaces. Recall from Theorems 7.4.13 and 7.5.8 that maximal singular subspaces of a nondegenerate polar space of rank \( t \) are \( t \)-dimensional projective spaces.

**Proposition 10.4.3** Every nondegenerate polar space \( Z \) of finite rank \( t \) satisfies the following assertions.

(i) Given disjoint maximal singular subspaces \( T, T' \) of \( Z \) and a frame \( B \) of \( t \) points in \( T \), there is a unique octahedral set \( O = B \cup O(B) \) with \( O(B) \subseteq T' \).

(ii) If \( O = X \cup O(X) \) is an octahedral set of \( Z \) and \( X \) is a clique of points in \( Z \), then \( \langle X \rangle \) is a maximal singular subspace of \( Z \) if and only if \( O \) is a frame of \( Z \).

(iii) All frames of \( Z \) have cardinality \( 2t \).

Proof. (i). For \( b \in B \), consider the set \( b^{\perp} \cap (B \setminus \{b\})^{\perp} \). As \( \dim(T) = \dim(T') = t - 1 \) (cf. Theorem 7.5.5(ii)), there are \( t - 1 \) points \( y \in B \setminus \{b\} \) and since \( U \cap y^{\perp} \), for a subspace \( U \) of \( T' \), has dimension at least \( \dim(U) - 1 \), the subspace \( b^{\perp} \cap T' \) contains at least one point. It cannot contain more than one point, for otherwise there would be a point, say \( a \), in \( b^{\perp} \cap b^{\perp} \), so that \( a^{\perp} \) contains \( T \), contradicting the maximality of \( T \). Therefore \( b^{\perp} \) is a singleton disjoint from \( b^{\perp} \). Now \( O := B \cup \bigcup_{b \in B} b^{\perp} \) is an octahedral set as required.

(ii). If \( \langle X \rangle \) is a maximal singular subspace of \( Z \), then \( O \) is maximal by Lemma 10.4.2(iv). Conversely, if \( O \) is a frame and if \( \langle X \rangle \) is not maximal, then, by Proposition 7.5.3, there are disjoint maximal singular subspaces \( M \supseteq \langle X \rangle \) and \( M' \supseteq \langle O(X) \rangle \). Furthermore, by Lemma 10.4.2(iv), \( X \) can be extended to a frame \( B \) of \( M \). Applying (i) to \( B \) we obtain an octahedral set strictly containing \( O \) and \( B \), which contradicts the maximality of \( O \).

(iii) is obvious from (ii) and Theorem 7.4.13.
**Definition 10.4.4** Let \( t \in \mathbb{N}, t > 0 \). The apartment of a polar space \( Z \) (or of \( \Gamma(Z) \)) of rank \( t \) corresponding to a frame \( O \) is the subgeometry of \( \Gamma(Z) \) whose \( i \)-elements, for \( i \in [t] \), are the singular subspaces \( \langle T \rangle \) for \( T \) a clique in \( O \) of size \( i \).

**Remark 10.4.5** Let \( Z \) be a nondegenerate polar space of finite rank \( t \), so its polar geometry \( \Gamma(Z) \) is a geometry of type \( B_t \) by Theorem 7.5.8. In view of Lemma 10.4.2(iv), the subspace \( \langle T \rangle \) of \( Z \) generated by a clique \( T \) of size \( i \) in a frame \( O \) is an \( i \)-element of \( \Gamma(Z) \) for each \( i \in [t] \). This justifies the introduction in Definition 10.4.4 of an apartment of \( Z \) as a subgeometry of \( \Gamma(Z) \).

If \( O \) is a frame of \( Z \), then the line space induced on \( O \) (cf. Definition 2.5.8) is a nondegenerate polar space of rank \( t \) all of whose lines are thin. The apartment corresponding to \( O \) is isomorphic to the polar geometry \( \Gamma(O) \) of rank \( t \) (cf. Definition 7.5.7) whose point shadow space is the line space induced on \( O \). It is also isomorphic to the hyperoctahedron introduced in Example 4.1.13(iii) and to the geometry \( \Gamma(C(B_t)) \) of the thin chamber system of type \( B_t \) introduced in Definition 4.2.5.

We next derive a property of apartments of \( Z \) that is characteristic of the building structure to be treated in Chapter 11.

**Theorem 10.4.6** If \( Z \) is a nondegenerate polar space of finite rank, then, for any pair of chambers \( c, d \) of \( \Gamma(Z) \), there is an apartment \( A \) of \( Z \) such that \( c \) and \( d \) are chambers of \( A \).

*Proof.* Write \( t = \text{rk}(Z) \). For \( t = 1 \) the theorem is obvious as frames are pairs of points. We proceed by induction on \( t \) and assume \( t > 1 \). Write \( c = \{c_1, \ldots, c_t\} \) and \( d = \{d_1, \ldots, d_t\} \), where \( \dim(c_i) = \dim(d_i) = i - 1 \).

Suppose that there exists \( z_1 \in d_1 \setminus c_1^\uparrow \). If \( d_1 \not\subset c_1 \), pick \( z_1 \in d_1 \). Set \( \overline{\mathcal{P}} = c_1^\uparrow \cap z_1^\uparrow \). Then \( \overline{\mathcal{P}} \) is a subspace of \( Z \), which, by Lemma 7.4.8(ii) and Theorem 7.4.13(ii), is a nondegenerate polar space of rank \( t - 1 \). Now \( c \) and \( d \) induce chambers \( \overline{\mathcal{C}} = \{c_2 \cap \overline{\mathcal{P}}, \ldots, c_t \cap \overline{\mathcal{P}}\} \) and \( \overline{\mathcal{D}} = \{d_1 \cap \overline{\mathcal{P}}, \ldots, d_t \cap \overline{\mathcal{P}}\} \) in \( \overline{\mathcal{P}} \). Notice that, if \( d_1 \not\subset c_1 \), the intersection \( d_1 \cap \overline{\mathcal{P}} \) is empty and should be discarded and that, otherwise, two members of \( \overline{\mathcal{D}} \) will coincide. By the induction hypothesis, there is an apartment \( \overline{\mathcal{A}} \) of \( \overline{\mathcal{P}} \) such that \( \overline{\mathcal{C}} \) and \( \overline{\mathcal{D}} \) are chambers of \( \overline{\mathcal{A}} \). Then the geometry \( A \) on the union of the points of \( \overline{\mathcal{A}} \) and \( c_1 \cup \{z_1\} \) is an apartment of \( Z \) such that \( c \) and \( d \) are chambers of it.

Therefore, we may assume that we cannot find such a point \( z_1 \), that is, \( d_1 \not\subset c_1^\uparrow \). By maximality of \( d_t \) as a singular subspace of \( Z \), we have \( c_1 \subset d_t \). Interchanging the roles of \( c \) and \( d \), we may also assume \( d_1 \subset c_t \).

If \( c_1 = d_1 \), a construction as above with \( z_1 \) a point of \( Z \) such that \( z_1 \not\subset c_1 \) also gives an apartment as required. So, without loss of generality, we may assume that \( c_1 \) and \( d_1 \) are singletons of distinct and collinear points. Then...
(c_1 \cup d_1) is a line of Z contained in c_1 \cap d_1. As Z is nondegenerate, we can find points h_1 and k_1 of Z such that c_1 \perp d_1 \perp h_1 \perp k_1 \perp c_1 \not\perp h_1 and d_1 \not\perp k_1. In other words the four points involved form a quadrangle.

If t = 2, then the quadrangle is an apartment as required, so we are left with the case where t > 2. Now \hat{P} := (c_1 \cup d_1 \cup \langle h_1, k_1 \rangle)^+ is a nondegenerate polar space of rank t - 2. As c_t \cap \hat{P} and d_t \cap \hat{P} are maximal singular subspaces of \hat{P}, the set \tilde{c} = \{c_2 \cap P, \ldots, c_t \cap P\} has size t - 2 (for exactly one j \in [t - 1], we will have c_j \cap \hat{P} = c_{j+1} \cap \hat{P}) and so is a chamber of \hat{P}. The same statement holds for \tilde{d} = \{d_2 \cap \hat{P}, \ldots, d_t \cap \hat{P}\} and so we can apply the induction hypothesis to \tilde{c} and \tilde{d} to find an apartment \tilde{A} containing them. Now the thin geometry corresponding to the union of c_1 \cup d_1 \cup \langle h_1, k_1 \rangle and the points of \tilde{A} is an apartment as required.

Exercise 10.7.25 shows that the transitivity proved in Proposition 8.5.9 extends to finite octahedral sets of arbitrary finite size. In the remainder of this section, we will use the frames of polar spaces embedded in \mathbb{P}(V), the projective space of a vector space V, to find canonical bases of V for alternating and quadratic forms.

**Lemma 10.4.7** Let Z be a nondegenerate polar space of finite rank that is ruled in \mathbb{P}(V). If O is an octahedral set of Z of size 2m, then the points of O are linearly independent in V. In particular, \dim(V) \geq 2m.

**Proof.** Put \mathbb{P} = \mathbb{P}(V). If m = 1, then O consists of two non-collinear points, so the required property is obvious. We proceed by induction on m. Let m > 1 and assume that a \in O is linearly dependent on O \setminus \{a\}. In Notation 9.1.6, this is expressed as a \in (O \setminus \{a\})_\mathbb{P}. As O \setminus \{a\} \subseteq O(a)^- \setminus \{a\}, we have a \in (O \setminus \{a\})_\mathbb{P} \cap Z \subseteq (O(a)^-)_\mathbb{P} \cap Z = O(a)^-. Here, the equality follows from Theorem 9.2.5 as Z is nondegenerate and ruled in \mathbb{P}, and the convention for \cap is as in Notation 9.1.9. We conclude that a \in O(a)^-, contradicting that a and O(a) are non-collinear. Hence a is linearly independent of O \setminus \{a\}. \qed

The following notions for a pseudo-quadratic form are already known from Example 7.8.1 in the case of quadratic forms.

**Definition 10.4.8** The Witt index of a pseudo-quadratic form \kappa on a vector space V is the maximum dimension of a linear subspace of V on which \kappa vanishes. A pseudo-quadratic form \kappa is called anisotropic if its Witt index is zero.

Thus, the Witt index of \kappa is equal to the rank (as in Definition 7.5.1) of the polar space \mathbb{P}(V)_\kappa. In the anisotropic case, this polar space has no points.

We now describe frames explicitly for the types (2) and (3) of embeddable classical polar spaces introduced in Definition 10.3.12. Type (1), the
Grassmannian of lines of a projective space of dimension three, pertains to a geometry of type $\Lambda_3$, and its apartments coincide with those for a projective geometry by Exercise 10.7.26.

**Proposition 10.4.9** Let $V$ be a right vector space over $\mathbb{D}$. Put $\mathbb{P} = \mathbb{P}(V)$.

(i) Suppose that $f$ is a nondegenerate alternating form on $V$ such that the absolute $\mathbb{P}_f$ has finite rank $t$. Then $\dim(V) = 2t$ and, for each frame $O$ of $\mathbb{P}_f$, there is a basis $e_1, \ldots, e_{2t}$ of $V$ with $O = \{\langle e_1 \rangle, \ldots, \langle e_{2t} \rangle\}$ such that

$$f(x, y) = (x_1 y_2 - x_2 y_1) + \cdots + (x_{2t-1} y_{2t} - x_{2t} y_{2t-1})$$

for $x = \sum_i e_i x_i$ and $y = \sum_i e_i y_i$.

(ii) Suppose that $(\sigma, \varepsilon)$ is an admissible pair for $\mathbb{D}$ and $\kappa$ is a $(\sigma, \varepsilon)$-quadratic form on $V$ such that the corresponding pseudo-quadratic $\mathbb{P}_\kappa$ is nondegenerate of finite rank $t$. Then, for each frame $O$ of the pseudo-quadratic $\mathbb{P}_\kappa$, there is a linearly independent set of vectors $e_1, \ldots, e_{2t}$ of $V$ with $O = \{\langle e_1 \rangle, \ldots, \langle e_{2t} \rangle\}$ and a complement $U = \langle e_1, \ldots, e_{2t}\rangle^\perp$ of the linear span of $O$ in $V$ such that

$$\kappa(x) = \sigma(x_1) x_2 + \cdots + \sigma(x_{2t-1}) x_{2t} + \kappa_0(x_U)$$

for $x = \sum_{i=1}^{2t} e_i x_i + x_U$ with $x_U \in U$,

where $\kappa_0$ is an anisotropic $(\sigma, \varepsilon)$-quadratic form on $U$.

**Proof.** Let $e_1, \ldots, e_{2t}$ be vectors of $V$ such that the corresponding projective points form a frame $O$ of the polar space involved (so $t$ equals the rank of the polar space). Without loss of generality we can assume that the points are ordered in such a way that $\langle e_{2t-1} \rangle = O(\langle e_{2t} \rangle)$ for $i \in [t]$. Let $T$ denote the subspace of $V$ spanned by $O$. By Lemma 10.4.7, its dimension is $2t$.

(i). The value $f(e_i, e_j)$ for $i, j \in [2t]$ is nonzero only if $\{i, j\} = \{2k - 1, 2k\}$ for some $k \in [t]$. By rescaling $e_i$ if necessary, we can therefore achieve that the restriction of $f$ to $T \times T$ is as asserted.

It remains to show that $T = V$. Observe that $T^\perp \cap T = \{0\}$ because the restriction of $f$ to $T \times T$ is nondegenerate. If $T \neq V$, then there is a nonzero vector $e \in V \cap T^\perp$. But any projective point belongs to $\mathbb{P}_f$, so $\langle e \rangle \in \mathbb{P}_f \cap \{e_1, e_3, \ldots, e_{2t-1}\}$ and $\langle e, e_1, e_3, \ldots, e_{2t-1} \rangle$ is a singular subspace of $\mathbb{P}_f$ of dimension $t$, contradicting that maximal singular subspaces of $\mathbb{P}_f$ have dimension $t - 1$. Therefore, $T = V$.

(ii). Let $f$ be the hermitian form of $\kappa$. Since $\langle e_i \rangle \in \mathbb{P}_\kappa$, we have $\kappa(e_i) = 0 = O(\langle e_i \rangle)$ for $i \in [t]$. Similarly, since $\langle e_i \rangle$ and $\langle e_j \rangle$ are non-collinear only if $\{i, j\} = \{2k - 1, 2k\}$ for some $k \in [t]$, the value $f(e_i, e_j)$ for $i, j \in [2t]$ is
nonzero in $D_{\sigma,\varepsilon}$ only if \( \{i,j\} = \{2k-1,2k\} \) for some \( k \). Let \( g \) be a facilitating form for \( \kappa|_T \) (as in Proposition 10.2.4(ii)) that is upper triangular with respect to the basis \( \{e_i\}_{i \in [2t]} \). We find, by an argument as in the proof of ‘(ii)$\Rightarrow$(i)’ of that proposition, that

$$
\kappa(x) = \sum_{i=1}^{t} \sigma(x_{2i-1})g(e_{2i-1},e_{2i})x_{2i} + D_{\sigma,\varepsilon} \quad \left( x = \sum_{i=1}^{2t} e_i x_i \right).
$$

By rescaling the \( e_{2i} \) appropriately, we obtain the required form of the restriction of \( \kappa \) to \( T \).

Again, \( T^{1-T} \cap T = \{0\} \) because the restriction of \( f \) to \( T \times T \) is nondegenerate. Consequently, \( \kappa = \kappa|_T + \kappa_0 \) (point-wise sum), where \( \kappa_0 \) is the restriction of \( \kappa \) to \( U := T^{1-T} \). Finally, reasoning similarly to the proof of (i), we find that \( \kappa_0 \) is anisotropic on \( U \).

The following result states that the oriflamme geometry of Definition 7.8.5 only arises in the cases described in Example 7.8.7. The notion of a dual polar space is introduced in Definition 7.5.4.

**Corollary 10.4.10** Let \( V \) be a right vector space of finite dimension \( n = 2t \) over the division ring \( D \) and \( \kappa \) a \((\sigma,\varepsilon)\)-quadratic form on \( V \) of Witt index \( t \).

The dual polar space of \( \mathbb{P}(V)_\kappa \) has thin lines if and only if \( D \) is a field and \((\sigma,\varepsilon) = (\text{id},1)\). In this case, the polar space \( \mathbb{P}(V)_\kappa \) is the point shadow space of an oriflamme geometry with diagram \( D_t \).

**Proof.** By Proposition 10.4.9 we may assume that \( \kappa \) is of the form

$$
\kappa(x) = \sigma(x_1)x_2 + \cdots + \sigma(x_{2t-1})x_{2t} + D_{\sigma,\varepsilon} \quad (x = \sum_{i=1}^{t} e_i x_i)
$$

with respect to some basis \( \{e_i\}_{i \in [2t]} \) of \( V \). Consider the submaximal singular subspace \( H = \langle e_1, e_3, \ldots, e_{2t-3} \rangle \) of \( \mathbb{P}(V)_\kappa \). We need to establish the conditions under which there are exactly two maximal singular subspaces of \( \mathbb{P}(V)_\kappa \) containing \( H \). These maximal singular subspaces are exactly the points of the polar space \( H^{\perp}/H \), which can be identified with the quadric induced by \( \kappa \) on the subspace of \( \mathbb{P}(V) \) spanned by \( e_{2t-1} \) and \( e_{2t} \). This means that the maximal singular subspaces containing \( H \) correspond to the projective points in \( \langle e_{2t-1}x_{2t-1} + e_{2t}x_{2t} \rangle \) with \( \sigma(x_{2t-1})x_{2t} \in D_{\sigma,\varepsilon} \). This setting can be found in the proof of Lemma 10.3.8, where it is shown that their number is \( 1 + |D_{\sigma,\varepsilon}| \).

Thus, the dual polar space has thin lines if and only if \( D_{\sigma,\varepsilon} = \{0\} \), which in turn is equivalent to \( x = \sigma(x)\varepsilon \) for each \( x \in D \). This implies \((\sigma,\varepsilon) = (\text{id},1)\). The first assertion of the corollary is a direct consequence. The second assertion, about the oriflamme geometry, follows from Theorem 7.8.6. \( \square \)
Theorem 10.5.6. Let $V$ be a right vector space over the field $F$ and $\kappa$ a quadratic form on $V$. If $\mathbb{P}(V)_\kappa$ is a non-empty nondegenerate quadric of finite rank in $\mathbb{P}(V)$, then it determines the quadratic form $\kappa$ uniquely up to proportionality.

**Proof.** Suppose that $\mathbb{P}(V)_\kappa = \mathbb{P}(V)_{\kappa'}$ for some quadratic form $\kappa'$ on $V$. Let $t$ denote the rank of $\mathbb{P}(V)_\kappa$. As this polar space is non-empty, we have $t \geq 1$. Fix a frame $O$ of $\mathbb{P}(V)_\kappa$ and let $e_1, \ldots, e_t$ be a basis of the linear span $T$ of $O$ in $V$ as in Proposition 10.4.9(ii) for $\kappa$ with $(\sigma, \varepsilon) = (\text{id}, 1)$. Now, for some facilitating form $g'$ for $\kappa'|_T$ on $T$, we must have, for $x \in T$,

$$\kappa'(x) = x_1g'(e_1, e_2)x_2 + \cdots + x_{2t-1}g'(e_{2t-1}, e_{2t})x_{2t}.$$ 

We first verify that the restrictions of $\kappa$ and $\kappa'$ to $T$ are proportional. This is obvious for $t = 1$, so assume $t \geq 2$. Since $\kappa(e_1 + e_2 - e_{2t-1} - e_{2t}) = 0$ for any $i \in [t]$, we must also have $\kappa'(e_1 + e_2 - e_{2t-1} - e_{2t}) = 0$, whence $g'(e_1, e_2) = g'(e_{2t-1}, e_{2t})$. We find that $\kappa'$ and $g'(e_1, e_2)\kappa$ agree on $T$. Now replace $\kappa'$ by the appropriate scalar multiple so that $\kappa$ and $\kappa'$ are identical on $T$.

Let $f$ and $f'$ be the hermitian forms of $\kappa$ and $\kappa'$, respectively. Using $\perp_f$ from Notation 7.2.8, we verify that $U := T^\perp$ and $T^\perp$ coincide. Let $u \in U \setminus \{0\}$. Then $\kappa(e_i + u) = \kappa(u) \neq 0$ because $\kappa$ is anisotropic on $U$, and so $f'(e_i, u) + \kappa'(u) = \kappa'(e_i + u) \neq 0$. Replacing $u$ by $u\lambda$ for $\lambda \in F \setminus \{0\}$, we find $f'(e_i, u) + \kappa'(u)\lambda \neq 0$. If $f'(e_i, u) \neq 0$, then $\lambda = -f'(e_i, u)/\kappa'(u)$ would be a counterexample, so $f'(e_i, u) = 0$. It follows that $U$ is contained in $\bigcap_{i \in [2t]} e_i^\perp = T^\perp$. As $U$ and $T^\perp$ have the same codimensions, they must be equal.

At this point, we need only show that the restrictions of $\kappa$ and $\kappa'$ to $U$ are equal. For each $u \in U$, the point $(e_1 - e_2\kappa(u) + u)$ lies on $\mathbb{P}(V)_\kappa$, so $\kappa'$ vanishes also on it, from which we easily derive that $\kappa(u) = \kappa'(u)$, as required. \qed

### 10.5 Automorphisms

In this section, we will be concerned with the group of linear transformations of $V$ leaving invariant a polar space embedded in $\mathbb{P}(V)$. We will mostly work with the orthogonal groups $O(V, \kappa)$ and unitary groups $U(V, f)$ of Definitions 10.1.10 and 10.2.16. In particular, in Theorem 10.5.6 we will prove that these groups have high degrees of transitivity. This suffices to conclude that they have Tits systems as will be explained in Chapter 11.

The first result concerns transitivity on sets of collinear pairs and uses perspectivities that are known to act on the polar space by Theorem 9.3.3.
Proposition 10.5.1 Let \( \kappa \) be a \((\sigma, \varepsilon)\)-quadratic form on the vector space \( V \) over \( \mathbb{D} \) such that \( \mathbb{P}(V)_\kappa \) is a nondegenerate pseudo-quadric.

(i) The subgroup \( G \) of \( \mathbb{O}(V, \kappa) \) generated by the perspectivities of \( \mathbb{P}(V) \) leaving invariant \( \mathbb{P}(V)_\kappa \), is transitive on the set of ordered pairs of distinct collinear points of \( \mathbb{P}(V)_\kappa \).

(ii) If \( \kappa \) is a quadratic form, then \( G \) is even transitive on the set of ordered triples of distinct collinear points of \( \mathbb{P}(V)_\kappa \).

Proof. Write \( (P, L) := \mathbb{P}(V)_\kappa \). As all perspectivities of Theorem 9.3.3 belong to \( \mathbb{O}(V, \kappa) \), Proposition 10.3.4(iii) gives that \( G \) acts transitively on \( P \). Fix \( a \in P \).

(i). Let \( b, b' \in P \) be such that \((a, b)\) and \((a, b')\) are distinct pairs of points on lines in \( L \). If \( b' \not\equiv b \), then the form \( \kappa \) does not vanish on the projective line \( bb' \), so \( \mathbb{D}_{\sigma, \varepsilon} \neq \mathbb{D} \). Therefore, there is a point \( d \in \mathbb{P}(V) \) that is neither a point of \( \mathbb{P}(V)_\kappa \) nor defective. The perspectivity with center \( d \) and axis \( \delta_f (d) \), where \( f \) is the hermitian form of \( \kappa \), mapping \( b \) to \( b' \) leaves \( P \) invariant and fixes \( a \).

Suppose, therefore, that \( b' \perp b \). Without loss of generality, we may assume \( b \neq b' \). Let \( l \) be the line \( bb' \) and pick a point \( c \in l \setminus \{b, b'\} \) such that \( c = a \) if \( a \in l \). As \( \mathbb{P}(V)_\kappa \) is nondegenerate, so is \( a^\perp \setminus \{a\} \) (cf. Proposition 7.4.10), so, by Exercise 7.11.20, there is \( d \in a^\perp \setminus \{a\} \) such that \( d^\perp \cap l = \{c\} \). In particular, \( d \not\equiv b \) and \( d \not\equiv b' \). Applying the previous paragraph to the pairs \((a, b)\) and \((a, d)\), and subsequently to \((a, d)\) and \((a, b')\), we obtain a product of perspectivities fixing \( a \) and mapping \( b \) to \( b' \).

(ii). By assumption, \((\sigma, \varepsilon) = (\text{id}, 1)\). Let \((a, b, c)\) and \((a, b', c')\) be distinct triples of points on lines in \( L \). If \( b' \not\equiv b \), then the projective lines \( bb' \) and \( cc' \) intersect in a point \( d \) which is neither a point of \( \mathbb{P}(V)_\kappa \) (as, by Corollary 10.4.10, there are no more than two points of \( \mathbb{P}(V)_\kappa \) on \( bb' \)) nor defective. The perspectivity with center \( d \) and axis \( \delta_f (d) \), where \( f \) is the hermitian form of \( \kappa \), mapping \( b \) to \( b' \) leaves \( P \) invariant, fixes \( a \), and maps \( c \) to \( c' \).

If \( b' \perp b \), then it suffices to apply the preceding argument twice to a pair \((a, b')\), respectively a triple \((a, b', c')\), of points on a line of \( \mathbb{P}(V)_\kappa \), with \( b' \not\equiv b \) and \( b' \not\equiv b' \). Such a pair, respectively, triple, exists by arguments as in (i). (Alternatively, use Proposition 7.5.3 to find a maximal singular subspace \( M \) of the polar space \( \mathbb{P}(V)_\kappa \) intersecting the plane \((a, b, b')\) only in \( a \). The spaces \( b^\perp \) and \( b'^\perp \) intersect \( M \) in hyperplanes of \( M \) and there is a point \( b'' \in M \setminus (b^\perp \cup b'^\perp) \).

The linear transformations introduced in the next lemma are important in a bijective correspondence between the lines of a polar space \( Z \) and certain subgroups of \( \mathbb{Aut}(Z) \) isomorphic to the additive group of \( \mathbb{D} \).

Lemma 10.5.2 Let \( \kappa \) be a nontrivial \((\sigma, \varepsilon)\)-quadratic form and \( f \) a \((\sigma, \varepsilon)\)-hermitian form on \( V \). Suppose that \((a)\) and \((b)\) are distinct collinear points of
Denote by \( t_{a,b,\lambda} \) the linear transformation \( V \to V \) given by
\[
t_{a,b,\lambda}(x) = x + a\lambda f(b, x) - b\varepsilon^{-1}\sigma(\lambda)f(a, x) \quad (x \in V).
\]

(i) \( t_{a,b,\lambda} \in U(V, f) \).
(ii) If \( \kappa(a) = \kappa(b) = 0 \) and \( f \) is the hermitian form of \( \kappa \), then \( t_{a,b,\lambda} \in O(V, \kappa) \).

Moreover, \( t_{a,b,\lambda} \) fixes each point on the line \( ab \).

**Proof.** Notice that \( t_{a,b,\lambda} \) is invertible, as its inverse is \( t_{a,b,-\lambda} \).

(i). Let \( x, y \in V \). By Definition 7.3.10, we have \( \sigma(f(x, y)) = f(y, x)\varepsilon^{-1} \). Using this and \( f(a, a) = f(b, b) = f(a, b) = 0 \), we find
\[
f((t_{a,b,\lambda}(x), t_{a,b,\lambda}(y)) = f(x, y) + f(x, a)\lambda f(b, y) - f(x, b)\varepsilon^{-1}\sigma(\lambda)f(a, y) + f(x, b)\varepsilon^{-1}\sigma(\lambda)f(a, y) - f(x, a)\lambda f(b, y) = f(x, y).
\]

(ii). For \( x \in V \), the definition of \( D_{\sigma,\varepsilon} \) (applied at the last equality below) gives
\[
\kappa(t_{a,b,\lambda}(x)) = \kappa(x + a\lambda f(b, x) - b\varepsilon^{-1}\sigma(\lambda)f(a, x))
\]
\[
= \kappa(x) + f(x, a)\lambda f(b, x) - f(x, b)\varepsilon^{-1}\sigma(\lambda)f(a, x)
\]
\[
= \kappa(x) + f(x, a)\lambda f(b, x) - \sigma(f(x, a)\lambda f(b, x))\varepsilon
\]
\[
= \kappa(x).
\]

The final assertion of the lemma is easily verified. \( \square \)

**Definition 10.5.3** The transformation \( t_{a,b,\lambda} \) of Lemma 10.5.2 is called a **Siegel transvection** with respect to \( f \). The group generated by all Siegel transvections with fixed projective points \( \langle a \rangle \) and \( \langle b \rangle \) is denoted \( T_{a,b} \). The group generated by all \( T_{a,b} \) with \( f(a, b) = 0 \) and \( \kappa(a) = \kappa(b) = 0 \) is denoted \( \Omega(V, \kappa) \).

It is easy to see that \( T_{a,b} \) is isomorphic to the additive group of \( D \) and that it only depends on the line \( ab \) (rather than \( a \) and \( b \)). It is the subgroup of \( \text{Aut}(Z) \) alluded to before, and help to identify the points of the root filtration space built from \( Z \) as in Proposition 7.9.2 with a class of subgroups of \( \text{Aut}(Z) \).

We next show that the transitivity proved in Proposition 8.5.9(i) even holds for the subgroup \( \Omega(V, \kappa) \) of \( O(V, \kappa) \).

**Lemma 10.5.4** Suppose that \( \kappa \) is a nondegenerate pseudo-quadratic form on \( V \), and that \( f \) is a nondegenerate \( (\sigma, \varepsilon) \)-hermitian form on \( V \). Let \( Z \) be \( \mathbb{P}(V)_f \) or \( \mathbb{P}(V)_\kappa \) and let \( G \) be the group \( \Omega(V, \kappa) \) in the former and \( U(V, f) \) in the latter case. The group \( G \) is transitive on the set of ordered pairs of non-collinear points from \( Z \).
Proof. Suppose that \( \langle a \rangle \) and \( \langle b \rangle \) are collinear points of \( Z \). There exists a point \( \langle c \rangle \) of \( Z \) in \( \langle a \rangle \) but not in \( \langle b \rangle \) (cf. Exercise 7.11.20). Lemma 10.5.2 gives that the subgroup \( T_{a,e} \) of \( G \) fixes \( \langle a \rangle \), stabilizes the line \( \langle a, b \rangle \) of \( Z \), and acts transitively on the points of the line \( \langle a, b \rangle \) distinct from \( \langle a \rangle \). By interchanging the roles of \( a \) and \( b \), we find that the stabilizer in \( G \) of \( ab \) is doubly transitive on this line.

Next suppose that \( \langle a \rangle \) and \( \langle d \rangle \) are non-collinear points of \( Z \). Choose a point \( \langle x \rangle \) in \( Z \) collinear with \( \langle a \rangle \) and \( \langle d \rangle \). The composition of an element interchanging \( \langle a \rangle \) and \( \langle x \rangle \), and an element interchanging \( \langle x \rangle \) and \( \langle d \rangle \), both chosen from \( G \) as proven to exist above, will then move \( \langle a \rangle \) to \( \langle d \rangle \). We conclude that \( G \) is transitive on the point set \( P \) of \( Z \).

Now fix \( a \). In order to show that \( G \) is transitive on the set of pairs of non-collinear points, it suffices to show that the stabilizer of \( \langle a \rangle \) in this group is transitive on \( P \backslash \{a\}^+ \). Suppose that \( \langle b \rangle \) and \( \langle c \rangle \) are distinct points of \( P \backslash \{a\}^+ \).

If \( \langle b \rangle \) and \( \langle c \rangle \) are collinear, let \( \langle d \rangle \) be the unique point of \( Z \) in \( \langle a \rangle \cap \langle b, c \rangle \). As we have seen above, a suitable member of \( T_{a,d} \) will move \( \langle b \rangle \) to \( \langle c \rangle \).

If \( \langle b \rangle \) and \( \langle c \rangle \) are not collinear in \( P \backslash \{a\}^+ \), then, as \( Z \) is amply connected by Theorem 8.1.4, there is a path in the collinearity of \( P \backslash \{a\}^+ \) from \( \langle b \rangle \) to \( \langle c \rangle \) and application of the previous paragraph gives us a product of elements of \( G \) fixing \( \langle a \rangle \), and mapping \( \langle b \rangle \) to \( \langle c \rangle \). We have shown that, in all cases, the stabilizer of \( \langle a \rangle \) in \( G \) is transitive on \( P \backslash \{a\}^+ \), as required. \( \square \)

Next we show that the automorphism group of a non-empty nondegenerate quadric acts transitively on the collection of frames of \( Z \).

**Proposition 10.5.5** If \( \kappa \) is a pseudo-quadratic form on \( V \) such that \( Z = \mathbb{P}(V)_{\kappa} \) is a nondegenerate and non-empty pseudo-quadratic of finite Witt index and \( n = \dim(V) \) is finite, then \( O(V, \kappa) \) acts transitively on the set of all frames of \( Z \).

**Proof.** We proceed by induction on the rank \( t \) of \( Z \), which equals the Witt index of \( \kappa \). As \( Z \) is non-empty, \( t \geq 1 \). Let \( O = \{e_1, \ldots, e_{2t}\} \) and \( O' = \{e'_1, \ldots, e'_{2t}\} \) be octahedral sets of \( Z \) of size \( 2t \) with \( O(e_{2i-1}) = e_{2i} \) and \( O(e'_{2i-1}) = e'_{2i} \) for \( i \in [t] \). We want to show that \( g(O) = O' \) for some \( g \in \text{O}(V, \kappa) \). By Lemma 10.5.4, we may assume that \( e_1 = e'_1 \) and \( e_2 = e'_2 \).

For \( t = 1 \), there is nothing left to prove. For \( t > 1 \), consider the subspace \( W = \{e_1, e_2\}^+ \) of \( V \) and the restriction \( \kappa_1 \) of \( \kappa \) to \( W \). Then \( \mathbb{P}(W)_{\kappa_1} \) is a nondegenerate polar subspace of \( \mathbb{P}(V)_{\kappa} \) of rank \( t-1 > 0 \), and \( e'_3, \ldots, e'_{2t} \in \mathbb{P}(W)_{\kappa_1} \). Induction applies and so there is \( \alpha \) in \( \text{O}(W, \kappa_1) \) (leaving \( \mathbb{P}_{\kappa_1} \) invariant and) mapping \( e_3, \ldots, e_{2t} \), respectively, to \( e'_3, \ldots, e'_{2t} \).

Extending \( \alpha \) to a linear map (with the same name) on \( V \) by decreeing that it fixes \( e_1 \) and \( e_2 \), we find \( \kappa(\alpha(x)) = \kappa(e_1 x_1 + e_2 x_2) + \kappa_1(\alpha(e_3 x_3 + \cdots + e_n x_n)) = \kappa(e_1 x_1 + e_2 x_2) + \kappa_1(e_3 x_3 + \cdots + e_n x_n) = \kappa(x) \), so \( \alpha \in \text{O}(V, \kappa) \), as required. \( \square \)
The transitivity properties of the orthogonal and unitary groups can be pushed further as follows.

**Theorem 10.5.6** Let $f$ be a nondegenerate $(\sigma, \varepsilon)$-hermitian form on $V$ and let $\kappa$ be a nondegenerate $(\sigma, \varepsilon)$-quadratic form on $V$. Put $\mathbb{P} = \mathbb{P}(V)$.

(i) The group $O(V, f)$ is transitive on the set of pairs consisting of an apartment of the polar geometry of $\mathbb{P}_f$ and a chamber of the apartment.

(ii) The same holds for $O(V, \kappa)$ with respect to the polar geometry of $\mathbb{P}_\kappa$.

(iii) If $\kappa$ is a quadratic form and $n$ is even, then $SO(V, \kappa)$, the subgroup of linear transformations of $O(V, \kappa)$ having determinant 1, is also transitive on the set of pairs consisting of an apartment of the oriflamme geometry of $\mathbb{P}_\kappa$ and a chamber of the apartment.

**Proof.** Let $G = O(V, f)$ in (i) and $G = O(V, \kappa)$ in (ii). In view of Proposition 10.5.5 it suffices for (i) and (ii) to show that the set-wise stabilizer $N := N_G(O)$ (also called normalizer) of a fixed maximal octahedral set $O$ of $\mathbb{P}(V)_f$ or $\mathbb{P}(V)_\kappa$, respectively, is transitive on the set of chambers of $O$.

By Remark 4.3.8(i) (see Table 4.4), the automorphism group of the thin geometry $O$, being isomorphic to $W(B_n)$, has size $2^n(t!)$, where $t = |O|/2$. This group consists of all permutations of $O$ preserving the collection of subsets $\{ p, O(p) \}$ for $p \in O$. Therefore, transitivity of $N$ on set of the chambers of $O$ will follow once we establish that $N$ contains elements inducing the following permutations of points of $O$.

1. The transposition $(p, O(p))$ interchanging a point $p$ of $O$ with $O(p)$
2. The product $(p, q)(O(p), O(q))$ of the transposition $(p, q)$ of two distinct collinear points $p, q$ of $O$ and the transposition $(O(p), O(q))$ of their opposites

Given $p \in O$, select a basis $e_1, \ldots, e_n$ of $V$ whose first $2t$ elements represent the points of $O$ in such a way that $p = \langle e_1 \rangle$ and $O(p) = \langle e_2 \rangle$. Then $f(e_1 x_1 + e_2 x_2, e_1 y_1 + e_2 y_2) = \sigma(x_1) y_2 + \sigma(x_2) y_1$ for $x_1, x_2, y_1, y_2 \in \mathbb{D}$.

1. Consider the linear transformation $M$ of $V$ that fixes $e_3, \ldots, e_n$ with $Me_1 = e_2$ and $Me_2 = e_1$. It belongs to $O(V, f)$ interchanges $p$ and $O(p)$ and fixes all other points of $O$, so $M \in N$ is as required.

Moreover, in (ii), without loss of generality, $\kappa(e_1 x_1 + e_2 x_2) = \sigma(x_1) x_2$ for $x_1, x_2 \in \mathbb{D}$. Now $\kappa(M(e_1 x_1 + e_2 x_2)) = \kappa(e_1 x_2 + e_2 x_1) = \sigma(x_2) x_1 + \mathbb{D} \sigma(x_1) = \sigma(x_1) x_2$ $+ \mathbb{D} \sigma(x_1) = \kappa(e_1 x_1 + e_2 x_2)$, so $M \in N$ also in this case.

2. As for $(p, q)(O(p), O(q))$, assume $p = \langle e_1 \rangle$, $O(p) = \langle e_2 \rangle$, $q = \langle e_3 \rangle$, $O(q) = \langle e_4 \rangle$, and consider the linear transformation $M$ of $V$ fixing $e_5, \ldots, e_n$ with $M(e_1 x_1 + \cdots + e_4 x_4) = e_1 x_3 + e_2 x_4 - e_3 x_1 - e_4 x_2$. We easily verify that $M \in N$ and that $M$ induces the required permutation $(p, q)(O(p), O(q))$ on $O$.

Thus far, we have shown (i) and (ii).
(iii). In case $\kappa$ is a quadratic form, Exercise 10.7.10 gives that the order of $W(D_n)$ is $2^{t-1}(t!)$ and that it is a subgroup of $W(B_n)$ of index two. Viewed as permutations on $O$, the group $W(D_n)$ consists of those elements of $W(B_n)$, the group induced on $O$ by $N$ (see (ii)), that preserve the two classes of maximal singular subspaces of $O$. According to Exercise 10.7.10, the elements of $O(V, \kappa)$ have determinant $\pm 1$. A reflection has determinant $-1$ and interchanges the two classes of maximal singular subspaces (see also Exercise 10.7.29), so the subgroup $N \cap SO(V, \kappa)$ of $N$ has index 2 and preserves the two classes. Therefore, the permutation group on $O$ induced by $N \cap SO(V, \kappa)$ coincides with $W(D_n)$. This establishes the required transitivity.

Corollary 10.5.7 Let $t \geq 3$. The oriflamme geometry of a nondegenerate quadratic form $\kappa$ on a vector space $V$ of dimension $2t$ is a geometry of type $D_n$ having a duality.

Proof. This is direct from the proof of Theorem 10.5.6 as the duality is realized by any reflection.

10.6 Finite classical polar spaces

A full classification of finite embedded polar spaces depends on induction with respect to the dimension $n$ of the vector space $V$ underlying the ambient projective space. A first requirement is the study of the cases where $n \leq 3$; this is taken care of in Propositions 10.6.6 and 10.6.7. In Theorem 10.6.2, the general classification in Theorem 10.3.13 leads to three kinds of polar spaces: the absolute of a nondegenerate alternating or unitary form $f$ on $V$, or the quadric of a quadratic form $\kappa$ on $V$. In the first two cases, a single form $f$ suffices; this is known for alternating forms and proved in Theorem 10.6.15 for unitary forms. In the third case, a single form $\kappa$ suffices if $n$ is odd. If $n$ is even, there are two essentially different cases: elliptic and hyperbolic quadrics; see Theorem 10.6.9.

In Theorems 10.6.4, 10.6.13, and 10.6.18, we determine the orders of the corresponding subgroups of $GL(V)$.

Throughout this section, we consider a finite field $\mathbb{F}_q$, where $q$ is a power of a prime $p$, and a vector space $V$ over $\mathbb{F}_q$ of dimension $n$. We also write $\mathbb{F} = \mathbb{F}_q$ and $\mathbb{P} = \mathbb{P}(V)$.

The following technical lemma helps to analyze the finite pseudo-quadrics.

Lemma 10.6.1. Let $\sigma$ be an automorphism of $\mathbb{F} = \mathbb{F}_q$ of order two and $\varepsilon \in \{\pm 1\}$. Then $q = r^2$ is a square of a power $r$ of $p$ and $\sigma(x) = x^r$ ($x \in \mathbb{F}_q$). Furthermore, the following holds.
(i) $F^\sigma c = F_{\sigma c}$. In particular, the admissible pairs $(\sigma, 1)$ and $(\sigma, -1)$ for $F$ are of trace type.

(ii) $\{a \in F \mid \sigma(a)a = 1\} = \{\sigma(x)x^{-1} \mid x \in F\setminus\{0\}\}$.

(iii) For each $a \in F$, the equation

$$\sigma(x) + x = a$$

has no solutions $x \in F$ if $a \not\in F_r$, and precisely $r$ solutions if $a \in F_r$.

(iv) For each $a \in F$, the equation

$$\sigma(x)x = a$$

has no solutions $x \in F$ if $a \not\in F_r$, a single solution if $a = 0$, and $r + 1$ solutions if $a \in F_r \setminus\{0\}$.

Proof. Let $s \in \mathbb{N}$ be such that $q = p^s$. The fact that $\sigma$ is the unique automorphism $x \mapsto x^s$ follows from a standard property of finite fields, which states that the automorphism group of $F$ is cyclic of order $s$.

(i). Take $c \in F$ such that $\sigma(c) + \varepsilon c \neq 0$ (if $\sigma(y) + \varepsilon y = 0$ for all $y \in F$, then the case $y = 1$ shows $\varepsilon = -1$, which implies $\sigma = \text{id}$, a contradiction, so such a $c$ exists). If $a \in F^\sigma c$, then $\sigma(a) + \varepsilon a = 0$, so $x := (\sigma(c) + \varepsilon c)^{-1}a \sigma(c)$ satisfies $x - \varepsilon \sigma(x) = a$. This shows $F^\sigma c \subseteq F_{\sigma c}$, and equality follows from Lemma 10.1.2(ii). The second assertion is direct from Proposition 10.1.8(i).

(ii). For $a \in F$ with $\sigma(a)a = 1$, take $c \in F$ such that $\sigma(c)a + c \neq 0$ (such a $c$ exists by an argument similar to the previous case). Then $x := (\sigma(c)a + c)^{-1}$ satisfies $\sigma(x)x^{-1} = a$. Hence $\{a \in F \mid \sigma(a)a = 1\} \subseteq \{\sigma(x)x^{-1} \mid x \in F\setminus\{0\}\}$. The other inclusion is straightforward to verify.

(iii). The left hand side of the equation belongs to $F_r$. View $x \mapsto \sigma(x) + x$ as a linear map $F \rightarrow F_r$ from a 2-dimensional to a 1-dimensional vector space over $F_r$. By (i), applied with $\varepsilon = -1$, it is surjective, so its kernel is one-dimensional. This implies that there are precisely $r$ solutions for $a \in F_r$.

(iv). The left hand side belongs to $F_r$. If $a = 0$, then $\sigma(x) = 0$ or $x = 0$, which always implies $x = 0$.

If $x$ is a nonzero solution to the equation, then so is $\lambda x$ whenever $\lambda \sigma(\lambda) = 1$. Hence the number of solutions for $a \in F_r \setminus\{0\}$ is a constant. As there are $q - 1$ nonzero elements in $F_q$, each of which is a solution to one of these equations, and $|F_r \setminus\{0\}| = r - 1$, there are $(q - 1)/(r - 1) = r + 1$ solutions for $a \in F_r \setminus\{0\}$.

Part (i) of Lemma 10.6.1 is of relevance to Case (3) below.

**Theorem 10.6.2** Let $Z$ be a finite nondegenerate classical polar space all of whose lines are thick, of rank at least two. If $Z$ is ruled in $P$, then it is one of the following embedded spaces.
(i) The absolute $\mathbb{P}_f$ of a nondegenerate alternating bilinear form $f$ on $V$.

(ii) The quadric $\mathbb{P}_\kappa$ of a quadratic form $\kappa$ on $V$.

(iii) The absolute $\mathbb{P}_f$ of a $\sigma$-hermitian form $f$ on $V$, where $\sigma(x) = x^r$ ($x \in \mathbb{F}_q$) with $r = \sqrt{q} \in \mathbb{N}$.

Proof. By Theorem 10.3.13, we may assume that there is an admissible pair $(\sigma, \varepsilon)$ for $\mathbb{F}_q$ such that either $Z = \mathbb{P}_\kappa$ for some pseudo-quadratic form $\kappa$ on $V$, or $p$ is odd, $(\sigma, \varepsilon) = (\text{id}, -1)$, and $Z = \mathbb{P}_f$ for a nondegenerate alternating bilinear form $f$ on $V$. Since the latter case corresponds to Conclusion (i), let us assume the former.

By Proposition 10.2.13(i), changing $\mathbb{F}_q$ by a proportional form if necessary, we may assume that

1. a quadratic form $(\sigma, \varepsilon) = (\text{id}, 1)$,
2. a $\sigma$-quadratic form for some involutory automorphism $\sigma$ of $\mathbb{F}_q$.

These cases correspond to Conclusions (ii) and (iii), respectively. Let $\sigma$ be an automorphism of $\mathbb{F}_q$ of order two. Then $q = r^2$ for a power $r$ of $p$, and $\mathbb{F}_r$ is the fixed field in $\mathbb{F}_q$ of $\sigma$. By Lemma 10.6.1(i) the pairs $(\sigma, 1)$ and $(\sigma, -1)$ are of trace type, so, for a $\sigma$-quadratic form $\kappa$, we have $\mathbb{P}_\kappa = \mathbb{P}_f$, where $f$ is the hermitian form of $\kappa$.

We study in greater detail the different cases appearing in Theorem 10.6.2, comparing them with Corollary 10.1.9 and using the terminology introduced in Definition 10.1.10. In particular, the polar space $\mathbb{P}_f$ is called symplectic in Case (1), orthogonal in Case (2), and unitary in Case (3).

In Table 10.4, we collect some parameters for the finite polar spaces, like the sizes of their point sets and the group orders of the corresponding classical groups. We begin with Case (i) of Theorem 10.6.2, which is concerned with a symplectic quasi-polarity determined by a nondegenerate alternating bilinear form $f$, Case (1) of Corollary 10.1.9.

Notation 10.6.3 Recall that the corresponding symplectic group is denoted $\text{Sp}(V, f)$. In the finite case, with $f$ a nondegenerate alternating bilinear form, it is also denoted $\text{Sp}(n, q)$. Similarly, we write $\text{SL}(n, q)$ for $\text{SL}(\mathbb{F}_q^n)$ and $\text{PSL}(n, q)$ for $\text{PSL}(\mathbb{F}_q^n)$ (cf. Example 1.8.16).

The omission of $f$ from the notation of the group is justified by Proposition 10.4.9, which tells us they are all in the same $\text{GL}(V)$-orbit.

Theorem 10.6.4 If $n = 2t$ is even, then the order of the finite symplectic group $\text{Sp}(n, q)$ is

$$|\text{Sp}(2t, q)| = q^{t^2} \prod_{j=1}^{t} (q^{2j} - 1).$$
**Proof.** By Proposition 10.4.9(i), for each nondegenerate alternating bilinear form on $V$, there is a basis $e_1, \ldots, e_n$ on which it takes the form (10.3) (of a frame). Thus, a coordinate transformation moves every nondegenerate alternating form on $V$ into $f$. In other words, each nondegenerate alternating form on $V$ is in the $GL(V)$-orbit of $f$.

If there are two bases of $V$, say $d$ and $e$, with respect to which $f$ takes the form (10.3), then the coordinate transformation $e_i \mapsto d_i$ ($i \in [n]$) belongs to $Sp(V, f)$. We conclude that the order of the group $Sp(V, f)$ equals the number of bases $(e_i)_{i \in [n]}$ on which $f$ takes the form (10.3). We call such a basis a symplectic basis and will count how many there are. Denote this number by $K_n$, to show its dependence on $n$, the dimension of $V$.

If $n = 2$, then $Sp(V, f)$ coincides with $SL(V)$ (see Exercise 10.7.30), so

$$K_2 = q(q^2 - 1).$$

Suppose $n > 2$. There are $(q^n - 1)/(q - 1)$ points in $\mathbb{P}_F$. Each point is collinear with $(q^{n-1} - 1)/(q - 1)$ points, whence non-collinear with $(q^n - q^{n-1})/(q - 1) = q^{n-1}$ points. An ordered pair of non-collinear points corresponds to $(q - 1)$ pairs of vectors occurring as the first two elements of a symplectic basis. Each of the $(q^n - 1)q^{n-1}$ such pairs, can be extended in $K_{n-2}$ ways to a symplectic basis of $V$. We conclude that

$$|Sp(V, f)| = K_n = (q^n - 1)q^{n-1}K_{n-2}.$$ 

The required closed form for $|Sp(V, f)|$ follows by induction on $n$. □

We proceed with quadrics, starting with the projective line. In Case (ii) of Theorem 10.6.2, each hermitian form of $\kappa$ is a symmetric bilinear form. This form may be degenerate. If it is not, it determines an orthogonal quasi-polarity, Case (2) of Corollary 10.1.9.

**Definition 10.6.5** Let $V = \mathbb{P}_F^2$ (that is, $n = 2$). A quadratic form $\kappa$ on $V$ is called **hyperbolic, parabolic, elliptic** according to whether $\mathbb{P}(V)_\kappa$ has exactly two, one, or no points.

**Table 10.2.** Quadrics in $\mathbb{P}(F_2)$

<table>
<thead>
<tr>
<th>type</th>
<th>quadric size</th>
<th>number</th>
</tr>
</thead>
<tbody>
<tr>
<td>hyperbolic</td>
<td>2</td>
<td>$q(q + 1)/2$</td>
</tr>
<tr>
<td>parabolic</td>
<td>1</td>
<td>$q + 1$</td>
</tr>
<tr>
<td>elliptic</td>
<td>0</td>
<td>$q(q - 1)/2$</td>
</tr>
</tbody>
</table>

In the elliptic case there is little geometric information. Therefore, we need some more algebraic insight.
Proposition 10.6.6 Let \( n = 2 \), so \( V \cong \mathbb{F}_q^2 \).

(i) A non-zero quadratic form on \( V \) is hyperbolic, parabolic, or elliptic.

(ii) The number of proportionality classes for each case equals the number of quadrics of the indicated size and is as given in the last column of Table 10.2.

(iii) If \( \kappa \) is an elliptic form on \( \mathbb{F}_q^2 \), then \( \kappa \) is hyperbolic over the quadratic extension field \( \mathbb{F}_{q^2} \).

(iv) The group \( \text{PGL}(\mathbb{F}_q^2) \) acts transitively on each set of proportionality classes of hyperbolic, parabolic, and elliptic forms.

Proof. By Lemma 10.3.8, a non-zero quadric in \( \mathbb{P}(V) \) does not have more than two points, hence (i).

(ii). There are \( q^3 \) distinct quadratic forms on \( V \) since the parameters \( a, b, c \in \mathbb{F}_q \) of the polynomial \( ax^2 + bxz + cxz^2 \) in \( x_1, x_2 \) take that many values. The constant map \( 0 \) on \( V \) is the unique form vanishing everywhere. We now count the hyperbolic and parabolic forms. Given the points \( \infty = (1 : 0) \) and \( 0 = (0 : 1) \) in \( \mathbb{P}(V) \), the hyperbolic forms vanishing on these points are the \( q-1 \) forms \( bx_1x_2 \) with \( b \in \mathbb{F}_q \setminus \{0\} \). Since there are \( q(q+1)/2 \) distinct choices for unordered pairs of points in \( \mathbb{P}(\mathbb{F}_q^2) \), there are precisely \( (q+1)(q-1)/2 \) hyperbolic forms. Given the point \((1:0)\), the parabolic forms vanishing on it are the \( q-1 \) forms \( cx_2^2 \) with \( c \in \mathbb{F}_q \setminus \{0\} \). Hence there are \( (q+1)(q-1) \) parabolic forms. Consequently, the number of elliptic forms is \( q^3 - 1 - (q+1)(q-1)q/2 = (q-1)^2q/2 \) and since each proportionality class contains \( q-1 \) forms, (ii) follows.

(iii). Let \( \kappa \) be elliptic on \( \mathbb{F}_q^2 \) and consider \( \kappa \) as a form on the 2-dimensional vector space \( \mathbb{F}_q^2 \) over \( \mathbb{F}_q \). Then \( \kappa(x) = 0 \) is a homogeneous quadratic equation in \( x_1, x_2 \) with coefficients in \( \mathbb{F}_q \), and so has at most two projective solutions \( \mathbb{F}_q x = (x_1 : x_2) \). It clearly has a solution over \( \mathbb{F}_q \). If \( \kappa \) is not hyperbolic over \( \mathbb{F}_q \), it is parabolic and \( \kappa(x) = 0 \) has only one projective solution \( u_1 : u_2 \) in \( \mathbb{F}_q^2 \), so \( \kappa(x) = a(u_1u_2-x_1x_2)^2 = a(x_1u_2^2-2x_1x_2u_1u_2+x_2u_1^2) \) for some \( a \in \mathbb{F}_q \). Thus, \( u_2^2 \) and \( u_1^2 \) belong to \( \mathbb{F}_q \). Now \( q \) is odd, for otherwise \( a^{-1}\kappa(x) = x_1^2u_2^2 + x_2^2u_1^2 \) is a square in \( \mathbb{F}_q \), which forces \( \kappa \) to be parabolic on \( \mathbb{F}_q^2 \), contradicting the ellipticity assumption on \( \kappa \). Hence \( u_1/u_2 = u_1u_2/u_2^2 \in \mathbb{F}_q \) giving \( u_1 : u_2 \in \mathbb{P}(\mathbb{F}_q^2) \), a contradiction.

(iv). The observation is obvious for hyperbolic and parabolic forms, so assume that \( \kappa \) is elliptic. The stabilizer \( H \) in \( \text{PGL}(\mathbb{F}_q^2) \) of the proportionality class of \( \kappa \) is contained in \( \text{PGL}(\mathbb{F}_q^2) \). It stabilizes the unordered pair of points of \( \mathbb{P}(\mathbb{F}_q^2)_\kappa \). Since the orbit of \( H \) on \( \mathbb{P}(V) \) has at most \( q+1 \) points and, by Exercise 5.7.10, the stabilizer in \( \text{PGL}(2,q^2) \) of three points of \( \mathbb{P}(\mathbb{F}_q^2) \) is trivial, this yields \( |H| \leq 2(q+1) \). Therefore the \( \text{PGL}(\mathbb{F}_q^2) \)-orbit of the proportionality class of \( \kappa \) has at least \( q(q^2-1)/(2q+1) = q(q-1)/2 \) members. Now (ii) shows that there is a unique such orbit, and that it is of length \( q(q-1)/2 \). It follows that \( \text{PGL}(\mathbb{F}_q^2) \) is transitive as required (and \( |H| = 2(q+1) \)). □
Next we examine quadrics in $\mathbb{P}(\mathbb{F}_q^3)$.

**Proposition 10.6.7** Let $n = 3$, so $V = \mathbb{F}_q^3$. In the projective plane $\mathbb{P}(V)$, every quadric is non-empty. Moreover, if it is not contained in a union of two lines, then it has precisely $q + 1$ points.

**Proof.** A degenerate quadric is clearly contained in the union of two lines. By Proposition 10.4.9, a nondegenerate quadric having at least two points is of the form $\mathbb{P}_\kappa$, where $\kappa(x) = x_1x_2 + x_3^2$ on a suitable basis. It readily follows that $|\mathbb{P}_\kappa| = q + 1$.

Assume that the quadratic form $\kappa$ determines an empty quadric. Fix a nonzero linear form $\phi \in V^*$ and consider the family of quadratic forms $\kappa_\lambda = \lambda \kappa + \phi^2$ where $\lambda \in \mathbb{F}_q$ and denote by $Z_\lambda = \mathbb{P}_{\kappa_\lambda}$ the corresponding quadrics. Each point $y \in \mathbb{P}(\mathbb{F}_q^3)$ determines a unique $\lambda \in \mathbb{F}_q$ such that $\kappa_\lambda(y) = 0$ (for $\kappa(y) \neq 0$). Hence, the cardinality of the set $X = \{(x, \lambda) \in \mathbb{P} \times \mathbb{F}_q \mid x \in Z_\lambda\}$ equals $q^2 + q + 1$. The quadric $Z_0$ is the line $\text{Ker}(\phi)$. If $\lambda \neq 0$, then $Z_\lambda$ does not contain a line, so either has exactly $q+1$ points, is a singleton, or is empty (cf. Exercise 10.7.11). Let $\alpha$, $\beta$, $\gamma$ be the numbers of nonzero $\lambda$ for which $Z_\lambda$ is a singleton, of size $q + 1$, and empty, respectively. By counting $\lambda \in \mathbb{F}_q$ and $X$ each in two ways, we find

$$\alpha + \beta + \gamma + 1 = q,$$

$$\alpha + \beta(q + 1) + (q + 1) = q^2 + q + 1,$$

so $\alpha = -1/q - \gamma(1 + 1/q)$, a contradiction with $\alpha \in \mathbb{N}$. We conclude that every quadric in $\mathbb{P}(V)$ is non-empty. \(\Box\)

**Corollary 10.6.8** For $n \geq 3$, each quadric in $\mathbb{P}(\mathbb{F}_q^n)$ is non-empty.

**Proof.** For $n \geq 3$, the space $\mathbb{P}(\mathbb{F}_q^n)$ contains a projective plane $\mathbb{P}(\mathbb{F}_q^3)$ and, by Proposition 10.6.7, this plane contains a point of the quadric. \(\Box\)

The field $\mathbb{F}_q$ possesses non-squares (elements that are not the square of another element of $\mathbb{F}_q$) if and only if $p$ is odd. If so, denote by $g$ a specific non-square in $\mathbb{F}_q$ and fix an elliptic quadratic form $\gamma$ on $\mathbb{F}_q^2$.

**Theorem 10.6.9** Let $\kappa$ be a quadratic form on the $n$-dimensional vector space $V$ over $\mathbb{F}_q$ such that $\mathbb{P}_\kappa$ is a nondegenerate quadric in $\mathbb{P} = \mathbb{P}(V)$. Then precisely one of the following cases occurs, where $t$ is the rank of the polar space $\mathbb{P}_\kappa$.

1. $n = 2t + 1$ and there is a basis of $V$ on which $\kappa$ has the form

$$\kappa(x) = x_1x_2 + x_3x_4 + \cdots + x_{2t-1}x_{2t} + \alpha x_{n}^2,$$

where $\alpha = 1$ or (if $p > 2$) $\alpha = g;
(2) \( n = 2t \) and there is a basis of \( V \) on which \( \kappa \) has the form 
\[
\kappa(x) = x_1x_2 + \cdots + x_{2t-1}x_{2t},
\]

(3) \( n = 2t + 2 \) and there is a basis of \( V \) on which \( \kappa \) has the form 
\[
\kappa(x) = x_1x_2 + \cdots + x_{2t-1}x_{2t} + \gamma(x_{2t+1}, x_{2t+2}).
\]

**Proof.** Without loss of generality, we take \( V = \mathbb{F}^n_q \). By Proposition 10.4.9, \( \kappa \) is of the form \( x_1x_2 + \cdots + x_{2t-1}x_{2t} + \kappa_0(x_{2t+1}, \ldots, x_n) \) where \( t \) is the Witt index of \( \kappa \) and \( \kappa_0 \) is nondegenerate of Witt index 0 on \( \mathbb{F}^n_{2^t} \). By Corollary 10.6.8, this implies \( n - 2t \leq 2 \), whence \( t \leq \frac{1}{2}n - 1 \). Since, obviously, \( t \leq n/2 \), we find \( t = n \) if \( n = 2t + 1 \), and \( t \in \{ m - 1, m \} \) if \( n = 2m \).

Assume \( n = 2t + 1 \). Then \( \kappa_0(x) = \lambda x_n^2 \) for some nonzero \( \lambda \in \mathbb{F}_q^n \). We can easily achieve \( \lambda \in \{ 1, g \} \) if we replace \( e_n \) by \( e_{n+1} \), where \( \mu^2 \in \{ \lambda^{-1}, g\lambda^{-1} \} \). This brings us in Case (1).

Assume \( n = 2m \) with \( t \in \{ m - 1, m \} \). If \( t = m \), Case (2) is at hand. If \( t = m - 1 \), Proposition 10.4.9 provides a basis of \( \mathbb{F}_q^2 \) such that \( \kappa_0 = \gamma \), bringing us to Case (3). \( \Box \)

**Remark 10.6.10** Observe that the quadratic forms in (i) for \( \alpha = 1 \) and \( \alpha = g \) are in distinct \( \text{GL}(V) \)-orbits. However, forms from one orbit are proportional to forms from the other orbit, so the corresponding orthogonal groups are essentially the same.

**Definition 10.6.11** A nondegenerate finite quadric \( \mathbb{P}^n_{\kappa} \), as in Theorem 10.6.9 is called odd-dimensional, hyperbolic, or elliptic, and the group \( \text{O}(V, \kappa) \) is also denoted by \( \text{O}(n, q) \), \( \text{O}^+(n, q) \), \( \text{O}^-(n, q) \), according to whether it belongs to Cases (1), (2), or (3) of Theorem 10.6.9.

These definitions are in accordance with the projective lines case, cf. Definition 10.6.5.

**Table 10.3.** Finite classical polar spaces.

| name          | type              | \(|P|\)         | \(|P\setminus a^{\perp}\) |
|---------------|------------------|---------------|----------------------------|
| \(\text{Sp}(2m, q)\) | symplectic        | \((q^{2m} - 1)/(q - 1)\) | \(q^{2m-1}\) |
| \(\text{O}(2m + 1, q)\) | odd dim. quadric | \((q^{2m} - 1)/(q - 1)\) | \(q^{2m-1}\) |
| \(\text{O}^+(2m, q)\) | hyperbolic quadric | \((q^{m-1} + 1)(q^m - 1)/(q - 1)\) | \(q^{2m-2}\) |
| \(\text{O}^-(2m, q)\) | elliptic quadric | \((q^{m-1} - 1)(q^m + 1)/(q - 1)\) | \(q^{2m-2}\) |
| \(\text{U}(n, r)\) | unitary           | \((r^n - (-1)^n)(r^{n-1} - (-1)^{n-1})/(r - 1)\) | \(r^{2n-3}\) |
Lemma 10.6.12 Suppose that \((P, L)\) is a nondegenerate quadric in \(\mathbb{P}(\mathbb{F}_q^n)\) and \(a \in P\).

(i) The sizes of \(P\) and \(P \setminus a^\perp\) are as indicated in Table 10.3 for the odd-dimensional \((n = 2m + 1)\), hyperbolic \((n = 2m)\), and elliptic \((n = 2m)\) quadrics.

(ii) If \(n = 2m\) and \((P, L)\) is a hyperbolic quadric, then its dual polar space is thin and so it defines an oriflamme geometry with diagram \(D_m\).

(iii) The quadric \((P, L)\) has a defective point if and only if \(q\) is even and \(n\) is odd. If so, there is a unique defective point.

Proof. As before, denote the rank of \((P, L)\) by \(t\).

(i). The values of the numbers \(N_{n,t} := |P|\) of points are obtained by induction on \(n\). If \(n = 2\), then \(N_{2,1} = 2\) and \(N_{2,0} = 0\) by Proposition 10.6.6. If \(n = 3\), then \(N_{3,1} = q + 1\) by Proposition 10.6.7.

Suppose now \(n \geq 4\), so \(t \geq 1\). Consider a basis of \(V\) as in Proposition 10.4.9. Take \(a = \langle e_1 \rangle\). Each point of \(P\) that is not perpendicular to \(a\) with respect to the hermitian form of \(\kappa\) can be represented by a vector \(x = \sum e_i x_i\) with \(x_2 = 1\). For such a point \((x)\) to belong to \(P\), it is necessary and sufficient that \(x_1 = \kappa \left( \sum_{i \geq 3} e_i x_i \right)\). Thus there are \(q^{n-2}\) points in \(P \setminus a^\perp\).

Next we count the number of points in \(a^\perp\). Take \(b \in P \setminus a^\perp\). By the transitivity result of Lemma 10.5.4, we may assume \(b = \langle e_2 \rangle\). The line space \(a^\perp/\text{Rad}(a^\perp) = a^\perp/\{a\}\) is isomorphic to \(a^\perp \cap b^\perp\). This is a nondegenerate quadric in \(\mathbb{P}(\mathbb{F}_q^{n-1})\) with rank \(t - 1\) of the same type (odd-dimensional, hyperbolic, or elliptic) as \((P, L)\), and so has \(N_{n-2,t-1}\) points. Consequently,

\[ N_{n,t} = 1 + q N_{n-2,t-1} + q^{n-2}. \]

By induction on \(n\), the formulae for \(N_{n,t}\) in the three quadric cases can now be verified to be as in the third column of Table 10.3.

(ii). The same induction as in (i) shows that, in the case where \((n, t) = (2m, m)\), there are exactly two maximal singular subspaces containing a singular subspace of (projective) dimension \(m - 1\). (See also Example 7.8.7.) Now we are in the setting of Corollary 10.4.10, so we are done.

(iii) follows easily from inspection of the reduced forms obtained in Theorem 10.6.9. (If \(p = 2\) and \(n = 2t + 1\), then \(\langle e_n \rangle\) is the unique defective point.) \(\square\)

As an application of our last results we compute the order of \(O(V, \kappa)\) for the various cases. The approach is similar to the one for symplectic forms in Theorem 10.6.4.

Theorem 10.6.13 The orders of \(O(2m + 1, q)\), \(O^+(2m, q)\), and \(O^-(2m, q)\) are as described in Table 10.4.
Proof. Let $\kappa$ be the form in question, which we take as in Theorem 10.6.9, and denote by $G$ the group $O(V, \kappa)$. We count the number $K_{n,t}$ of bases $(e_i)_{1 \leq i \leq n}$ of $V$ such that $\kappa$ is as in Theorem 10.6.9 with respect to $(e_i)_{1 \leq i \leq n}$. This number is equal to $|G|$ by the same arguments as for Theorem 10.6.4.

By counting the non-collinear points of $\mathbb{P}_n$ by use of Lemma 10.6.12, we have, whenever $t > 0$,

$$K_{n,t} = N_{n,t} q^{n-2}(q - 1)K_{n-2,t-1},$$

where $N_{n,t}$ is as in the proof of Lemma 10.6.12. Therefore, it remains to determine $K_{n,t}$ in the cases $(n, t) = (0, 0)$, $(1, 0)$, and $(2, 0)$. A look at the automorphism group of a zero-dimensional space leads to $K_{0,0} = 1$. The second one, $K_{1,0}$, is the number of $\lambda \in \mathbb{F}_q$ such that $\lambda^2 = 1$, so $K_{1,0} = \gcd(2, q - 1)$. Finally, Proposition 10.6.6(iv) (see also its proof) gives $K_{2,0} = 2(q + 1)$.

It remains to treat the unitary case, Case (iii) of Theorem 10.6.2. We let $\sigma$ be an automorphism of $\mathbb{F}_q$ of order two. Then $q = r^2$ for a power $r$ of $p$, and $\mathbb{F}_r$ is the fixed field in $\mathbb{F}_q$ of $\sigma$. In Definition 10.1.10 the corresponding group $U(V, f)$ is called the unitary group.

Lemma 10.6.14 Let $\sigma$ be an involutory automorphism of $\mathbb{F}_q$ and let $f$ be a nondegenerate $\sigma$-hermitian form on $V$.

(i) If $n = 1$, then there is a basis vector $d_1 \in V$ such that $f$ is of the form

$$f(x, y) = \sigma(x_1)y_1 \quad (x = d_1x_1, y = d_1y_1 \in V).$$

So $\mathbb{P}_f$ is empty and $U(V, f)$ is a cyclic group of order $r + 1$.

(ii) If $n = 2$, then there are bases $e_1, e_2$ and $d_1, d_2$ of $V$ such that $f$ is one of the forms

$$f(x, y) = \sigma(x_1)y_2 + \sigma(x_2)y_1 \quad (x = e_1x_1 + e_2x_2, y = e_1y_1 + e_2y_2 \in V),$$

$$f(x, y) = \sigma(x_1)y_1 + \sigma(x_2)y_2 \quad (x = d_1x_1 + d_2x_2, y = d_1y_1 + d_2y_2 \in V).$$

In particular, $\mathbb{P}_f$ has exactly $r + 1$ points.

Proof. (i). Clearly, there is a projective point $\langle d_1 \rangle$ that is not a point of $\mathbb{P}_f$ (for otherwise we would have $f = 0$, contradicting nondegeneracy of $f$).

Observe that $a = f(d_1, d_1)$ belongs to $\mathbb{F}_r \setminus \{0\}$ since it is fixed by $\sigma$ and $a = 0$ would imply $\langle d_1 \rangle$ to be a point of $\mathbb{P}_f$. Replacing $d_1$ by its scalar multiple $\alpha d_1$, where $\alpha \in \mathbb{F}_q$ satisfies $\sigma(\alpha)\alpha = a^{-1}$ (cf. Lemma 10.6.1(iv)), we obtain $f(d_1, d_1) = 1$. Now (i) follows.

(ii). Assume $n = 2$. As the restriction of $f$ to $V \cap d_1^\perp$ must be nondegenerate again, we can apply (i) to it, thus finding a vector $d_2$ with $f(d_1, d_2) = 0$ and $f(d_2, d_2) = 1$. This establishes the existence of the basis $d_1, d_2$. 


As for the basis \( e_1, e_2 \), if we can find a point of \( P_f \), then nondegeneracy and scaling will do the rest. Consider \( y = d_1y_1 + d_2y_2 \) with \( y_i \in \mathbb{F} \). It satisfies \( f(y, y) = 0 \) if and only if \( \sigma(y_1)y_1 = -\sigma(y_2)y_2 \). Fixing a nonzero \( y_2 \), we find from Lemma 10.6.14(iv) that there are exactly \( r + 1 \) solutions \( y_1 \) to this equation. This shows that \( P_f \) has exactly \( r + 1 \) points and so settles the proof of the lemma.

\[ \square \]

**Theorem 10.6.15** Suppose \( r = \sqrt{q} \in \mathbb{N} \). Let \( \sigma \) be the automorphism \( x \mapsto x' \) of \( \mathbb{F}_q \) and consider a nondegenerate \( \sigma \)-hermitian form \( f \) on the \( n \)-dimensional vector space \( V \) over \( \mathbb{F}_q \). The polar space \( P_f \) has rank \( t = \lceil n/2 \rceil \), and there is a basis \( e_1, \ldots, e_n \) such that

\[
f(x, y) = (\sigma(x_1)y_2 + \sigma(x_2)y_1) + \cdots + (\sigma(x_{2t-1})y_{2t} + \sigma(x_{2t})y_{2t-1})
\]

for \( x = \sum_i e_ix_i \), and \( y = \sum_i e_iy_i \)

if \( n = 2t \) and

\[
f(x, y) = (\sigma(x_1)y_2 + \sigma(x_2)y_1) + \cdots + (\sigma(x_{2t-1})y_{2t} + \sigma(x_{2t})y_{2t-1}) + \sigma(x_n)y_n
\]

for \( x = \sum_i e_ix_i \), and \( y = \sum_i e_iy_i \)

if \( n = 2t + 1 \). The \( 2t \) basis elements \( e_1, \ldots, e_{2t} \) correspond to a frame of \( P_f \). Also, there is a basis \( d_1, \ldots, d_n \) of \( V \) such that

\[
f(x, y) = \sigma(x_1)y_1 + \cdots + \sigma(x_n)y_n
\]

for \( x = \sum_i d_ix_i \), and \( y = \sum_i d_iy_i \).

The basis \( d_1, \ldots, d_n \) is a unitary basis in the sense that \( f(d_i, d_j) = 0 \) if \( i \neq j \) and \( f(d_i, d_i) = \sigma(d_i)d_i \) for all \( i, j \in [n] \).

**Proof.** By Proposition 10.4.9 and Lemma 10.6.14 (in particular, the fact that a unitary pseudo-quadric with respect to \( \sigma \) in dimension at least two is non-empty), we find the basis \( e_1, \ldots, e_n \) as in the theorem. By Lemma 10.6.14, the pairs \( e_{2i-1}, e_{2i} \) for \( i \in [t] \) can be replaced by pairs \( d_{2i-1}, d_{2i} \) so as to obtain a basis \( (d_i) \), as required (with \( d_n = e_n \) if \( n = 2t + 1 \)). \( \square \)

**Lemma 10.6.16** Suppose that \( f \) is a nondegenerate \( \sigma \)-hermitian form on \( V = \mathbb{F}_q^n \) and \( a \) is a point of the polar space \( P_f \). Then the sizes of the point set \( P \) of \( P_f \) and of \( P \setminus a^\perp \) are as indicated in Table 10.3.

**Proof.** The values of the numbers \( N_n = |P| \) of points of \( P_f \) are obtained by induction on \( n \). Clearly, \( N_1 = 0 \). Moreover, \( N_2 = r + 1 \), where \( r = \sqrt{q} \), by Lemma 10.6.14.
Suppose now $n \geq 3$. Consider a basis of $V$ as in Proposition 10.4.9. Take $a = \langle e_1 \rangle$, so $a \in P$. Each point of $P$ that is not perpendicular to $f$ can be represented by a vector $x = \sum e_i x_i$ with $x_2 = 1$. For such a point $\langle x \rangle$ to belong to $P$, it is necessary and sufficient that

$$\sigma(x_1) + x_1 = -f \left(\sum_{i \geq 3} e_i x_i, \sum_{i \geq 3} e_i x_i\right).$$

(10.4)

There are $q^{n-2}$ choices for $x_3, \ldots, x_n \in \mathbb{F}_q$; for each choice, by Lemma 10.6.1(iii), there are $r$ solutions $x_1$ to Equation (10.4). Hence $|P \setminus a^\perp| = q^{n-2}r = r^{2n-3}$, as required.

Next we count the number of points in $a^\perp$. Take $b \in P \setminus a^\perp$ (by transitivity, we may assume $b = \langle e_2 \rangle$). The line space $a^\perp / \text{Rad}(a^\perp) = a^\perp / \{a\}$ is $a^\perp \cap b^\perp$. The latter is the absolute in $P(\mathbb{F}_q^{n-1})$ of a nondegenerate $\sigma$-hermitian form, and so has $N_{n-2}$ points. Consequently,

$$N_n = 1 + qN_{n-2} + r^{2n-3}.$$

By induction on $n$, the formula for $N_n$ can easily be verified to be as in the third column, last row, of Table 10.3.

**Notation 10.6.17** For $f$ as in Theorem 10.6.15, we also write $U(n, r)$ instead of $U(\mathbb{F}_q^n, f)$, where $r = \sqrt{q}$.

**Theorem 10.6.18** The order of the unitary group $U(n, r)$ is

$$|U(n, r)| = r^2 \prod_{j=1}^n (r^j - (-1)^j).$$

**Proof.** As before, $|U(V, f)|$ equals the number of bases $(e_i)_i$ of $V$ as described in Theorem 10.6.15. By (i) the number does not depend on the choice of $f$, so we denote it by $K_n$. If $n = 0$, then $U(V, f)$ is the trivial group. If $n = 1$, then $U(V, f)$ coincides with $\{\lambda \in \mathbb{F}_q \mid \sigma(\lambda)\lambda = 1\}$; a group of order $r + 1$.

If $n \geq 2$, then, by Lemma 10.6.14, there are points in $P_f$, so, by counting pairs of non-collinear points and going over to the case of dimension $n - 2$, we find

$$K_n = (r^n - (-1)^n)(r^{n-1} - (-1)^{n-1})r^{2n-3}K_{n-2}.$$

The required closed form expression for $K_n$ follows by induction on $n$. □

**Remark 10.6.19** The totality of finite groups found so far are summarized in Table 10.4. We have added the special linear groups, because the resulting set of groups are the finite species of the so-called classical groups. A way to make sense of this choice is to view the linear groups as groups of
automorphisms of the degenerate polar space $P(F^n_q)$. A deeper reason is that these groups cover all series of finite Chevalley groups defined for arbitrary finite rank, a quantity directly related to the (singular or polar) rank of the line space; see [74].

Table 10.4. Classical groups

<table>
<thead>
<tr>
<th>name</th>
<th>Lie name</th>
<th>order</th>
<th>center order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SL(n, q)$</td>
<td>$A_{n-1}(q)$</td>
<td>$q^{(\frac{n}{2})}\prod_{j=2}^{n}(q^j-1)$</td>
<td>$\gcd(n, q-1)$</td>
</tr>
<tr>
<td>$Sp(2m, q)$</td>
<td>$C_m(q)$</td>
<td>$q^{m^2}\prod_{j=1}^{m}(q^{2j}-1)$</td>
<td>$\gcd(2, q-1)$</td>
</tr>
<tr>
<td>$O(2m+1, q)$</td>
<td>$B_m(q)$</td>
<td>$gcd(2, q-1)q^{m^2}\prod_{j=1}^{m}(q^{2j}-1)$</td>
<td>$\gcd(2, q-1)$</td>
</tr>
<tr>
<td>$O^+(2m, q)$</td>
<td>$D_m(q)$</td>
<td>$q^{m(m-1)}(q^m-1)\prod_{j=1}^{m-1}(q^{2j}-1)$</td>
<td>$\gcd(4, q^m-1)$</td>
</tr>
<tr>
<td>$O^-(2m, q)$</td>
<td>$^2D_m(q)$</td>
<td>$q^{m(m-1)}(q^m+1)\prod_{j=1}^{m-1}(q^{2j}-1)$</td>
<td>$\gcd(4, q^{m^2}-1)$</td>
</tr>
<tr>
<td>$U(n, r)$</td>
<td>$^2A_{n-1}(r)$</td>
<td>$r^2\prod_{j=1}^{n}(r^j-(-1)^j)$</td>
<td>$\gcd(n, r+1)$</td>
</tr>
</tbody>
</table>

Also, some more information is added, like the order of the center. Most of the classical groups are almost simple, that is, they lie between a simple group and their automorphism group. There are some exceptions to simplicity for low values of $n$, e.g., $O^+(4, q)$ is not simple; but also for $n \leq 2$ or small fields some of these groups are not almost simple. In the second column we have listed the name of the group that is common in the context of Lie theory.

10.7 Exercises

Section 10.1

Exercise 10.7.1 Let $(\sigma, \varepsilon)$ be an admissible pair for $D$. Prove that $x \mapsto -\sigma(x)\varepsilon$ is an involution and that $D^{\sigma, \varepsilon}$ is its set of fixed elements in $D$.

Exercise 10.7.2 Let $(\sigma, \varepsilon)$ be an admissible pair for $D$. Prove that $D_{\sigma, \varepsilon}$ and $D^{\sigma, \varepsilon}$ of Lemma 10.1.2(i) are $\sigma$-invariant if and only if $\varepsilon \in \{\pm 1\}$.
(Hint: Consider the element $1 - \varepsilon$ of $D$.)

Exercise 10.7.3 (This exercise is used in Remark 10.2.12.) Let $(\sigma, \varepsilon)$ be an admissible pair for the division ring $D$ and $\lambda \in D \setminus \{0\}$. Show that $\lambda D_{\sigma, \varepsilon} = D_{\rho, \delta}$, where $\rho(x) = \sigma(\lambda)x\lambda^{-1}$ for all $x \in D$ and $\delta = \lambda\sigma(\lambda)^{-1}\varepsilon$.

Exercise 10.7.4 Let $F$ be a field of characteristic two and consider the admissible pair $(\sigma, \varepsilon) = (id, 1)$ for $F$. Now $F^{\sigma, \varepsilon}/F_{\sigma, \varepsilon} \cong F$.
(a) Prove that $*$ gives $F$ the structure of a vector space over the subfield $F^{(2)} = \{x^2 \in F \mid x \in F\}$.
(b) Give an example showing that the dimension of this vector space can be infinite.

Exercise 10.7.5 (This exercise is used in Example 10.2.11(iii).) Let $D$ be a 4-dimensional associative algebra over a field $F$ with identity element 1 and basis $1, e_1, e_2, e_3$, whose multiplication table is given below.

<table>
<thead>
<tr>
<th></th>
<th>$e_1$</th>
<th>$e_2$</th>
<th>$e_3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$e_1$</td>
<td>$e_1 + a$</td>
<td>$e_3$</td>
<td>$e_3 + e_2 a$</td>
</tr>
<tr>
<td>$e_2$</td>
<td>$e_2 - e_3$</td>
<td>$b$</td>
<td>$b - e_1 b$</td>
</tr>
<tr>
<td>$e_3$</td>
<td>$-e_2 a$</td>
<td>$e_1 b$</td>
<td>$-ab$</td>
</tr>
</tbody>
</table>

for certain $a, b \in F$. Supply $D$ with the quadratic form $\kappa : D \to F$ given by

$$x^2_0 + x_0 x_1 - ax_1^2 - (x_2^2 + x_2 x_3 - ax_3^2)b$$

for $x = x_0 + e_1 x_1 + e_2 x_2 + e_3 x_3$. Prove the following assertions.

(a) $\kappa(xy) = \kappa(x)\kappa(y)$ for all $x, y \in D$.
(b) The map $\sigma : x \mapsto x_1 + 2x_0 - x$ defines an anti-automorphism of $D$.
(c) If $\kappa(x) \neq 0$ for all $x \neq 0$, then $D$ is a division ring.
(d) For $F = \mathbb{R}$, the ring $\mathbb{H}$ discussed in Exercise 1.9.11(b) is a special case.
(e) The condition in (c) is satisfied for $F = \mathbb{F}_2(X)$, the field of rational functions over $\mathbb{F}_2$ in the indeterminate $X$, and $a = 1, b = X$.
(f) Assume now that $D$ is a division ring and that $F$ has characteristic two.

The pair $(\sigma, 1)$ is admissible with $D_{\sigma, 1} = F$ and $D_{\sigma, 1} = F + e_2 F + e_3 F$.

Exercise 10.7.6 Determine the kernels of the homomorphisms $GL(V)_f \to \text{Aut}(Z)$ for $f$ as in (i), (ii), and (iii) of Definition 10.1.10.

Exercise 10.7.7 Let $F$ be a field of characteristic two and set $V = \mathbb{F}_{2n+1}$, with standard basis $\epsilon_1, \ldots, \epsilon_{2n+1}$. Consider the quadratic from $\kappa$ on $V$ given by

$$\kappa(x) = x_1 x_2 + x_3 x_4 + \cdots + x_{2n-1} x_{2n} + x_{2n+1}^2 \quad (x \in V).$$

(a) Let $W$ be the subspace of $V$ spanned by $\epsilon_1, \ldots, \hat{\epsilon}_n$ and let $f$ be the alternating bilinear form on $W$ given by

$$f(x, y) = \kappa(x + y) - \kappa(x) - \kappa(y) \quad (x, y \in W).$$

Show that $\mathbb{P}(V)_\kappa$ and $\mathbb{P}(W)_f$ are isomorphic polar spaces.

(Hint: Look ahead to Theorem 10.2.15)

(b) Prove that $O(V, \kappa)$ and $Sp(W, f)$ are isomorphic groups.
Section 10.2

Exercise 10.7.8 Use Example 10.2.11(iii) to establish that not every \((\sigma, 1)\)-quadratic form is proportional to a quadratic form.

Exercise 10.7.9 (This exercise is used in Example 10.2.8.) Let \((\sigma, \varepsilon)\) be an admissible pair for \(D\). Suppose that \(\kappa\) is a nonzero \((\sigma, \varepsilon)\)-quadratic form on the vector space \(D^2\).

(a) Show that, if \(\kappa\) vanishes at the standard basis elements \(\varepsilon_1\) and \(\varepsilon_2\), then it is of the form
\[
\kappa(x) = \sigma(x_1)x_2 + \sigma(x_2)x_1 + \mathbb{D}_{\sigma, \varepsilon} \quad (x = \varepsilon_1x_1 + \varepsilon_2x_2 \in D^2)
\]
for some nonzero \(a \in D\).

(b) Let \(A\) be the linear transformation on \(D^2\) with diagonal matrix relative to the standard basis of \(D^2\) and with diagonal entries \(1, a^{-1}\) for \(a \in D \setminus \{0\}\).

Show that the composition \(\kappa \circ A\) is the pseudo-quadratic form
\[
\kappa(x) = \sigma(x_1)x_2 + \sigma(x_2)x_1 + \mathbb{D}_{\sigma, \varepsilon} \quad (x = \varepsilon_1x_1 + \varepsilon_2x_2 \in D^2).
\]

(c) Conclude that the statement in Example 10.2.8 about the choice of \(\kappa\) up to a coordinate transformation is correct.

Exercise 10.7.10 Let \(\kappa\) be a nondegenerate quadratic form and \(f\) a nondegenerate symplectic form on the vector space \(V\) over the field \(F\). Prove the following properties of the determinant.

(a) \(\det(O(V, \kappa)) = \{\pm 1\}\).

(b) \(\det(Sp(V, f)) = \{1\}\).

Exercise 10.7.11 Quadrics of a projective plane \(P = P(F^3)\) over a field are usually called conics. Prove that if \(Z\) is a conic in \(P\), then it is empty, a singleton, a line, the union of two distinct lines, the whole plane, or \(Z\) has rank 1 and each point of \(Z\) lies on a unique projective line intersecting \(Z\) only in that point. In the latter case, we call \(Z\) an oval.

Exercise 10.7.12 Let \(\kappa\) be a pseudo-quadratic form on \(V\) such that \(P(V)_\kappa\) is a non-empty nondegenerate pseudo-quadratic. Prove that \(P(V)_\kappa\) spans \(P(V)\).

Section 10.3

Exercise 10.7.13 (This exercise is used in Example 10.3.2.) Let \(\kappa\) be a \((\sigma, \varepsilon)\)-quadratic form with hermitian form \(f\) on the right vector space \(V\) over \(D\) and write \(P = P(V)\). We show the analogue of Proposition 10.1.13 for \(P_\kappa\) instead of \(P_f\). Let \(p \in V \setminus \{0\}\) and \(\lambda \in D\). Write \(\phi\) for the map \(V \to D\) given by \(\phi(x) = \lambda f(p, x)\), so the map \(r_{p, \phi}\) of Exercise 1.9.30 is given by
\[ r_{p,\phi}(x) = x - p\lambda f(p, x) \quad (x \in V) \]

and induces a perspectivity on \( \mathbb{P}(V) \) with center \( (p) \) and axis \( (p^+)_p \).

(a) Show that \( r_{p,\phi} \) belongs to \( O(V, \kappa) \) if and only if \( \lambda = 0 \) or \( \kappa(p) = \lambda^{-1} + D_{\kappa} \).

(b) Suppose that \((a)\) and \((b)\) are non-collinear points of \( \mathbb{P}_\kappa \) and that \( p = a + b \) represents a point \((p)\) of \( \mathbb{P}(V) \) such that \( (a), (b) \notin p^+ \). Then \( f(a, b) \neq 0 \).

Set \( \lambda = f(b, a)^{-1} \). Prove that \( r_{p,\phi} \) is well defined and that it maps \((a)\) to \((b)\). Conclude that, for each collinear triple of projective points \((p),(a),(b)\) with the latter two outside \( (p) \cup (p)^+ \), the perspectivity with center \((p)\) and axis \((p)^+ \) mapping \((a)\) to \((b)\) is induced by an element of \( O(V, \kappa) \).

(c) Show that \( r_{p,\phi} \) is an involution (that is, an element of order 2) if and only if \( 2\lambda^{-1} = f(p, p) \). Compare the result with Exercise 1.9.30(f).

**Exercise 10.7.14** Consider perspective sets in \( \mathbb{P}(\mathbb{D}^2) \). Let \( \alpha \) be a linear transformation of \( \mathbb{D}^2 \). If \( \alpha \) is a perspectivity with center \((a:1)\) and axis \((b:1)\), for \( a, b \in \mathbb{D} \), then the matrix of \( \alpha \) on the standard basis is

\[
\begin{pmatrix}
\alpha \lambda + 1 & -\lambda b \\
\lambda & 1 - \lambda b
\end{pmatrix}
\]

for some \( \lambda \in \mathbb{D} \) distinct from \((b-a)^{-1}\).

**Exercise 10.7.15** Suppose that \( \mathbb{D} \) has characteristic two. We are concerned with a polarity \( \pi \) on the projective line \( \mathbb{P} := \mathbb{P}(\mathbb{D}^2) \). Let \( 0, 1, \infty \in \mathbb{P}_\pi \) (cf. Remark 10.3.7). The map \( \pi \) induces an involutory anti-automorphism of \( \mathbb{D} \) and \( \mathbb{P}_\pi \) can be identified with the set \( \{ x \in \mathbb{D} \mid \pi(x) = x \} \cup \{ \infty \} \). Show that \( \mathbb{D}_{\kappa,-1}\{0\} \) is closed under inversion.

(Hint: For \( t \in \mathbb{D} \) with \( t + \pi(t) \neq 0 \), write \( u = (t + \pi(t))^{-1}t(t + \pi(t))^{-1} \), and show \( (t + \pi(t))^{-1} = u + \pi(u) \).)

**Exercise 10.7.16** Use the perspectivities occurring in the proof of Lemma 10.3.8 to establish that the group of perspectivities leaving invariant \( \mathbb{D}_{\kappa,-1} \) is 2-transitive on \( \mathbb{D}_{\kappa,-1} \).

(Hint: The linear transformation with matrix

\[
\begin{pmatrix}
0 & 1 \\
-1 & 0
\end{pmatrix}
\]

interchanges 0 and \( \infty \), while the one with matrix

\[
\begin{pmatrix}
1 & \lambda \\
0 & 1
\end{pmatrix}
\]

moves 0 to any \( \lambda \in \mathbb{D}_{\kappa,-1}\{\infty\} \).
**Exercise 10.7.17** Let $\mathbb{F}$ be a field of characteristic two and $Q$ the set of squares in $\mathbb{F}$. Denote by $f$ the symmetric bilinear form $(x, y) \mapsto x_1 y_2 + x_2 y_1$ on $\mathbb{F}^2$. Prove that $\{\infty\} \cup Q$ is a perspective subset of $\mathbb{P}(\mathbb{F}^2)_f$.

**Exercise 10.7.18** Let $\pi$ be an injective nondegenerate quasi-polarity of a thick projective space $\mathbb{P}$. Let $X$ be a perspective subset of $\mathbb{P}_\pi$ with empty radical and with at least three points on every line of the induced line space on $X$ (cf. Definition 2.5.8). Prove that the group generated by all perspectivities of $\mathbb{P}$ leaving $X$ invariant is transitive on $X$.

*(Hint: Suppose $x, y \in X$. If they are not collinear, choose a point $p \in xy \setminus \{x, y\}$ and argue with the perspectivity with center $p$ and axis $(p)$. The result now follows because the non-collinearity graph of $X$ is connected (cf. Exercise 7.11.16).)*

**Exercise 10.7.19** (This exercise is used in Proposition 10.5.5.) Suppose that $X$ is a perspective subset of an absolute $\mathbb{P}$ where $\mathbb{P}$ is a projective line (as in Definition 6.2.1). Denote by $\Pi$ the group generated by all perspectivities leaving $X$ invariant. Show that $\Pi$ is transitive on the set of all non-collinear pairs of points from $X$.

*(Hint: Use Exercise 10.7.13.)*

**Exercise 10.7.20** Prove that the polar space of Exercise 8.5.8 does not embed in a finite-dimensional projective space.

**Exercise 10.7.21** (This exercise is used in Proposition 10.5.5.) Suppose that $X$ is a nondegenerate subspace of the absolute $\mathbb{P}_\pi$ of an injective nondegenerate quasi-polarity $\pi$ of some projective space $\mathbb{P} = \mathbb{P}(V)$. Show that the group generated by all perspectivities in $O(V, \kappa)$ is transitive on the set of all non-collinear points from $X$. Verify that this result extends Proposition 10.3.4(iii).

**Section 10.4**

**Exercise 10.7.22** Consider the quadric forms $\kappa_1$ and $\kappa_2$ on $\mathbb{R}^2$ given by $\kappa_1(x) = x_1^2 + x_2^2$ and $\kappa_2(x) = x_1^2 + \frac{1}{2}x_2^2$ for $x = \varepsilon_1 x_1 + \varepsilon_2 x_2 \in \mathbb{R}^2$, where $\varepsilon_1, \varepsilon_2$ is the standard basis of $\mathbb{R}^2$.

(a) Prove that both quadratic forms are anisotropic.

(b) Verify that $\kappa_1$ and $\kappa_2$ are not proportional to each other. Conclude that the requirement that $\mathbb{P}_\kappa$ be non-empty is necessary in Corollary 10.4.11.

**Exercise 10.7.23** Let $\kappa$ be a nondegenerate $(\sigma, \varepsilon)$-quadratic form on a vector space $V$ of dimension at least three over a division ring $\mathbb{D}$ and let $f$ be its hermitian form. Suppose that $a, b, c \in V$ are nonzero vectors spanning
points of $P(V)$ such that $\langle a \rangle$ and $\langle b \rangle$ are distinct points not collinear with $\langle c \rangle$. Define the map $\alpha : V \to V$ by
\[
\alpha(x) = x + c(f(a, c)^{-1}f(a, x) - f(b, c)^{-1}f(b, x) + f(b, c)^{-1}f(b, a)f(c, a)^{-1}f(c, x))
- af(c, a)^{-1}f(c, x) + bf(c, b)^{-1}f(c, x).
\]

Prove the following properties of $\alpha$.

(a) $\alpha \in U(V, f) \cap O(V, \kappa)$.
(b) $\alpha(\langle a \rangle) = \langle b \rangle$.
(c) $\alpha(c) = c$.
(d) If $f(x, c) = 0$, then $\langle x \rangle, \langle c \rangle, \langle \alpha(x) \rangle$ are collinear in $P(V)$.

**Exercise 10.7.24** Suppose, in the setting of Exercise 10.7.23, that $P(V)$ is a polar space of rank one. Prove that this point set admits the structure of a Moufang set (cf. Remark 6.2.3) on which $O(V, \kappa)$ acts nontrivially.

**Exercise 10.7.25** Let $S$ be a nondegenerate polar space of rank $t \geq 3$ all of whose lines are thick. Prove the following two assertions.

(i) For each $m \in \mathbb{N}$ with $m \leq t$, the automorphism group of $S$ is transitive on the collection of all octahedral sets of $S$ of size $2m$.

*Hint: Use Proposition 8.5.9.*

(ii) If $t$ is finite, then the stabilizer in $\text{Aut}(S)$ of a frame $O$ of $S$ induces the symmetric group on every clique in $O$.

**Exercise 10.7.26** Prove that the notion of an apartment for a polar space as in Definition 10.3.12(1) coincides with the notion of an apartment of the corresponding projective geometry of type $A_3$.

**Section 10.5**

**Exercise 10.7.27** In the three cases of Definition 10.1.10, determine the subgroup of $\text{GL}(V)$ leaving an ordered frame invariant.

**Exercise 10.7.28** Let $\kappa$ be a nonzero quadratic form on a vector space $V$ over $\mathbb{F}$ whose hermitian form is nondegenerate. Define $\text{GO}(V, \kappa) = \{g \in \text{GL}(V) \mid \exists \lambda_g \in \mathbb{F} \forall x \in V \kappa(gx) = \lambda_g \kappa(x)\}$. Show that, if $P(V)$ is non-empty and $\dim(V) > 1$, the map $g \mapsto \lambda_g$ is a surjective homomorphism $\text{GO}(V, \kappa) \to \mathbb{R}^*$ with kernel $O(V, \kappa)$.

**Exercise 10.7.29** Prove the following two statements in the setting of the proof of Theorem 10.5.6.
(a) If the symplectic case prevails (that is, $(\sigma, \varepsilon) = (\text{id}, -1)$ and $D$ is of characteristic distinct from two), then the linear transformation $M$ of $V$ is not a perspectivity with respect to $\delta_f$.

(b) More generally, there is a perspectivity in $N$ inducing the permutation $(\mu, O(\mu))$ on $O$ if and only if there is $\mu \in D$ such that $\varepsilon = \sigma(\mu)^{-1}\mu$.

Section 10.6

Exercise 10.7.30 Prove that the groups $\text{SL}(2, q)$ and $\text{Sp}(2, q)$ are isomorphic.

(Hint: The group $\text{SL}(2, q)$ preserves the nondegenerate alternating form $\det(v_1 v_2)$, where $v_1, v_2 \in \mathbb{F}_q^2$ are column vectors forming the $2 \times 2$ matrix $(v_1 v_2)$ and $\det$ is the usual determinant of a square matrix.)

Exercise 10.7.31 Let $q$ be an odd prime power. Prove that the groups $\text{PSL}(2, q)$ and $O(3, q)/\{O(3, q)\}$ are isomorphic.

(Hint: Construct a homomorphism of groups $\text{SL}(\mathbb{F}_q^2) \to O(\mathbb{F}_q^3, f)$ for a nondegenerate symmetric bilinear form $f$ on $\mathbb{F}_q^3$ as in Exercise 4.9.12(a)–(d). Verify that $\{\text{SL}(\mathbb{F}_q^2)\}$ is the kernel of the composition of this homomorphism with the natural quotient map $O(3, q) \to O(3, q)/\{O(3, q)\}$, and compare orders of domain and codomain.)

Exercise 10.7.32 Consider the group $W$ of Exercise 4.9.30.

(a) Verify that the matrices of the representation of $W$ on $\mathbb{C}^3$ with respect to the standard basis can be written over the ring $R := \mathbb{Z}[\sigma, 1/2]$.

(b) Show that taking the matrix entries modulo 7 gives a group homomorphism $W \to O(\mathbb{F}_7^3, f)$, where $f$ is the bilinear form obtained from the restriction of the standard hermitian inner product on $\mathbb{C}^3$ to $\mathbb{R}^3$ by reduction modulo 7.

(c) Establish that the map $W \to O(\mathbb{F}_7^3, f)$ is an isomorphism.

(d) Conclude that $W \cong C_2 \times \text{PSL}(2, 7)$.

(Hint: Use Exercise 10.7.31 and the group homomorphisms det on $W$ and on $O(\mathbb{F}_7^3, f)$ to isolate the kernels as complements of $\langle -\text{id} \rangle$.)

Exercise 10.7.33 Let $\mathbb{F}$ be a finite field of order $q$ and $V = \mathbb{F}^n$ for some natural number $n$. Consider the quadratic form

$$\kappa(x) = x_1^2 + \cdots + x_n^2.$$ 

In which form of Theorem 10.6.9 can $\kappa$ be written?

(Hint: The answer depends on the parity of $n$ and $q$.)

Exercise 10.7.34 Show that the finite classical generalized quadrangles are as indicated in Table 10.5, as well as the corresponding point and line orders. Deduce from this information that the dual line space of the generalized quadrangle associated with $U(5, q)$ is not embeddable.
### Table 10.5. Classical generalized quadrangles

<table>
<thead>
<tr>
<th>name</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Sp}(4, q)$</td>
<td>$(q^{3}, q)$</td>
</tr>
<tr>
<td>$\text{O}(5, q)$</td>
<td>$(q, q)$</td>
</tr>
<tr>
<td>$\text{O}^+(6, q)$</td>
<td>$(q^{2}, q)$</td>
</tr>
<tr>
<td>$\text{O}^-(6, q)$</td>
<td>$(q^{2}, q)$</td>
</tr>
<tr>
<td>$\text{U}(4, q)$</td>
<td>$(q^{2}, q)$</td>
</tr>
<tr>
<td>$\text{U}(5, q)$</td>
<td>$(q^{2}, q)$</td>
</tr>
</tbody>
</table>

**Exercise 10.7.35** Let $\kappa$ be a nondegenerate quadratic form on a finite-dimensional vector space $V$ over $\mathbb{F}$ and let $f$ be its hermitian form. For $a \in V$ with $\kappa(a) \neq 0$, define $\phi : V \to \mathbb{D}$ by $\phi(x) = \kappa(a)^{-1}f(a, x)$. We consider $s_a := r_{a, \phi}$ of Exercise 1.9.30. The transformation $s_a$ is a reflection and induces a perspectivity on $\mathbb{P}(V)_{\kappa}$ as introduced in Theorem 9.3.3. By Exercise 10.7.13(a), it belongs to $\text{O}(V, \kappa)$. Prove the following properties of $s_a$.

(a) $s_a$ and $s_b$ commute if $b \in V$ with $\kappa(b) \neq 0$ and $f(a, b) = 0$.

(b) The group $\text{O}(V, \kappa)$ is generated by the set of all $s_a$.

(c) Suppose $\dim(V) = 2m$ and $\kappa$ has Witt index $m$. Choose a maximal singular subspace $U$ of $V$, so $\dim(U) = m$. Take $a \in V$ with $\kappa(a) \neq 0$ and $a^+ \cap U \neq U$. Show that $\dim(U \cap s_a(U)) = m - 1$. Conclude that $s_a$ induces a duality of the orihemme geometry of $\mathbb{P}_{\kappa}$ that is not an isomorphism (cf. Definition 1.3.1).

### 10.8 Notes

In our completion of the classification of nondegenerate polar spaces whose singular planes are Desarguesian and of nondegenerate generalized quadrangles embedded in a projective space, we employed the ideas on perspective sets written down in [41]. The remainder of the chapter covers material on groups and polar geometries that is fairly general knowledge.

#### Section 10.1

In [143], the set $\mathbb{D}^{n,-\xi}$ of Notation 10.1.1 is called the set of symmetric elements of $\mathbb{D}$ and $\mathbb{D}_{\sigma,-\xi}$ its subgroup of traces.

The anti-automorphisms used in this section are usually referred to as ‘involutions of the second kind’. See [194] for more on involutory anti-automorphisms.

#### Section 10.2

For general fields, there are many more different forms. The determination of the related absolute spaces and their automorphism groups [285] and the normal structure of these groups [248, 173, 119, 143, 3] have been studied quite intensively, and still present some open problems.
Section 10.3

The case in which secants (that is, projective lines that are not lines of \( Z \) but \( Z \) in at least two points) meet \( Z \) in precisely two points, is dealt with by the following result: If \( Z \) is a nondegenerate generalized quadrangle embedded in a projective space, and every secant meets \( Z \) in precisely two points, then \( Z \) is a quadric. This is proved in [40].

Section 10.4

Apartments within the context of buildings appear in Definition 11.2.1.

Section 10.5

In [285] it is shown that each nondegenerate polar space of rank at least three with thick lines has enough automorphisms for the corresponding building (cf. Proposition 11.1.9) to be Moufang.

Good references for the classical groups are [119, 7, 61, 271, 312]. These groups have Tits systems, defined in Chapter 11, which leads to an elegant proof that they are quasi-simple; see [29].

Often, the full group of automorphisms of the polar space is somewhat larger than the classical groups described: diagonal automorphisms (corresponding to linear transformations having determinant different from 1) and field automorphisms (corresponding to Galois automorphisms of the underlying field \( D \)) are usually the only extra ones needed to generate the full group.

Section 10.6

The classification of quadratic forms over other infinite fields is quite delicate. See [237] for a good introduction, but also [163], where the question whether the quadric defined by the form is empty or not receives special attention.

Substructures such as ovoids and spreads of polar spaces have been the study of intense investigations and yet several outstanding problems remain; see [276].
11. Buildings

The most important geometries of this book are of Coxeter type (cf. Definition 2.4.2). Their ‘building blocks’, that is, their rank two residues, are the generalized polygons (cf. Definition 2.2.7), which are precisely the rank two geometries of Coxeter type. In Chapter 4, we studied thin chamber systems of Coxeter type $M$ and found that these are quotients of the very nice and regular universal chamber system $C(M)$ for Coxeter systems of type $M$. In this chapter, we study special chamber systems of Coxeter type, called buildings, in which $C(M)$ frequently occurs as a subsystem, which is called apartment.

There are many possible definitions of buildings. In Section 11.1 we take a topological approach: closed galleries cannot be of types that are minimal expressions of nontrivial Coxeter group elements. In Corollary 11.2.6, we give the more classical definition in terms of apartments (but still in terms of chamber systems rather than geometries).

In Section 11.2 we explore several useful properties of buildings, such as, in Corollary 11.2.12, their residual connectedness. By Theorem 3.4.6, this implies that buildings correspond to certain residually connected geometries over a Coxeter diagram. Accordingly, the term building will also be applied to geometries. In Proposition 11.1.9, we find that all of the projective geometries (Coxeter type $A_n$), studied in Chapters 5 and 6, and all of the polar geometries (Coxeter type $B_n$), studied in Chapters 7–10, are buildings. The geometries of type $\tilde{A}_{n-1}$ of Theorem 2.7.14 are also buildings (cf. Exercise 11.8.2). We will be mainly concerned with spherical buildings, which means that these have a spherical Coxeter type (cf. Definition 4.6.8).

In Section 11.3, we study groups acting highly transitively (the technical term is ‘strongly transitively’) on buildings and arrive at the famous Tits systems in groups. In Section 11.4, we focus on shadow spaces of buildings. We derive various properties of these line spaces that have been used to characterize some of these spaces as shadow spaces of buildings. Often, these spaces have a family of convex subspaces isomorphic to polar spaces. Such spaces are called parapolar spaces and are studied in Section 11.5. In Section 11.6, we pay special attention to a particular kind of shadow spaces of buildings, called root shadow spaces, and show that these are root filtration spaces (cf. Definition 6.7.2). Root shadow spaces exist for each Weyl type, that is, a spherical irreducible Coxeter type not isomorphic to one of $H_3$, $H_4$. 
We are motivated by the fact (not proved in this book) that each finite simple group of Lie type and rank at least three acts faithfully on a building of Weyl type.

Finally, in Section 11.7 we explore to what extent line spaces can be recognized as shadow spaces of buildings by means of properties found in previous sections. The proofs in this section are sketched rather than given in full.

Throughout this chapter, \((W, S)\) is a Coxeter system of type \(M = (m_{s, r})_{s, r \in S}\) and \(S\) will serve as the set of types of the chamber systems to be considered. We put \(n = |S|\) and assume \(n < \infty\). For notational convenience, we will often identify \(S\) and \([n]\).

By \(\mathcal{C}\) we denote a chamber system of type \(M\) (cf. Definition 3.5.1) and by \(\Gamma\) its incidence system \(\Gamma(\mathcal{C})\), as in Definition 3.3.1. We recall from Definition 4.2.7 that \(\mathcal{C}\) is non-empty and connected and that, for distinct \(i, j \in S\), each \(\{i, j\}\)-cell of \(\mathcal{C}\) is isomorphic to the chamber system of a generalized \(m_{i, j}\)-gon.

### 11.1 Building axioms

In Definition 11.1.4 of this section, buildings will be introduced as chamber systems. Its defining property is phrased by means of galleries. After verifications that the most important geometries of Coxeter type that we have seen are buildings (Propositions 11.1.9 and 11.1.10), we provide an alternative building definition in Theorem 11.1.13.

We will use the Coxeter system \((W, S)\) of type \(M\) to collect information about chamber systems \(\mathcal{C}\) of type \(M\). Recall from Definition 4.2.12 the notion of a minimal expression and from Remark 4.2.15 the free monoid \(S^*\) on the alphabet \(S\), the homomorphism of monoids \(\zeta : S^* \rightarrow W\) with

\[
\zeta(r_1 \cdots r_q) = r_1 \cdots r_q \quad (r_1, \ldots, r_q \in S),
\]

and the length function \(l\) on \(W\) with respect to \(S\). For \(w \in W\), an expression for \(w\) is an element of the pre-image \(\zeta^{-1}(w)\); it is minimal if and only if its length is \(l(w)\).

In Definition 3.2.2, a gallery of \(\mathcal{C}\) was introduced as a path in the graph of the chamber system \(\mathcal{C}\) with adjacency given by \(\sim = \bigcup_{r \in S} \sim_r\). In Exercise 3.7.4, the notion of a simple gallery appeared: a gallery without repeated chambers.

**Definition 11.1.1** Suppose that \(\gamma\) is a simple gallery \(c_0, c_1, c_2, \ldots, c_q\) in \(\mathcal{C}\). We say that \(r = r_1 r_2 \cdots r_q \in S^*\) is the **type** of \(\gamma\) if, for each \(j \in [q]\), the chamber \(c_j\) is \(r_j\)-adjacent to \(c_{j-1}\).

For subsets \(J_1, \ldots, J_q\) of \(S\) and chambers \(c, d\) of \(\mathcal{C}\), there is a simple gallery from \(c\) to \(d\) whose type lies in \(J_1^* \cdots J_q^*\) (viewed as a set of words in the free monoid \(S^*\)) if and only if \(d \in cJ_1^* \cdots J_q^*\) (cf. Notation 3.4.8).
Remark 11.1.2 Each pair \((c, d)\) of distinct chambers in \(\mathcal{C}\) with \(c \sim d\) has a unique adjacency type; for, \(c \sim_s d\) and \(c \sim_s d\) would imply that \(c\) and \(d\) belong to the chamber system of a generalized \(m_{r,s}\)-gon, which, according to Example 3.1.16, leads to \(c = d\), a contradiction. Consequently, the type of a simple gallery is uniquely determined by the gallery.

Recall that a minimal gallery (cf. Definition 1.6.1 and 3.2.2) in \(\mathcal{C}\) is a geodesic path in the graph of \(\mathcal{C}\). We will relate minimal galleries to elements of the Coxeter group \(W\). The type \(r\) of a gallery is an element of \(S\); it will be called minimal if it is a minimal expression for \(\zeta(r)\).

Lemma 11.1.3 For any two chambers \(c, d\) of \(\mathcal{C}\), the following assertions hold.

(i) The type of a minimal gallery in \(\mathcal{C}\) from \(c\) to \(d\) is a minimal expression in \(S^\circ\).

(ii) If \(r \in S^\circ\) is a minimal expression and is the type of a simple gallery from \(c\) to \(d\), then, for each \(r' \in S^\circ\) with \(\zeta(r') = \zeta(r)\), there is a simple gallery from \(c\) to \(d\) of type \(r'\).

Proof. (i). Suppose that \(\gamma\) is a simple gallery \(c = c_0, c_1, \ldots, c_q = d\) from \(c\) to \(d\) in \(\mathcal{C}\) of type \(r\). If \(r = tst \cdots (m_{t,s} \text{ factors})\) for certain \(t, s \in S\), then, by the axiom for chamber systems of type \(M\) (cf. Exercise 3.7.4), there is another simple gallery from \(c\) to \(d\) of type \(sts \cdots (m_{t,s} \text{ factors})\). Now, applying this observation to subgalleries of \(\gamma\) as well, we obtain from Corollary 4.5.11 that, if \(r\) is not minimal, we may assume, without loss of generality, that \(\gamma\) contains a simple subgallery \(c_{i-1} \sim_u c_i \sim_u c_{i+1}\) for some \(u \in S\) and some \(i \in [q - 1]\). But then \(c_{i-1} \sim_u c_{i+1}\), so \(c = c_0, c_1, \ldots, c_{i-1}, c_{i+1}, \ldots, c_q = d\) is a gallery from \(c\) to \(d\) which is strictly shorter than \(\gamma\). Hence (i).

(ii). In view of Corollary 4.5.11, and induction on the length of \(r'\), it suffices to show that, if the word \(r_1 r_2 \cdots r_q\) in \(S^\circ\) is the type of a simple gallery from \(c\) to \(d\), then, for each \(i \in [q - 1]\) and each \(s \in S\), there is a simple gallery from \(c\) to \(d\) of type \(r_1 r_2 \cdots r_s s r_{i+1} \cdots r_q\). But this is immediate from the definition of chamber system.

See Exercise 11.8.1 for an alternative proof of Lemma 11.1.3, which uses the monoid homomorphism of Lemma 4.5.9.

Lemma 11.1.3 shows that, given two chambers \(c\) and \(d\) of \(\mathcal{C}\), there is an element \(w\) of \(W\) such that, for each word \(r\) in \(\zeta^{-1}(w)\), we can find a simple gallery from \(c\) to \(d\) of type \(r\). For thin chamber systems, the universal object \(\mathcal{C}(M)\) differs from its quotients in that the element \(w\) is uniquely determined by \(c\) and \(d\). The following definition is inspired by this observation.
**Definition 11.1.4** The chamber system $\mathcal{C}$ of type $M$ is called a building of type $M$ if every simple closed gallery of $\mathcal{C}$ of minimal type is trivial (i.e., consists of a single chamber).

If $M$ is spherical, then the building is said to be spherical.

**Example 11.1.5** (i). A thin chamber system $\mathcal{C}(M)/A$ of Coxeter type $M$ (cf. Definition 4.2.5) is a building if and only if $A = 1$.

(ii). The chamber system of the Neumaier geometry of Example 2.4.11 is residually connected of type $B_3$ but is not a building. This follows from the existence of a closed simple gallery with type $123123123$ as indicated in Figure 11.1.

(iii). By definition, a chamber system over $[2]$ of type $M$ is the chamber system of a generalized $m$-gon, where $m = m_{1,2}$. The condition that there are no nontrivial closed simple galleries of minimal types is satisfied in each such chamber system, so a building of rank two is the chamber system of a generalized polygon (and conversely).

![Fig. 11.1. The closed gallery of type 123123123 in the Neumaier geometry. Four Fano planes are drawn. Call the first three, in order of appearance from left to right, $\pi$, $\pi'$, and $\pi''$. The fourth is equal to $\pi$ again. The gallery is indicated by the thick lines. More precisely, the gallery is $(1, 124, \pi), (4, 124, \pi), (4, 346, \pi), (4, 346, \pi'), (6, 346, \pi'), (6, 156, \pi'), (6, 156, \pi''), (1, 156, \pi''), (1, 124, \pi''), (1, 124, \pi)$.](image)

Recall the notion of a $J$-cell from Definition 3.2.2 and the notion of the direct sum of chamber systems from Definition 3.5.3. The direct sum of two diagrams was introduced in Exercise 3.7.11.

**Proposition 11.1.6** Each building $\mathcal{C}$ of type $M$ satisfies the following properties.

(i) For every pair $(r, r')$ of minimal expressions in $S^*$, the existence of two simple galleries in $\mathcal{C}$ with common origin and common end point, and types $r$ and $r'$, respectively, implies $\zeta(r) = \zeta(r')$. 

(ii) For each subset $J$ of $S$ and each chamber $c$ of $C$, the $J$-cell $cJ^*$ is a building of type $M_j$.

(iii) If $C'$ is a building of type $M'$, where $M'$ is a Coxeter matrix over an index set $S'$ disjoint from $S$, then the direct sum $C \oplus C'$ is a building of type $M \oplus M'$ over $S \cup S'$.

Proof. (i). Denote the two simple galleries of minimal types $r$, $r'$ by $\gamma$, $\gamma'$, respectively, and let $e$, $l$ be their common origin and end point, respectively.

We proceed by induction on $l(r)$. If $l(r) = 0$, then $c = d$ and $\zeta(r) = 1$ so $\zeta(r') = 1$ by Definition 11.1.4, whence $\zeta(r) = \zeta(r')$ as required. Assume $l(r) > 0$.

Thus, $r = sr''$ with $s \in S$ and $r'' \in S^*$, so $l(s\zeta(r')) > l(r'')$. Let $e$ be the chamber of $\gamma$ following $c$ and denote by $\gamma''$ the tail of $\gamma$ starting at $e$. Clearly, $\gamma''$ is a simple gallery from $e$ to $d$ of minimal type $r''$ and of length $l(r) - 1$. If $l(s\zeta(r')) > l(r')$, then $e$, $\gamma'$ is a simple gallery from $e$ to $d$ of minimal type $sr'$, so by the induction hypothesis applied to $\gamma''$ and $e$, $\gamma'$, we have $\zeta(r'') = s\zeta(r')$, leading to $\zeta(r) = \zeta(r')$, as required.

Suppose, therefore, that $l(s\zeta(r')) < l(r')$. Then, in view of Theorem 4.5.8 and Lemma 11.1.3(ii), changing $\gamma'$ if necessary, we (may) assume that the first element of $r'$ is $s$. Thus, $r' = sr'''$ where $r'''$ is minimal. Denote by $e'$ the chamber of $\gamma'$ following $c$ and by $\gamma'''$ the tail of $\gamma'$ with origin $e'$. If $e \neq e'$, then $e$, $\gamma'''$ is a simple gallery from $e$ to $d$ of minimal type $sr''' = r'$, so by the induction hypothesis $\zeta(r') = s\zeta(r'') = \zeta(r')$. But then $l(r) = l(s\zeta(r')) = l(s\zeta(r')) < l(r') = l(r'')$, which contradicts that $r'''$ is part of $r$.

Hence, $e = e'$ and, again by the induction hypothesis, $\zeta(r'') = \zeta(r')$, so that $\zeta(r) = \zeta(sr''') = \zeta(sr''') = \zeta(r')$. This establishes (i).

(ii) and (iii) are immediate from the definition of a chamber system.

Remark 11.1.7 Let $c$ and $d$ be chambers of a building $C$ of type $M$. The converse of Lemma 11.1.3(i) holds in the sense that every simple gallery of minimal type from $c$ to $d$ is minimal. For, if $\gamma$ is a minimal gallery of type $r$ and $\gamma'$ is a gallery of minimal type $r'$, then according to Lemma 11.1.3(i) the type $r$ is minimal and so Proposition 11.1.6(i) gives $\zeta(r) = \zeta(r')$. By minimality of $r$ and $r'$, this implies that $r$ and $r'$ have the same length. Therefore, $\gamma$ and $\gamma'$ have the same length, proving that $\gamma$ is minimal.

The proposition below shows examples of buildings coming from projective and polar geometries (of types $A_n$ and $B_n$, respectively).

Lemma 11.1.8 Suppose that $C$ is a residually connected chamber system of type $M$ over $S$. There is no closed simple gallery in $C$ whose type contains a given element of $S$ exactly once.
Proof. Suppose that $\gamma$ is a closed simple gallery in $C$ of type $r = r’sr'' \in S^*$ for some $s \in S$ and $r’, r'' \in (S\backslash \{s\})^*$ and with origin $c$. Let $d, e$ be the $s$-adjacent chambers of $\gamma$ (occurring in this order). Then $d, e \in c(S\backslash \{s\})^*$ so $d \in c(S\backslash \{s\})^* \cap es^*$. Since $C$ is residually connected, Lemma 3.4.9 forces $d = e$, which contradicts the simplicity of $\gamma$. □

The projective geometries introduced in Example 1.4.9 and the polar geometries introduced in Definition 7.6.3 are buildings. By Proposition 2.4.7 and Corollary 5.4.5, these are $[n]$-geometries of type $\Lambda_n$ and $B_n$, respectively.

**Proposition 11.1.9** The following geometries are buildings of type $M$.

(i) Each $[n]$-geometry of type $M = \Lambda_n$.

(ii) Each polar geometry of rank $n$, which is of type $M = B_n$.

Proof. Let $C$ be the chamber system of the geometry. In view of the Chamber System Correspondence Theorem 3.4.6, Remark 5.2.3 for Case (i), and Theorem 7.5.8 for Case (ii), the chamber system $C$ is residually connected of type $M = \Lambda_n$, $B_n$, respectively.

If $n \leq 1$, there is nothing to show and if $n = 2$, the polar geometry is a generalized quadrangle, so the result follows from the definition, cf. Example 11.1.5(iii). We proceed by induction on $n$ and assume $n \geq 3$. Let $c$ be a chamber of $C$ and let $\gamma$ be a simple gallery in $C$ of minimal type $r \in S^*$ starting and ending at $c$. We will show $\gamma = c$. Assume that $\gamma$ is nontrivial. By residual connectedness and induction on $n$ (cf. Lemma 7.6.5 for $M = B_n$), we may assume $r_1 \in S_{\xi(r)}$. We will reach a contradiction in each case.

(i). By Example 4.5.12, we can choose $w_1, w_2 \in \langle S\backslash \{r_1\} \rangle$ in such a way that $l(r) = l(w_1) + 1 + l(w_2)$, so that, by Lemma 11.1.3, we may assume, without loss of generality, that $\gamma$ is of type $r’r_1r''$ with $r’, r'' \in (S\backslash \{r_1\})^*$. This contradicts Lemma 11.1.8.

(ii). If $r_1$ occurs only once in $r$, the argument goes as for (i). By Exercise 4.9.20, it remains to consider the case where $r_1$ occurs twice in $r$, i.e.,

$$r = r’r_1r''r_1r'''.$$

By moving from $c$ to a neighbor and using reduction, we may assume that $r'''$ is the empty word, so $r = r’r_1r''r_1$. Consider the chambers $c’, c'', c''’$ on $\gamma$ occurring at the end of the subgallery of $\gamma$ starting at $c$ and of type $r’, r’r_1$, and $r’r_1r''$, respectively. If $x$ and $m$ denote the point and line of $c$, then $c’$ has the point $x$ in common with $c$, while $c''’$ has the line $m$ in common with $c$. Let $m’$ be the line of $c’$ and $x’$ be the point of $c''’$. Then $x’$ and $m’$ must be the point and line of $c’’$. Thus, $m’$ is a line on both $x$ and $x’$, but so is $m$. But $x \neq x’$ by minimality of the type, so Condition (2) of Definition 7.6.3 implies $m = m’$. By residual connectedness, Lemma 3.4.9(iv) applies with $K = 0$, $J = S\backslash \{r_1\}$ and $K = S\backslash \{r_2\}$, giving
The oriflamme geometry was introduced in Definition 7.8.5. For each integer \( n \geq 4 \), the oriflamme geometry \( \Delta(X) \) of a polar space \( X \) of rank \( n \) whose \( n \)-order (of the corresponding polar geometry) is equal to 1, is a residually connected geometry of type \( D_n \) (by Theorem 7.8.6), and so also represents a residually connected chamber system of this type (cf. the Chamber System Correspondence Theorem 3.4.6).

**Proposition 11.1.10** For \( n \geq 3 \), each residually connected chamber system of type \( D_n \) is a building.

**Proof.** Let \( C \) be a residually connected chamber system of type \( D_n \). We proceed by induction on \( n \), the case \( n = 3 \) being clear from Proposition 11.1.9 (as \( D_3 \cong A_3 \)). We verify Definition 11.1.4. Suppose that there is a simple closed gallery \( \gamma \) in \( C \) with end point \( c \) whose type is a minimal expression. By consideration of the longest element of the Coxeter group of type \( D_n \) (see Table 4.5) and the fact that each element of \( W \) is less than or equal to it in the Bruhat order (cf. Exercise 11.8.9), we know that the type of \( \gamma \) is in \( J^*K^*L^* \), where \( J = \{1, \ldots, n - 1\} \), \( K = \{1, \ldots, n - 2, n\} \), \( L = \{2, \ldots, n\} \).

The chamber \( c \) lies at the crossover of \( \gamma \) from the \( L \)-part to the \( J \)-part. Let \( a \) be the crossover chamber of \( \gamma \) from the \( J \)-part to the \( K \)-part, and let \( b \) be the crossover chamber of \( \gamma \) from the \( K \)-part to the \( L \)-part. Since \( a \in aJ^* \cap bK^* \), \( b \in bK^* \cap cL^* \), and \( c \in aJ^* \cap cL^* \), residual connectedness of \( C \) implies that there is a chamber \( d \) of \( C \) such that \( aJ^* \cap bK^* \cap cL^* = d(J \cap K \cap L)^* \), see
Lemma 3.4.9. Also, by residual connectedness of $C$, minimal galleries from $a$ to $d$ have type in $(J \cap K)^*$, those from $b$ to $d$ have type in $(K \cap L)^*$, those from $c$ to $d$ have type in $(J \cap L)^*$. All $J$-cells and all $K$-cells are residually connected chamber systems of type $A_{n-1}$ and hence, by Proposition 11.1.9, buildings. Each $L$-cell is a building of type $D_{n-1}$ by the induction hypothesis, because it is a residually connected chamber system of type $D_{n-1}$. According to Proposition 11.1.6(i), this means that all of the minimal galleries from $a$ to $b$ have the same image under $\zeta$. Since there is a simple gallery through $d$, its type must be in $(J \cap K)^*(K \cap L)^*$. Similarly, the type of a minimal gallery from $b$ to $c$ must be in $(K \cap L)^*(J \cap L)^*$, and the type of a minimal gallery from $c$ to $a$ must be in $(J \cap L)^*(J \cap K)^*$. Consequently, the type of $\gamma$ lies in $(J \cap L)^*(J \cap K)^*(K \cap L)^*(J \cap L)^*$. Of the three intersections, only $(J \cap K)^*$ contains the node 1. Since the restriction of $D_n$ to $(J \cap K) \times (J \cap K)$ is of type $\Lambda_{n-2}$, the type of this part of $\gamma$ can be written with at most one occurrence of 1 (this can be seen, for instance, by noticing that $n$ occurs only once in the longest element of $W(\Lambda_n)$ given in Table 4.5, and using the nontrivial diagram automorphism). But then, by Lemma 11.1.8, there is no occurrence of 1, and so $\gamma$ lies in the $L$-cell $cL^*$, a building of type $D_{n-1}$, and we finish by invoking the induction hypothesis.

$\square$

Proposition 11.1.11 Each residually connected chamber system of type $E_6$ is a building.

Proof. We verify Definition 11.1.4. For the longest element $w_0$ of the Coxeter group of type $E_6$, we have

$$w_0 = 12314231435423143542(654231435426)5431$$

$$= 12314231435423143542(654234561342)5431$$

$$\in \{1, 2, 3, 4, 5\}^*65423456\{1, 2, 3, 4, 5\}^*$$

$$\subseteq \{1, 2, 3, 4, 5\}^*[2, 3, 4, 5, 6]^*\{1, 2, 3, 4, 5\}^*.$$
**Lemma 11.1.12** For every chamber system $C$ of type $M$, the following two properties hold.

(i) Let $c$ be a chamber of $C$. Suppose that, for every pair $(r, r')$ of minimal expressions in $S^*$, the existence of two simple galleries with origin $c$ and common end point, and types $r$ and $r'$, respectively, implies $\zeta(r) = \zeta(r')$. All simple galleries starting at $c$ having the same endpoint and the same minimal type, are the same.

(ii) If, for every pair $(r, r')$ of minimal expressions in $S^*$, the existence of two simple galleries with common origin and common endpoint, and types $r$ and $r'$, respectively, implies $\zeta(r) = \zeta(r')$, then $C$ is a building.

**Proof.** (i). Let $\delta, \delta'$ be simple galleries in $C$, from the chamber $c$ to a chamber, say, of minimal type $r$. We prove by induction on $l(r)$ that $\delta$ and $\delta'$ coincide. The case $l(r) = 0$ being trivial, assume $l(r) > 0$. In particular, there are chambers $h, h' \in C$ which are $s$-adjacent to $c$ for some $s \in S$ such that $h$ has tail $e$, and $\delta'$ has tail $h', e$. Let $\delta''$, $\delta'''$ be the head part of $\delta$, $\delta'$ ending at $h, h'$, respectively. These galleries have minimal type $r'$ such that $r = r's$. If $h \neq h'$, then $\delta''$ and $\delta'''$, $h$ are simple galleries starting at $c$ and ending at $h$ of minimal types $r'$ and $r$, respectively. According to the hypothesis, this implies $\zeta(r') = \zeta(r)$. This is absurd as $\zeta(r) = \zeta(r')s$. Therefore, $h = h'$, and we can finish by invoking the induction hypothesis.

(ii). Let $\gamma$ be a closed simple gallery containing a chamber, say $c$, of minimal type $r$. We need to show $\gamma = c$. But this follows immediately by applying the hypothesis to the galleries $\gamma$ and $c$. \qed

The following characterization uses a property that holds for buildings according to Proposition 11.1.6(i). It is remarkable in that the fact that the image in $W$ under $\zeta$ of the type of $\gamma$ is independent of the choice of gallery $\gamma$ of minimal type with given origin and given endpoint, is only required for a single origin.

**Theorem 11.1.13** Let $C$ be a chamber system of type $M$. Suppose that $C$ has a chamber $c$ such that, for every pair $r, r'$, of minimal expressions in $S^*$, the existence of simple galleries with common origin $c$ and a common endpoint, and types $r, r'$, respectively, implies $\zeta(r) = \zeta(r')$. Then $C$ is a building.

**Proof.** Let $d$ be a chamber of $C$, and let $\gamma, \gamma'$ be two distinct simple galleries starting at $d$, with the same endpoint, and with respective minimal types $r$ and $r'$. We first show that $\zeta(r) = \zeta(r')$. By induction on the length of a gallery from $c$ to $d$ (and connectedness of $C$) it suffices to establish $\zeta(r) = \zeta(r')$ in the case where $c \sim d$. To this end, suppose $c \in ds^*$ for some $s \in S$. The galleries $c, \gamma$ and $c, \gamma'$ have types $sr$, and $sr'$, respectively. If these types are both minimal, then $\zeta(sr) = \zeta(sr')$ by the hypothesis, whence $s\zeta(r) = s\zeta(r')$, and $\zeta(r) = \zeta(r')$, as required.
Assume that neither \( sr \) nor \( sr' \) is a minimal expression. Then, by Theorem 4.5.8, there are minimal expressions \( sr'' \), \( sr''' \) in \( S^* \) such that \( \zeta(r) = \zeta(sr'') \) and \( \zeta(r') = \zeta(sr''') \). According to Lemma 11.1.3(ii), there are minimal galleries with the same origin and endpoint as \( \gamma \) (and \( \gamma' \)) of types \( sr'' \) and \( sr''' \), respectively. Let the first point following \( d \) on these galleries be \( e \), \( e' \), respectively. Denote the tail of these galleries from \( e \), \( e' \) respectively (to the end), by \( \gamma'' \), \( \gamma''' \), respectively.

If \( e' = e \neq e \), then the simple galleries \( c \), \( \gamma'' \), and \( \gamma''' \) both start at \( c \) and have types \( sr'' \) and \( sr''' \), respectively; both are minimal and have the same extremities, so \( \zeta(sr'') = \zeta(sr''') \). Hence, \( l(r'') + 1 = l(sr'') = l(sr''') \) in view of minimality. But also \( \zeta(r'') = \zeta(sr''') \), whence \( l(r'') = l(sr''') = l(r''') + 1 \), a contradiction. Similarly, we can rule out \( e = c' \neq e' \). If \( c \neq c', e' \), then the galleries \( c \), \( \gamma'' \) and \( \gamma''' \) are simple of type \( sr'' \) and \( sr''' \), respectively, starting at \( c \) with the same endpoint, and if \( e = e' = e' \), then \( \gamma'' \) and \( \gamma''' \) are simple galleries of type \( r'' \) and \( r''' \), respectively, starting at \( c \) with the same endpoint.

In both cases the desired conclusion follows from the hypotheses.

Finally, assume that \( sr' \) is a minimal expression, but \( sr \) is not (the other remaining case being the same up to a change of roles for \( r \) and \( r' \)). Again, replace \( r \) by \( sr'' \) such that \( \zeta(r) = \zeta(sr'') \), denote by \( e \) the first member following \( d \) on a simple gallery with same extremities as \( \gamma \) and type \( sr'' \), and by \( \gamma' \) the tail end of this gallery starting at \( e \). If \( c = e \), then \( c \), \( \gamma' \) and \( \gamma'' \) are simple galleries starting at \( c \) with the same endpoints, of types \( sr' \) and \( r'' \), respectively. Thus, by the hypothesis, \( \zeta(sr') = \zeta(r'') \), whence \( \zeta(r') = \zeta(sr'') = \zeta(r) \), as required. Therefore, we may restrict attention to the case where \( c \neq e \). Consideration of the galleries \( c \), \( \gamma' \) and \( \gamma'' \) leads to \( \zeta(sr') = \zeta(sr'') \), whence \( \zeta(r') = \zeta(r'') \). Upon replacing \( \gamma' \) by a suitable gallery (cf. Lemma 11.1.3(ii)), we may assume \( r'' = r' \). Now the galleries \( c \), \( \gamma' \) and \( \gamma'' \) start at \( c \) and have the same endpoint and the same type \( sr' \). Since \( d \neq e \) (due to the simplicity of \( d, \gamma'' \)), we have a contradiction with Lemma 11.1.12(i).}

Recall from Example 11.1.5(i) that the chamber system \( C(M) \) is a building. The simple galleries from the chamber 1 to a chamber \( w \in W \) correspond to the elements of \( \zeta^{-1}(w) \) in \( S^* \). In this light, the first statement below connects \( C \) with \( C(M) \).

**Corollary 11.1.14** For chambers \( c, d, e \) of the building \( C \) of type \( M \), the following holds.

(i) There is a unique \( w \in W \), denoted by \( w = \delta_C(c, d) \), such that the type map on galleries induces a bijective correspondence

\[
\{\text{minimal galleries from } c \text{ to } d\} \rightarrow \{\text{minimal expressions for } w\}.
\]

(ii) If \( \gamma \) is a simple gallery from \( c \) to \( d \) of minimal type, then \( \gamma \) is minimal, and \( \delta_C(c, d) \) is the image under \( \zeta \) of the type of \( \gamma \).
(iii) If \( c \in ds^* \), where \( s \in S \), then \( \delta_C(c, e) \in \langle s \rangle \delta_C(d, e) \).

(iv) The map \( x \mapsto \delta_C(d, x) \) is a homomorphism \( C \to C(M) \) of chamber systems over \( S \).

(v) \( l(\delta_C(c, d) \delta_C(d, e)) \leq l(\delta_C(c, e)) \).

Proof. (i). Let \( \gamma \) and \( \gamma' \) be minimal galleries in \( C \) from \( c \) to \( d \). Then the types of \( \gamma \) and of \( \gamma' \) are minimal by Lemma 11.1.3(i), so, by Proposition 11.1.6(i), there is \( w \in W \) such that these types belong to \( \zeta^{-1}(w) \). If the types of \( \gamma \) and \( \gamma' \) are equal, then \( \gamma = \gamma' \) by Lemma 11.1.12(i). Finally, the restriction to minimal galleries of the type is surjective onto the set of minimal expressions by Lemma 11.1.3(ii).

(ii). This is immediate from (i) and Proposition 11.1.6(i).

(iii). Let \( c \) be a minimal gallery from \( d \) to \( e \) of type, say, \( r \). Then \( \zeta(r) = \delta_C(c, e) \). Consider the gallery \( c, r \). If \( c = d \), there is nothing to show, so we may assume that the gallery is simple. If \( sr \) is a minimal expression, then, by (ii), the gallery \( c, r \) is minimal, and \( \delta_C(c, e) = s \zeta(r) s^{-1} \delta_C(d, e) \). Otherwise, we may assume, without loss of generality (cf. Theorem 4.5.8 and Lemma 11.1.3), that \( r = sr' \). Let \( d' \) be the first chamber of \( r \) following \( d \). Then \( d' \in cs^* \), so either \( d' = c \) and there is a simple gallery from \( c \) to \( e \) of type \( r' \), or \( d' \neq c \) and there is a simple gallery from \( c \) to \( e \) of type \( sr' \). Since both types are minimal, we have, again by (ii), that

\[
\delta_C(c, e) \in \{ \zeta(r'), \zeta(sr') \} = \{ \zeta(r), s \zeta(r) \} = \langle s \rangle \delta_C(d, e)
\]

in all cases. Hence (iii).

(iv). Let \( x, x' \) be two \( s \)-adjacent chambers of \( C \), where \( s \in S \). Then, by (iii), \( \delta_C(x, d) \in \langle s \rangle \delta_C(x', d) \). Since, obviously, \( \delta_C(c, e) = \delta_C(e, c)^{-1} \), it follows that \( \delta_C(x, d) \in \delta_C(x', d)^{-1} \), which is equivalent to saying that \( \delta_C(x, d) \) and \( \delta_C(x', d) \) are \( s \)-adjacent in \( C(M) \) (cf. Definition 4.2.5). This establishes (iv).

(v). Since distances decrease under homomorphisms, it follows from (iv) that

\[
\delta_{C(M)}(\delta_C(d, c), \delta_C(d, e)) \leq \delta_C(c, e).
\]

But the left hand side equals \( l(\delta_C(d, c)^{-1} \delta_C(d, e)) \), and, in view of (i), we have \( \delta_C(c, e) = l(\delta_C(c, e)) \). Hence the corollary. \( \square \)

Definition 11.1.15 The element \( \delta_C(c, d) \in W \) of Corollary 11.1.14(i) is called the Weyl distance between \( c \) and \( d \) in \( C \).

11.2 Properties of buildings

The study of thin chamber systems of Coxeter type is of good use to buildings. Recall the notion of an isomorphism of chamber systems from Definition 3.1.7
and the notion of a chamber subsystem from Definition 3.1.13. Fix a Coxeter type \( M \) over \( S = [n] \), and a Coxeter system \( (W; S) \) of this type. The thin chamber system \( C(M) \) is introduced in Definition 4.2.5. A characterization of buildings in terms of apartments appears in Corollary 11.2.6.

**Definition 11.2.1** An apartment of a chamber system \( C \) of type \( M \) is a chamber subsystem of \( C \) that is isomorphic to \( C(M) \) as a chamber system over \( S \).

Observe that if \( \alpha : C(M) \to C \) is an injective homomorphism of chamber systems, then \( d(\alpha(x), \alpha(y)) = d(x, y) \). In order to find an apartment in \( C \) containing a given chamber \( c \), we have to find a set \( A \) of chambers of \( C \) with the property that the restriction to \( A \) of the homomorphism \( x \mapsto \delta_C(c, x) \) is an isomorphism. In particular, for \( d, e \in A \) we will have equality in Corollary 11.1.14(v).

**Definition 11.2.2** Let \( C \) be a building of type \( M \) and let \( W \) be the Coxeter group of type \( M \). For \( X \subseteq W \), a map \( \alpha : X \to C \) is called a **strong isometry** if \( \delta_C(\alpha(x), \alpha(y)) = x^{-1}y = \delta_C(x, y) \in C(M) \) for all \( x, y \in X \).

The existence of apartments is an easy consequence of the following result.

**Lemma 11.2.3** Let \( X \subseteq W \). If \( \alpha : X \to C \) is a strong isometry, then \( \alpha \) can be extended to a strong isometry \( \alpha : W \to C \).

**Proof.** By Zorn’s Lemma, it suffices to show that if \( X \subseteq W \) and \( \alpha : X \to C \) is a strong isometry, then there is \( w \in W \setminus X \) such that \( \alpha \) can be extended to a strong isometry on \( X \cup \{w\} \). If \( X = \emptyset \), we can take any \( w \in W \), so assume \( X \neq \emptyset \). By connectedness of \( C(M) \), there must be an \( s \)-adjacent pair of chambers for some \( s \in S \), such that only one of the two is in \( X \). Applying an automorphism of \( C(M) \) if necessary, we may assume this pair to be \( \{1, s\} \), so that \( 1 \in X \), and \( s \not\in X \).

If \( l(sx) > l(x) \) for all \( x \in X \), then let \( \alpha(s) \) denote any chamber \( s \)-adjacent to \( \alpha(1) \). Every minimal gallery \( \gamma \) from \( \alpha(1) \) to \( \alpha(x) \) extends to a minimal gallery \( \alpha(s), \gamma \) from \( \alpha(s) \) to \( \alpha(x) \), so \( \delta_C(\alpha(s), \alpha(x)) = sx \) for all \( x \in X \). This shows that \( \alpha \) extends to a strong isometry on \( X \cup \{s\} \).

Assume \( l(sy) < l(y) \) for some \( y \in X \). Let \( \alpha(s) \) be the second chamber of a minimal gallery from \( \alpha(1) \) to \( \alpha(y) \) whose type begins with \( s \) (such a gallery exists in view of Corollary 11.1.14(ii)). Now \( \delta_C(\alpha(s), \alpha(y)) = sy \) by construction of \( \alpha(s) \). We have to show that \( \delta_C(\alpha(s), \alpha(x)) = sx \) for all \( x \in X \). Take \( x \in X \). Since \( \delta_C(\alpha(1), \alpha(x)) = x \) by the hypothesis on \( \alpha \), we obtain from Corollary 11.1.14(iii) that \( \delta_C(\alpha(s), \alpha(x)) \in (s)x. \) Suppose that \( \delta_C(\alpha(s), \alpha(x)) \neq x \). Clearly, \( l(sx) < l(x) \). Moreover, by Corollary 11.1.14(v), \( l(\delta_C(\alpha(x), \alpha(s))\delta_C(\alpha(s), \alpha(y))) \leq l(\delta_C(\alpha(x), \alpha(y))) \), whence
11.2 Properties of buildings

The map $\alpha : W \to C$ of Lemma 11.2.3 can be viewed as an injective chamber system homomorphism $\alpha : C(M) \to C$.

**Example 11.2.4** By Proposition 11.1.9, projective geometries of finite rank $n$ are buildings of type $A_n$. The notion of an apartment in such a geometry appears already in Definition 6.5.3. Indeed, an apartment as defined there coincides with an apartment of a building of type $A_n$ when we take into account the Chamber System Correspondence 3.4.6. Theorem 6.5.5 shows how apartments can be found in geometries of type $A_n$. Theorem 10.4.6 shows the analog for polar geometries of type $B_n$. The next theorem shows that this pattern carries over to the general case.

Recall from Definition 7.9.13 that a set $X$ of chambers of $C$ is called convex if every minimal gallery between chambers in $X$ is entirely contained in $X$.

**Theorem 11.2.5** Each building $C$ satisfies the following properties.

(i) Every pair of chambers of $C$ is contained in an apartment.

(ii) Every apartment of $C$ is convex.

**Proof.** (i) follows from Lemma 11.2.3 by taking $X = \{1, \delta_C(c, d)\}$, $\alpha(1) = c$, and $\alpha(\delta_C(c, d)) = d$ for a pair $(c, d)$ of chambers of $C$.

(ii) is a direct consequence of Corollary 11.1.14(i) as $C(M)$ contains a path from $c$ to $d$ for each minimal expression of $\delta_C(c, d)$.

The following corollary characterizes a building in terms of apartments.

**Corollary 11.2.6** Let $C$ be a chamber system of type $M$. It is a building if and only if there is a collection $\Sigma$ of injective homomorphisms $C(M) \to C$ and a collection of homomorphisms $\rho_c : C \to C(M)$, one for each chamber $c$ of $C$, with the following two properties.

1. For each $c, d \in C$ there is a member $\sigma$ of $\Sigma$ such that $c, d \in \sigma(C(M))$.
2. For $\sigma \in \Sigma$ and $c \in \sigma(C(M))$, the composite map $\rho_c \circ \sigma$ is an automorphism of $C(M)$.

**Proof.** Suppose that $C$ satisfies (1) and (2). The image $\sigma(C(M))$ of each $\sigma \in \Sigma$ is an apartment of $C$ as $\sigma^{-1} = (\rho_c \sigma)^{-1} \circ \rho_c$ (well defined in view of (2)), being the composition of two homomorphisms, is a homomorphism.

Let $\gamma$ and $\gamma'$ be simple galleries in $C$ of minimal types $r$ and $r'$, respectively, with origin $c$ and end point $d$. By (1), there is $\sigma \in \Sigma$ such that $c, d \in \sigma(W)$. If
both \( \gamma \) and \( \gamma' \) lie in \( A \), then \( \sigma^{-1}(\gamma) \) and \( \sigma^{-1}(\gamma') \) are galleries in \( C(M) \) of types \( r \) and \( r' \), respectively, with same origin and end point, and so \( \phi(r) = \phi(r') \).

This shows that Theorem 11.1.13 applies, so \( C \) is a building.

Therefore, it suffices to prove that every simple gallery of minimal type with origin \( c \) and end point \( d \) lies in every apartment of \( C \) containing \( c \) and \( d \) that is an image of \( C(M) \) under a member of \( \Sigma \). Let \( \gamma \) be a simple gallery of minimal type \( r \) from \( c \) to \( d \) and suppose \( \sigma \in \Sigma \) is such that \( A := \sigma_d(C(M)) \) contains both \( c \) and \( d \). If \( \gamma \) has length at most one, then obviously \( \gamma \) lies in \( A \). We proceed by induction on the length \( q \) of \( \gamma \) and assume \( q \geq 2 \). Denote by \( e \) and \( f \) the chambers on \( \gamma \) adjacent to \( c \) and \( d \), respectively, and let \( s, t \in S \) be such that \( c \sim_s e \) and \( f \sim_t d \). Thus, there is \( u \in S^* \) of length \( q - 2 \) with \( r = su \).

If \( \gamma \) does not lie in \( A \), then we (may) assume that \( e \) is not contained in \( A \), otherwise we may shorten \( \gamma \) by replacing \( d \) by its adjacent chamber in \( \gamma \) and invoke the induction hypothesis to conclude that \( \gamma \) is contained in \( A \). Similarly, we may assume \( f \notin A \).

Use (1) to find \( \tau \in \Sigma \) with \( c, f \in \tau(W) \). The part \( \gamma' \) of \( \gamma \) starting at \( c \) and ending at \( f \) has length less than \( q \) and so, by induction, it lies in \( \tau(W) \).

For any two adjacent chambers \( x \) and \( y \) of \( \tau(W) \), we have \( \rho_r(x) \neq \rho_r(y) \). For, otherwise \( \tau^{-1}(x) = \tau^{-1}(y) \) (as \( \rho_r \tau \) is an automorphism of \( C(M) \) by (2)), which would imply the contradiction \( x = y \). This means \( \sigma \rho_r \) embeds \( \gamma' \) isometrically in \( A \). After composing \( \rho_r \) with a suitable automorphism of \( \text{Aut}(C(M)) \), we (may) assume \( \sigma(\rho_r(c)) = e \). This implies \( \sigma \rho_r(d) = d \). Put \( e' = \sigma \rho_r(e) \) and \( f' = \sigma \rho_r(f) \). We have \( e' \sim_s e \sim e \) and, similarly \( f' \sim_s f \). In particular, there are two galleries from \( e \) to \( f' \), one of type \( su \) via \( e' \) and one of type \( ut \) via \( f' \). Now consider \( \sigma' \in \Sigma \) such that \( e, f' \in \sigma'(W) \). As the length of each of the two galleries from \( e \) to \( f' \) is \( q - 1 \), both galleries lie in \( \sigma'(W) \) thanks to the induction hypothesis. This implies \( \phi(su) = \phi(ut) \). In particular, \( \phi(r) = \phi(su) = \phi(ut) \), contradicting that \( r \) is of minimal type. The conclusion is that \( \gamma \) lies in \( A \), as required.

Conversely, suppose that \( C \) is a building. Take \( \Sigma \) to be the set of all strong isometries \( \sigma \in \Sigma \) and, for \( c \in C \), take \( \rho_c \) to be the map \( d \mapsto \delta_c(c, d) \). Clearly, (1) is a consequence of Theorem 11.2.5(i). As for (2), let \( \sigma \in \Sigma \) and \( c \in \sigma(C(M)) \). For \( x \in W \), we have \( \rho_c \sigma(x) = \delta_c(c, \sigma(x)) = \delta_{\sigma(C(M))}(\sigma^{-1}c, x) = (\sigma^{-1}c)^{-1}x \), so \( \rho_c \sigma \) is an automorphism of \( C(M) \) (equal to \( \alpha_{(\sigma^{-1}c)^{-1}} \) as in Notation 4.2.9), which settles (2). This ends the proof of the corollary.

We proceed to derive properties of buildings that are of significance to the related geometry and shadow spaces.

Lemma 11.2.7 Each cell of a building is convex.

Proof. Suppose that \( c \) and \( d \) are chambers of the same \( J \)-cell \( X \) for some subset \( J \) of types of a building \( C \). Repeated application of Corollary
11.1.14(iii) yields $\delta_C(c, d) \in \langle J \rangle$, so each chamber on a minimal gallery from $c$ to $d$ lies in $cJ^*$.

The following useful result needs the set $JW^K$ of $(J, K)$-reduced elements of Definition 4.5.14.

**Theorem 11.2.8** Suppose that $c$, $d$ are chambers of a building $C$ over $S$ and that $J, K \subseteq S$. Let $w$ be the $(J, K)$-reduced element in $W$ of $\langle J \rangle \delta_C(c, d)(K)$. There is a unique $(J \cap wK)$-cell in $cJ^*$ each of whose chambers has Weyl distance $w$ to some chamber of $dK^*$.

**Proof.** By Proposition 4.5.15(iv), there is a minimal expression $w_1ww_2$ of $\delta_C(c, d)$ with $w_1 \in \langle J \rangle$ and $w_2 \in \langle K \rangle$. As $C$ is a chamber system of type $M$, there are $a \in cJ^*$ and $b \in dK^*$ such that $\delta_C(c, a) = w_1$, $\delta_C(a, b) = w$, and $\delta_C(b, d) = w_2$. Suppose $a' \in a(J \cap wK)^*$, say $z := \delta_C(a', a) \in (J \cap wK)$. Then there is $y \in \langle K \rangle$ such that $z = wyw^{-1}$, so $zw$ and $wy$ are two minimal expressions of the same element. Moreover $\delta_C(a', b) = zw$, so there is an element $b' \in bK^*$ with $\delta_C(a', b') = w$ and $\delta_C(b', b) = y$. In particular, $a'$ is at Weyl distance $w$ to a chamber of $dK^*$.

In order to prove uniqueness, suppose that $a'' \in cJ^*$ has distance $w$ to a chamber $b''$ of $dK^*$. Then $\delta_C(a, b'') = z'w = wy'$ for certain $y' \in \langle K \rangle$ and $z' \in \langle J \rangle$ (as there are simple galleries via $a''$ and via $b$, respectively). Now $\delta_C(a'', a) = z' \in \langle J \rangle \cap w\langle K \rangle w^{-1} = \langle J \cap wK \rangle$, so $a'' \in a(J \cap wK)^*$. □

The following consequence uses the set $JW$ of left $J$-reduced elements of the Coxeter group $W$; see Definition 4.2.18.

**Corollary 11.2.9 (Gate Property)** Let $C$ be a building over $S$. For each $J \subseteq S$ and any two chambers $c$, $d$ of $C$, there is a unique chamber $e \in cJ^*$ such that the distance from $e$ to $d$ is minimal among all distances of chambers from $cJ^*$ to $d$. The chamber $e$ lies on a minimal gallery from $c$ to $d$. The Weyl distance $\delta_C(e, d)$ is left $J$-reduced.

**Proof.** Immediate from Theorem 11.2.8 with $K = \emptyset$. □

**Remark 11.2.10** The chamber $e$ closest to $d$ in $cJ^*$ of Remark 11.2.10 is called the projection of $d$ on $cJ^*$.

We have the following converse to Corollary 11.2.9. Suppose that $c$, $d$, and $e$ are chambers of a building $C$ over $S$ with $e \in cJ^*$ and $\delta_C(e, d) \in JW$. Then $e$ is the unique chamber of $cJ^*$ with smallest distance to $d$. For, if $x$ is a chamber in $cJ^*$, then Lemma 11.2.7 gives $\delta_C(x, e) \in \langle J \rangle$, so $l(\delta_C(x, e)\delta_C(e, d)) = l(\delta_C(x, e)) + l(\delta_C(e, d))$. In particular, there is a simple gallery from $x$ to $d$ via $e$ of minimal type, so $\delta_C(x, d) = \delta_C(x, e)\delta_C(e, d)$ and $l(\delta_C(x, d)) = l(\delta_C(x, e)) + l(\delta_C(e, d))$, so $e$ is as claimed.
Theorem 11.2.11 (Intersection Property) Let $C$ be a building over $S$. If $c, d$ are chambers of $C$ and $J, K, L \subseteq S$ are such that $cJ^*L^* \cap dK^*L^* \neq \emptyset$, then there is a chamber $a$ in $cJ^*L^*$ such that $cJ^*L^* \cap dK^*L^* = a(J \cap wK)^*L^*$, where $w$ is the shortest element of $(J)\delta_C(a, d)\langle K \rangle$ (which belongs to $\langle L \rangle$).

Proof. By Proposition 4.5.15 and Corollary 11.1.14(i) we can find $c_1 \in cJ^*$ and $d_1 \in dK^*$ with $\delta_C(c_1, d_1) = w$. As $d \in cJ^*L^*K^*$, we have $\delta_C(c, d) \in \langle J \rangle \langle L \rangle \langle K \rangle$, and so, by Exercise 4.9.16, $w \in JwK \cap \langle J \rangle \langle L \rangle \langle K \rangle \subseteq \langle L \rangle$.

Suppose $x \in cJ^*L^* \cap dK^*L^*$. Let $x_1$ be the projection of $c$ on $xL^*$ and take $y \in xL^* \cap dK^*$. Put $u = \delta_C(c_1, x_1)$, $v = \delta_C(d_1, y)$ and $w_1 = \delta_C(x_1, y)$ (see Figure 11.3). Lemma 11.2.7 shows that $u \in \langle J \rangle$, $v \in \langle K \rangle$ and $w_1 \in \langle L \rangle$. By Corollary 11.2.9, $u^{-1} = \delta_C(x_1, c_1) \in LW$, so $u \in W^L$. Furthermore, $w \in JwK \subseteq W^K$, and so, by Remark 11.2.10, we obtain $wu_1 = \delta_C(c_1, y) = uv$, whence $w_1 \in \langle J \rangle w(K)$. Therefore, there are $u_1 \in \langle J \rangle$ and $v_1 \in \langle K \rangle$ such that $w_1 = u_1w_1$ and $l(w_1) = l(u_1) + l(w) + l(v_1)$ (cf. Proposition 4.5.15). It follows from Corollary 4.5.13(i) that $u_1 \in \langle J \rangle \cap \langle L \rangle$ and $v_1 \in \langle K \rangle \cap \langle L \rangle$. Consequently, by Lemma 4.5.19, $\delta_C(c_1, x_1)u_1 = wu_1 = wvv_1^{-1}w^{-1} \in \langle J \rangle \cap \langle K \rangle = \langle J \rangle \cap \langle wK \rangle$, so $\delta_C(c_1, x_1) \in \langle J \rangle \cap \langle wK \rangle \langle L \rangle$, and $x \in x_1L^* \subseteq c_1(J \cap wK)^*L^*$. This shows that $a := c_1$ satisfies $cJ^*L^* \cap dK^*L^* \subseteq c_1(J \cap wK)^*L^*$. Since the other inclusion is trivial, this establishes the theorem. □

![Figure 11.3. The chambers and cells of the proof of Theorem 11.2.11.](image)

Corollary 11.2.12 Buildings are residually connected.

Proof. Let $c, d, e$ be chambers and $J, K, L$ subsets of $S$ such that $cJ^*$, $dK^*$, $eL^*$ are cells that pairwise meet in a non-empty set. We need to show that
Let \( w \) be the shortest element in \( (J)\delta_{c}(e, d)(K) \). Since \( cJ^* \cap dK^* \neq \emptyset \), we have \( w = 1 \). As \( e \in cJ^* \cap dK^* \), by Theorem 11.2.11, this show the existence of a chamber \( a \in cJ^* \) such that \( cJ^* \cap dK^* = a(J \cap K)^*L^* \). Replacing \( a \) by the projection of \( e \) on \( a(J \cap K)^* \), we have \( a \in eL^* \cap cJ^* \cap dK^* \). Now
\[
eL^* \cap cJ^* \cap dK^* = aL^* \cap aJ^* \cap aK^* = a(L \cap J \cap K)^*
\]
is an \( L \cap J \cap K \)-cell, whence, by Lemma 3.4.9, \( C \) is residually connected.

**Remark 11.3.2** Fix a chamber \( c \) of \( C \) and an apartment \( A \) on \( c \), and suppose that \( G \) acts chamber transitively on \( C \). By Theorem 1.7.5, writing \( B = G_c \), we can identify \( G/B \) with the set of all chambers of \( C \). If \( d \) is a chamber

**11.3 Tits systems**

Fix a Coxeter matrix \( M \). Let \( C \) be a building of type \( M \). Assuming a sufficiently transitive action of a group \( G \) on \( C \), we will provide another variation of Theorem 1.7.5. The translation of the transitive action of a group \( G \) on a building in group data takes place in Proposition 11.3.3, which by Definition 11.3.7 leads to a Tits system in the group \( G \). The converse is stated in in Corollary 11.3.11.

The remainder of the section deals with examples of type \( A_n \), \( B_n \), and \( D_n \). A final proposition shows how, in these cases, the shadow spaces can be fully described in terms of subgroups of \( G \).

**Definition 11.3.1** A group \( G \) acting on a building \( C \) is called **strongly transitive** if it is transitive on the set of all pairs \( (e', A') \) with \( e' \) a chamber of \( C \) and \( A' \) an apartment of \( C \) containing \( e' \).

**Remark 11.3.2** Fix a chamber \( c \) of \( C \) and an apartment \( A \) on \( c \), and suppose that \( G \) acts chamber transitively on \( C \). By Theorem 1.7.5, writing \( B = G_c \), we can identify \( G/B \) with the set of all chambers of \( C \). If \( d \) is a chamber
of \( C \), then, by Theorem 11.2.5, there is an apartment containing \( c \) and \( d \). Therefore, assuming strong transitivity of \( G \) on \( C \), we obtain that \( g(d) \in A \) for some \( g \in B \); furthermore, by the same assumption, there is \( n \in N_G(A) := \{g \in G \mid g(A) = A\} \) with \( n(gd) = c \). If \( d \) represents the coset \( yB \), the latter equality is equivalent to \( ngyB = B \), and hence to \( y \in g^{-1}n^{-1}B \). Consequently, \( G = BN_G(A)B \).

Fix a Coxeter system \((W, S)\) of type \( M \). The transitivity properties of \( G \) imply that

1. \( B \) is transitive on the set of apartments containing \( c \);
2. \( N = N_G(A) \) is transitive on \( A \);
3. for each \( w \in W \), the group \( G \) is transitive on the set of pairs \((x, y)\) of chambers with \( \delta_C(x, y) = w \).

The last property follows as every pair of chambers is contained in an apartment (cf. Theorem 11.2.5) and as in \( A \) there is a unique chamber \( d \) such that \( \delta_C(c, d) = w \).

Writing \( H = C_G(A) := \{g \in G \mid \forall a \in A \; g(a) = a\} \), we have that \( N/H \) is isomorphic to a subgroup of the chamber system \( \text{Aut}(A) \) over \( S \) which is transitive on \( A \). By Proposition 4.2.10, we find \( N/H \cong \text{Aut}(A) \cong W \) and \( B \cap N = H \).

Putting all this together, we see that every chamber corresponds to a coset \( gB \) with \( g \in G \), which can be written in the form \( bwB \) where \( b \in B \) and \( w = nH \) (with \( n \in N \)) is an element of \( W = N/H \). Notice that \( wB \) is well defined as \( H \subseteq B \). The chambers \( r \)-adjacent to \( B \) are of the form \( BrB \) (\( b \in B \) ), so \( N_G(c^r) = B \cup BrB \). In particular, \( r \not\in B \), \( Br^{-1}B = BrB \), and \( BrBrB \subseteq B \cup BrB \). Writing \( G^r = N_G(c^r) \) as in Definition 3.6.3, we obtain that \( C \cong C(G, B, (G^s)_{s \in S}) \). The chamber \( c \) corresponds to \( B \) and the apartment \( A \) to the set \( \{nB \mid n \in N\} = \{wB \mid w \in W\} \).

Suppose that \( d = gB \) is the endpoint of a minimal gallery of type \( r_1 \cdots r_t \) starting at \( c \). Then the minimal gallery may be described as follows for certain \( n_i \in r_i \) (\( i \in [t] \)).

\[
c = B \sim_{r_1} b_1n_1B \sim_{r_2} b_1n_1b_2n_2B \sim_{r_3} \cdots \sim_{r_t} b_1n_1b_2n_2 \cdots b_tn_tB = d.
\]

On the other hand, by what we have seen above, there are \( b \in B \) and \( w \in W \) such that \( g \in bwB \). But then \( r_1 \cdots r_t = \delta_C(c, d) = \delta_C(B, bwB) = w \).

More generally, whenever \( w = r_1 \cdots r_t \) is a minimal expression for \( w \), we have

\[
Br_1Br_2B \cdots r_tB = BwB.
\]

For, letting \( b_i \in B \) and \( n_i \in r_i \) be arbitrary, we can argue as before for \( d = gB \) where \( g = b_1n_1 \cdots b_tn_t \) and obtain \( g \in Br_1 \cdots r_tB \), which proves the non-trivial inclusion.

The above remark leads to the following proposition. Recall from Definition 3.1.1 that a building is thick if all of its panels have at least three chambers.
Proposition 11.3.3 Let $C$ be a thick building over $S$ of type $M$ admitting an action of a group $G$. Let $(c, A)$ be a pair consisting of a chamber $c$ contained in an apartment $A$. If $G$ is strongly transitive on $C$, then the following assertions hold with $B = G_c$, $N = N_G(A)$, $H = C_G(A)$, $W = N/H$.

(i) $B$ and $N$ are subgroups of $G$ generating the full group $G$.
(ii) $H = B \cap N \subseteq N$.
(iii) The set $S$ embeds in $W$ as a generating set of $W$ satisfying the following relations for $w \in W$, $r \in S$.

\[ BrBwB \subseteq BwB \cup BrwB \]

(iv) For each $r \in S$, we have $rBr^{-1} \not\subseteq B$.

As before, for $w \in W$, the subset $wB$ of $G$ is well defined as for $n \in w$, we have $wB = nHB = nB$. Similar observations hold for $Bw^{-1}$ and $wBw^{-1}$.

Proof. (i). This follows from the relation $G = BNB$.

(ii) is obvious from the above.

(iii). If $l(rw) = l(w) + 1$, this follows from the above. Otherwise, as $BrBrB \subseteq B \cup BrB$, there is a minimal expression $w = rr_2 \cdots r_1$ such that

\[ BrBuB \subseteq BrBr_{r_2} \cdots r_1B = (BrBrB)(Br_2 \cdots Br_1B) \subseteq (B \cup BrB)(Br_2 \cdots r_1B) = BrwB \cup BrBr_2 \cdots Br_1B \]

\[ = BrwB \cup BwB. \]

(iv). Observe that $Br = Br^{-1}$ as $r^2 = 1 \in W$. If $rBr^{-1} \subseteq B$, then $Br = rBr^{-1} \subseteq rB$, so $brB = rB$ for each $b \in B$. This means that $cr^*$, where $c = B$, consists of $c$ and $cr$ only; therefore $C$ is thin, contradicting the hypotheses. \qed

Remark 11.3.4 Proposition 6.5.6 shows that the automorphism group of $\text{PG}(V)$, where $V$ is a vector space of dimension $n + 1$, is a strongly transitive group on the corresponding building with $M = A_n$, and Theorem 10.5.6 shows that $\text{U}(V, f)$ and $\text{O}(V, \kappa)$, where $V$ is a vector space of dimension $n$ admitting a pseudo-quadratic form $\kappa$ and a nondegenerate $(\sigma, \varepsilon)$-hermitian form $f$, are examples with $M = B_n$. The last part of Theorem 10.5.6 shows that, if $\kappa$ is a nondegenerate quadratic form of Witt index $n$ on a vector space of dimension $2n$, the group $SO(V, \kappa)$ is strongly transitive on the corresponding building of type $M = D_n$.

The above properties of a group $G$ are now abstracted from the chamber system setting. We drop the assumption that $(W, S)$ be a Coxeter system.
Definition 11.3.5 Let $G$ be a group. A Tits system in $G$ is a quadruple $(B,N,W,S)$ for which Conditions (i)–(iv) of the above proposition hold.

We will work towards Corollary 11.3.11, which is a partial converse to Proposition 11.3.3. We begin by deriving some convenient properties of Tits systems.

Theorem 11.3.6 Each Tits system $(B,N,W,S)$ in a group $G$ satisfies the following properties.

(i) The pair $(W,S)$ is a Coxeter system, and, for each $r \in S$ and $w \in W$, we have $l(rw) > l(w)$ if and only if $BrBwB = BrwB$. 
(ii) If $J, K \subseteq S$, then $B(J)B(K)B = B(J)B(K)B$. In particular, $G(J) := B(J)B$ is a subgroup of $G$. Moreover, $G(J) = G, G(0) = B$. 
(iii) If $w_1, w_2 \in W$ satisfy $w_1 \neq w_2$, then $Bw_1B \neq Bw_2B$. 
(iv) If $J, K, L \subseteq S$, then $G(J) \cap (G(K)G(L)) = (G(J) \cap G(K))(G(J) \cap G(L)) = G((J \cap K) \cup (J \cap L))$. 

Proof. We first show that $S$ consists of involutions in $W$. Let $r \in S$. Applying (iii) with $w = r^{-1}$ yields $BrBr^{-1}B \subseteq Br^{-1}B \cup B$. In view of (iv) and $B \subseteq BrBr^{-1}B$, this implies

$$BrBr^{-1}B = Br^{-1}B \cup B.$$ (11.1)

Inverting the sets at both sides of the equation, we get $BrBr^{-1}B = BrB \cup B$, which, again by use of (iv), together with (11.1) leads to

$$BrB = Br^{-1}B.$$ (11.2)

Applying (iii) with $w = r$ shows $BrBrB \subseteq BrB \cup Br^2B$. On the other hand, (11.1) and (11.2) give

$$BrBrB = BrBr^{-1}B = BrB \cup B.$$ (11.3)

Thus, we must have $B = Br^2B$, i.e., $r^2 \subseteq B$. Since $r^2 \subseteq N$, by definition, we derive $r^2 = H$, so $r^2 = 1 \in W$. Since $r = 1$ would contradict (iv), it follows that $r$ is an involution of $W$. An immediate consequence (inversion of (iii)) is

$$wBr \subseteq BwB \cup BwrB \text{ for all } r \in S \text{ and } w \in W.$$ (11.4)

(ii). Obviously, $B(J)B(K)B \supseteq B(J)B(K)B$. We next show $B(J)B(J)B \subseteq B(J)B(K)B$. Let $g \in B(J)B(J)B(K)B$. Then there are $r_1, \ldots, r_q \in J$ such that $g \in B_{r_1} \cdots r_q B(J)B(K)B$. If $q = 0$, then $g \in B(J)B(K)B$ and there is nothing to prove. If $q = 1$, then $g \in Br_1 B(J)B(K)$, so there are $u \in \langle J \rangle$ and $v \in \langle K \rangle$ such that $g \in Br_1 BuvB$. By Axiom (iii), this gives $g \in BuvB \cup Br_1uvB \subseteq B(J)B(K)B$, and we are done. Otherwise, the case $q = 1$ gives
Br_1 \cdots r_q B(J)(K)B \subseteq Br_1 \cdots r_{q-1} Br_q B(J)(K)B \\
\subseteq Br_1 \cdots r_{q-1} B(J)(K)B,
whence g \in Br_1 \cdots r_{q-1} B(J)(K)B. By induction on q, it follows that g \in B(J)(K)B, so B(J)B(J)(K)B \subseteq B(J)(K)B indeed.

As a consequence, B(J)B(K)B \subseteq B(J)B(J)(K)B \subseteq B(J)(K)B, and the first statement of (ii) is proved.

The subset $G^{(J)}$ of $G$ is clearly non-empty and closed under taking inverses. From what we have just seen, it is also closed under multiplication, so it is a subgroup of $G$. Finally, due to Condition (i) of a Tits system, we have $G^{(0)} = B1B = B$, and $G^{(S)} = BSBR = BNB = \langle B, N \rangle = G$, which establishes (ii).

(iii). Suppose that $w_1$ and $w_2$ are distinct elements of $W$. Without harming generality for the proof of (iii), we may assume $l(w_1) \geq l(w_2)$. If $l(w_2) = 0$, then $Bw_1B = Bw_2B$ would imply $w_1H \subseteq B \cap N = H$, whence $w_1H = H = w_2H$, a contradiction. Thus $Bw_1B \neq Bw_2B$ and we are done. Let $l(w_2) \geq 1$. Then there is an involution $r \in S$ such that $l(rw_2) < l(w_2)$. By induction on $l(w_2)$ we have $Brw_2B \neq Bw_1B, Brw_2B$. So $Brw_2B \cap Brw_1B = \emptyset$. Now $Bw_1B = Bw_2B$ would imply $Brw_2B \cap Brw_1B = \emptyset$, which contradicts that $Brw_2B$ is contained in this intersection. We conclude $Bw_1B \neq Bw_2B$, which proves (iii).

(i). For $r \in S$, set $C_r = \{ w \in W \mid BrBwB = BrwB \}$. We first prove two claims on these $C_r$.

\[ C_r \cap r C_r = \emptyset. \] \hspace{1cm} (11.5)

Suppose $w \in C_r$. Then $BrBwB = BrBrwB = BwB \cup BrwB$, so $rw \notin C_r$, and $w \notin r C_r$, settling (11.5).

If $w \in C_r$ and $s \in S$ with $ws \notin C_r$, then $rw = ws$. \hspace{1cm} (11.6)

For,

\[ BuB \subseteq BwsBsB \]
\[ \subseteq BrBwsBsB \hspace{1cm} \text{(as} \ w \notin C_r) \]
\[ \subseteq BrwBrwBsB \hspace{1cm} \text{(as} \ w \in C_r) \]
\[ = BrwB \cup BrwBsB \hspace{1cm} \text{(by (11.3))} \]
\[ = BrwB \cup BrwsB \hspace{1cm} \text{(by (11.4))} \]
so $w \in \{ rw, rw_2 \}$ by (iii). But $w = rw$ conflicts $r \neq 1$, so $w = rw_2$. This yields $rw = ws$ as wanted.

Now we verify the Exchange Condition 4.5.8 and at the same time establish that $w \in C_r$ is equivalent to $l(rw) > l(w)$. This suffices for the proof of (i). Thus, let $w \in W$. Suppose $w \notin C_r$. Let $r_1 \cdots r_q$ be a minimal expression of $w$.
as a product of elements from $S$. Write $w_j = r_1 \cdots r_j$ for $j = 0, 1, \ldots, q$. Since $w_0 = 1 \in C_r$ and $w_q = w \notin C_r$, there is an element $j \in \{0, 1, \ldots, q - 1\}$ such that $w_j \in C_r$ and $w_j r_{j+1} = w_{j+1} \notin C_r$. Applying (11.6), we obtain $r w_j = w_j r_{j+1} = w_{j+1}$. This means $rr_1 \cdots r_j = r_1 \cdots r_{j+1}$, and implies $l(rw) < l(w)$.

Next, suppose $w \in C_r$. Then by (11.5), $rw \notin C_r$, so by what we have just seen $l(w) = l(rrw) < l(rw)$. Consequently, $w \in C_r$ if and only if $l(rw) < l(w)$, and the Exchange Condition 4.5.8 holds. This ends the proof of (i).

(iv). We have

\[
G^{(J)} \cap (G^{(K)} G^{(L)}) = (B(J)B) \cap (B(K)B(L)B) \\
= (B(J)B) \cap (B(K)(L)B) \quad \text{(by (ii))} \\
= B((J \cap (K))(L))B \quad \text{(by (iii))} \\
= B((J \cap (K))(L))B \\
= G^{(J)} \cap G^{(K)} \\
= G^{(J \cap K)},
\]

But also

\[
G^{(J)} \cap G^{(K)} = B(J)B \cap B(K)B \\
= B((J \cap (K))B \quad \text{(by (iii))} \\
= B((J \cap (K))B) \quad \text{(by Corollary 4.5.13(ii))} \\
= G^{(J \cap K)}
\]

and similarly $G^{(J)} \cap G^{(L)} = G^{(J \cap L)}$. This ends the proof of (iv) and hence the theorem. \hfill \Box

The notation $G^{(J)}$ coincides with the one of Notation 3.6.8. This is justified since by Theorem 11.3.6(ii) $G^{(J)} = \langle G^{(J)} \mid j \in J \rangle$. The notation is also in accordance with Theorem 3.6.9, where a chamber system is constructed from such data. We come back to this construction in Definition 11.3.7 below.

**Definition 11.3.7** Let $(B, N, W, S)$ be a Tits system in a group $G$. Then, according Theorem 11.3.6(i), $(W, S)$ is a Coxeter system, so there exists a Coxeter matrix $M = (m_{rs})_{r,s \in S}$ such that $(W, S)$ is of type $M$. We will also refer to $M$ as the **type** of the Tits system and to $|S|$ as the **rank** of the Tits system. The **chamber system associated with the Tits system** $(B, N, W, S)$ in $G$, denoted by $C(B, N, W, S)$, is the chamber system over $S$ whose chambers are the cosets $gB$ for $g \in G$ and in which, for each $r \in S$, the chambers $gB$ and $hB$ are $r$-adjacent if and only if $Bh^{-1}gB \subseteq B(r)B$. 
Observe that this is indeed a chamber system because if \( gB, hB \) and \( hB, kB \) are \( r \)-adjacent pairs, then, by Theorem 11.3.6(ii),
\[
Bk^{-1}gB \subseteq Bk^{-1}hBh^{-1}gB \subseteq B \langle r \rangle B \langle r \rangle B = B \langle r \rangle B,
\]
so \( gB \) and \( kB \) are also \( r \)-adjacent, proving that \( r \)-adjacency is an equivalence relation.

**Remark 11.3.8** For a Tits system \((B, N, W, S)\) in a group \( G \), the chamber system \( \mathcal{C}(B, N, W, S) \) coincides with the chamber system \( \mathcal{C}(G, B, (G^{(s)})_{s \in S}) \) determined by \( G \) on \( B \) with respect to \((G^{(s)})_{s \in S}\) of Definition 3.6.3. For, if \( g, h \in G \) and \( r \in S \), then \( gB \) and \( hB \) are \( r \)-adjacent in \( \mathcal{C}(G, B, (G^{(s)})_{s \in S}) \) if and only if \( gG^{(r)} = hG^{(r)} \), which holds if and only if \( gB \cup gBrB = hB \cup hBrB \); the latter is easily seen to be equivalent to \( Bh^{-1}gB \subseteq B \langle r \rangle B \), which is the definition of \( r \)-adjacency in \( \mathcal{C}(B, N, W, S) \).

**Example 11.3.9** Let \( G \) be a group with a Tits system \((B, N, W, S)\) of rank one. Write \( S = \{ r \} \). By Theorem 11.3.6(ii), \( G = G^{\langle r \rangle} = B \langle r \rangle B = B \cup BrB \), so \( G \) acts 2-transitively on \( G/B \) by left multiplication (cf. Exercise 2.8.12(a)). The subgroup \( B \) of \( G \) is the stabilizer of the point \( B \) in this permutation representation and \( r \) comes from an element \( n \) of \( G \) such that the \( \langle n \rangle \)-orbit of \( B \) in \( G/B \) has length two.

Conversely, suppose \( G \) acts 2-transitively on a set \( X \) (of size at least three). Take two distinct points \( x, y \in X \) and set \( B = G_x \). Choose an element \( n \in G \) moving the pair \((x, y)\) to \((y, x)\). This element satisfies \( G = B \cup BnB \) and \( n^2 \in B \). Define \( N \) as the subgroup of \( G \) generated by \( n \) and set \( H = B \cap N \). The group \( G \), being generated by \( B \) and \( n \), is also generated by \( B \) and \( N \), so \( (i) \) of Proposition 11.3.3 is satisfied. As \( H \) has index two in \( N \), is a normal subgroup of \( N \). Because \( B \neq G \), the quotient \( N/H \) is nontrivial, whence a cyclic group of order two, that is, isomorphic to \( W(A_1) \). We have verified \( (ii) \) of Proposition 11.3.3. Condition \( (iii) \) of Proposition 11.3.3 needs to be checked only for \( r = n \) and \( w \in \{1, n\} \). It is trivial for \( w = 1 \) and follows from \( G = BnB \cup Bn^2B \) in case \( w = n \). Now, as \( X \) has size at least three, there is an element \( b \in B \) mapping \( y \) to an element \( z \neq y \). In particular \( nbn^{-1}x = nby = nz \neq ny = x \), showing that \( nbn^{-1} \in nBn^{-1} \setminus B \). Hence \( (iv) \) of Proposition 11.3.3.

The conclusion is that a Tits system of rank one is equivalent to a doubly transitive permutation group on a set of size at least three.

**Corollary 11.3.10** Let \( \mathcal{C} = \mathcal{C}(B, N, W, S) \) be the chamber system associated with the Tits system \((B, N, W, S)\) in a group \( G \). For each \( J \subseteq S \), the following assertions hold.

(i) The quadruple \((B, \langle J \rangle H, \langle J \rangle, J)\) is a Tits system in \( G^{\langle J \rangle} = B \langle J \rangle B \).
(ii) All \( J \)-cells of \( \mathcal{C} \) are mutually isomorphic as chamber systems over \( J \).
(iii) The \( J \)-cell of \( \mathcal{C} \) containing \( B \) coincides with \( \mathcal{C}(B, \langle J \rangle H, \langle J \rangle, J) \).
Proof. Easy.

Corollary 11.3.11 Let $C$ be the chamber system associated with the Tits system $(B, N, W, S)$ in a group $G$.

(i) The chamber system $C$ is a thick building of type $M$.

(ii) The group $G$ acts on $C$ by left multiplication; for each $w \in W$, it is transitive on the set of pairs of chambers $(c, d)$ with $\delta_C(c, d) = w$.

(iii) If $M$ is of spherical Coxeter type, then $G$ is strongly transitive on $C$.

Proof. (i). Let $r \in S$. The chambers $rB$ and $B$ are distinct (as $r \not\in B$) and $r$-adjacent. If the two of them would constitute an $r$-cell, then $B \cup BrB = B \cup rB$, so $rB \subseteq Br$, which contradicts (iv) of the definition of Tits systems (recall $r^{-1} = r$). Hence $C$ is a thick chamber system.

As each element of $G$ lies in $Br_1Br_2B \cdots Br_qB = G^{(r_1)} \cdots G^{(r_q)}$ for some minimal type $r_1 \cdots r_q \in S^*$, the group $G$ is generated by the $G^{(r)}$ ($r \in S$), and so $C$ is connected in view of Lemma 3.6.7.

We next prove that $C$ is of type $M$. In view of Corollary 11.3.10 it suffices to show that, in case $S = \{r, s\}$ is of size two, the chamber system $C$ is a generalized $m$-gon, where $m = m_{rs}$. We will use Exercise 3.7.4 for this purpose. Let $S = \{r, s\}$ be of size two. As we have seen above, $C$ is thick and connected. Also, as $G = BWB$, every chamber is of the form $bwB$ with $b \in B$ and $w = srs \cdots$ or $rsr \cdots$ of length at most $m$, and so it is at distance at most $m$ from $B$. Besides, distance $m$ occurs if $m < \infty$ and all finite distances occur if $m = \infty$. Since $G$ is transitive on the set of chambers of $C$, this shows that the graph of $C$ has diameter $m$. Now Conditions (a) and (b) of Exercise 3.7.4 are verified.

Suppose that there is a closed simple gallery of length $n < 2m$ and of type $rsrs \cdots \in S^*$. We can choose chambers $gB$ and $hB$ on this gallery such that there are two simple galleries from $gB$ to $hB$, one of type $u = rsr \cdots \in S^*$ and of length at most $m$, the other of type $v = srs \cdots$, and of length less than $m$. Since $u$ and $v$ are minimal expressions, we obtain from $h^{-1}g \in (BrBsBrB \cdots B) \cap (BsBrBsB \cdots B)$ that $h^{-1}g \in (B\zeta(u)B) \cap (B\zeta(v)B)$. Now the lengths of $u$ and $v$ imply that $\zeta(u) \neq \zeta(v)$, contradicting Theorem 11.3.6(iii). This establishes Condition (c) of Exercise 3.7.4.

If $m = \infty$, this suffices, so assume next that $m < \infty$. The proof of the final condition is similar: if there is a simple gallery from $gB$ to $hB$ of type $rsr \cdots$ (length $m$), then $g^{-1}h \in BrBsBrB \cdots B = Brsr \cdots B$ (since the type is minimal). But $rsr \cdots = srs \cdots$ (both sides of length $m$), so $g^{-1}h \in Bsrs \cdots B = BsBrBsB \cdots B$, proving that there is a simple gallery of type $srs \cdots$ (length $m$) from $gB$ to $hB$. This establishes Condition (d). All conditions of Exercise 3.7.4 are satisfied, so we conclude that $C$ is the chamber system of a generalized $m$-gon.

We have derived that $C$ is a chamber system of type $M$. In order to finish the proof that $C$ (no longer assumed to be of rank two) is a building, we
suppose that
\[ B, bn_1B, b_1n_1b_2n_2B, \ldots, b_1n_1b_2n_2 \cdots b_t n_t B = B, \]
with \( n_i \in r_i \) \((i \in [t])\) is a closed simple gallery of minimal type \( r_1 \cdots r_t \), and show that it is trivial. By Theorem 11.3.6(ii), \( B = Bn_1b_2n_2 \cdots b_t n_t B = Br_1r_2 \cdots r_t B \), so that, by Theorem 11.3.6(iii), \( r_1r_2 \cdots r_t = 1 \), proving that the only closed simple gallery starting at \( B \) of minimal type is the trivial gallery. As \( G \) is transitive on \( C \), this establishes (i).

(ii). Clearly, \( G \) is transitive on the set of chambers of \( C \). Let \( c \) be the chamber \( B \). Then for the stabilizer \( G_c \) of the chamber \( B \), we have \( G_c = \{ g \in G \mid gB = B \} = B \). If \( d \) is a chamber with \( \delta_c(c, d) = w \), then \( d \in BwB/B \), so there exists \( b \in B \) such that \( d = bwB \), implying \( b(c, wB) = (c, d) \).

(iii). The standard apartment \( A = WB/B \) contains the chamber \( c = B \). Suppose that \( A' \) is another apartment containing the chamber \( c \). We want to show that there exists \( b \in B \) such that \( A' = bA \). Let \( w_0 \) be the longest element of \( W \) (cf. Theorem 4.6.6). By (ii), there is \( b \in B = G_c \) such that \( bw_0B \) is the chamber of \( A' \) at distance \( w_0 \) from \( c \). But then, as \( A' \) is convex (cf. Theorem 11.2.5), we must have \( A' = bWB/B = bA \) as \( G \) acts transitively on the set of chambers of \( C \), it follows that \( G \) is strongly transitive on \( C \).

In the general case, there may be more apartments on \( c \) than present in the \( B \)-orbit of \( A \). See Exercise 11.8.12 for an example.

**Definition 11.3.12** A Tits system is called split if there is a normal subgroup \( U \) of \( B \) such that \( B \) is the semidirect product of \( U \) and \( H \).

**Example 11.3.13** The group \( \text{GL}(\mathbb{F}^{n+1}) \) has Tits system \((B, N, W, S)\), where \( B \) is the subgroup of upper triangular matrices, \( N \) is the group of monomial matrices (that is, with a single nonzero entry in each row and in each column), and \((W, S)\) is the Coxeter system of type \( A_n \). By strong transitivity of \( \text{GL}(\mathbb{F}^{n+1}) \) on the building \( C(\text{PG}(\mathbb{F}^{n+1})) \) (cf. Remark 11.3.4) and inspection of Proposition 11.3.3, it will be clear that the building \( C \) associated with the Tits system is isomorphic to \( C(\text{PG}(\mathbb{F}^{n+1})) \). Conversely, by Corollary 11.3.11, the existence of the Tits system in \( \text{GL}(\mathbb{F}^{n+1}) \) implies that the group acts strongly transitively on \( C \).

The group \( B \) is the semidirect product of the group \( U \) of all matrices in \( B \) with ones on the main diagonal and the subgroup \( H \) of diagonal matrices in \( B \), so the Tits system is split. In fact, all of the chamber systems of the geometries of Propositions 11.1.9 and 11.1.10 of rank at least three have split Tits systems.

**Proposition 11.3.14** Each thick \([n]\)-geometry of type \( A_n \) for \( n \geq 3 \), each thick polar geometry of rank \( n \geq 3 \) whose singular planes are Desarguesian, and each thick \([n]\)-geometry of type \( D_n \) for \( n \geq 4 \) has a Tits system.
Proof. By Propositions 11.1.9 and 11.1.10, these geometries are buildings. In view of the classification results mentioned in Remark 11.2.13, these buildings are as in Remark 11.3.4, where it was observed that their automorphism groups are strongly transitive. Therefore, a Tits system as required exists by Proposition 11.3.3.

Particular examples of buildings, and in fact all thick spherical buildings of rank at least three, are obtained from Tits systems. We explain how to view shadows in terms of subgroups of the Tits system. Recall the notation $G^L = B(L)B$ for $L \subseteq R$, from Theorem 11.3.6. These are the standard parabolic subgroups of $G$.

11.4 Shadow spaces

In Definition 2.5.1 shadow spaces of a geometry were introduced in order to arrive at the more classical viewpoints of the geometry. In this section, we study the shadow spaces of buildings and derive some remarkable properties.

Fix a Coxeter type $M$ and a Coxeter system $(W, S)$ of type $M$. Let $C$ be a building of type $M$ and put $\Gamma = \Gamma(C)$. As $C$ is residually connected (cf. Corollary 11.2.12), so is the geometry $\Gamma$ (cf. Proposition 3.4.5). We assume $n = |S| < \infty$ and often identify $S$ with $[n]$. For the duration of the section, we let $T$ and $J$ be subsets of $S$ with $T \subseteq J$, and write $L = S \setminus J$.

Recall from Definition 2.5.1 that the $J$-shadow of a flag $F$ of $\Gamma$ is the set $Sh_J(F)$ of all flags of type $J$ which are incident with $F$. In terms of the chamber system $\mathcal{C}$, if $c$ is a chamber of $\mathcal{C}$ on $F$, then $F$ is represented by the $K$-cell $cK^*$, where $K$ is the cotype of $F$. Each chamber of the $J$-shadow of $F$ is an element of $cK^*L^*$. In particular, $Sh_J(F) = \{dL^* \mid d \in cK^*L^*\}$.

We will study the shadow space $Z = ShSp(\Gamma, J, T)$ of $\Gamma$ on $J$. Its points are the sets $cL^*$ for $c$ a chamber of $\mathcal{C}$ and its lines are the sets of points in $cr^*L^*$ for $c$ a chamber of $\mathcal{C}$ and $r \in T$. So a line in $Z$ corresponds to $cr^*L^*$, the union of $L$-cells of the shadow on $J$ of the flag of $\Gamma$ of type $S \setminus \{r\}$ whose $r$-cell in $\mathcal{C}$ is $cr^*$.

The Cartesian product $Z \times Z$ is partitioned into relations $Z_w (w \in \Delta W^L)$ defined by

$$Z_w = \{(xL^*, yL^*) \mid x, y \text{ chambers of } \mathcal{C} \text{ with } \delta_C(x, y) \in \langle L \rangle w(\langle L \rangle)\}.$$

This idea will at the heart of the analysis of $Z$ in this section and the next two. We will be mainly concerned with those relations $Z_w$ that represent pairs of points at mutual distance at most two.

Definition 11.4.1 A shadow space of type $(M, J)$ is the shadow space $ShSp(\Gamma(C), J)$ of a building $\mathcal{C}$ of type $M$. If $M = Y_n$ and $J = \{j\}$, we also write $Y_{n,j}$ instead of $(Y_n, \{j\})$. 

Since apartments tell us a lot about buildings, it is no surprise that shadow spaces of apartments will be a great help in analyzing shadow spaces of buildings. Therefore, we frequently look into the thin examples, that is, Coxeter groups. The following result is such an instance. Here, we write \( r^+ = \{ s \in S \mid m_{r,s} \leq 2 \} \) and \( J^2 = \bigcap_{r \in J} r^+ \) as in Notation 4.5.17.

**Proposition 11.4.2** Let \( L, K_1, K_2 \) be subsets of \( S \). If \( w \in W \) satisfies

\[
\langle K_1 \rangle \langle L \rangle = w\langle K_2 \rangle \langle L \rangle,
\]

then the union \( C \) of all components of \( K_1 \) containing an element of \( K_1 \setminus L \) coincides with the same union for \( K_2 \), and \( w \in \langle K_1 \rangle \langle L \cap C^\perp \rangle \langle K_2 \rangle \).

**Proof.** Without loss of generality, we can take \( w \in K_1 W K_2 \) (see Definition 4.5.14), so \( w \in \langle L \rangle \). If \( K_2 \subseteq L \), then \( \langle K_1 \rangle \langle L \rangle = \langle L \rangle \), whence \( K_1 \subseteq L \) and \( C = \emptyset \), from which the assertion follows immediately. Let \( r \in K_2 \setminus L \) and suppose \( t \) lies in the connected component of \( K_2 \) containing \( r \). Choose a shortest path \( r = r_1, \ldots, r_m = t \) in \( K_2 \). All \( r_i \) are distinct, and \( r_i \) and \( r_{i+1} \) do not commute. Let \( S_w \) be as in Theorem 4.5.10, that is, the set of all members of \( S \) occurring in a minimal expression of \( w \).

We claim \( r_i \in K_1 \cap S_w^\perp \). We prove this by induction on \( m \). For \( m = 1 \), we have \( t = r \in K_2 \setminus L \) and \( w r \in \langle K_1 \rangle \langle L \rangle \). This forces \( r \in K_1 \), and \( w \in \langle K_1 \rangle \langle L \rangle \), which means that there are \( u \in \langle L \rangle \) and \( s \in \langle K_1 \rangle \) such that \( w = su \). By the induction hypothesis, we have \( l(\omega) > l(\omega) \), so by the Exchange Condition 4.5.8 applied to \( r \) upon right multiplication with \( u \), we have \( w = ku = k'u \) with \( k' \in \langle K_1 \rangle \) obtained by removal of one member of \( S \) from a minimal expression of \( k \). If \( w \in K_1 W K_2 \), we must have \( k' = 1 \) and so \( w = k'u = u \). This gives \( S_w = S_u \). As \( r \not\in L \), we have \( \{ r \} \cup S_w = S_w \cup S_w = S_w \), which implies \( k = r \) and \( r w r = u = w \).

By the induction hypothesis, \( r_i \in K_1 \cap S_w^\perp \) for \( i < m \). Consider \( z := w r_{m+1} \cdots r_1 \in w\langle K_2 \rangle \subseteq \langle K_1 \rangle \langle L \rangle \). As \( w \in K_1 W K_2 \), the above expression of \( z \) is minimal. It contains precisely one factor \( r, \) and so \( z \) does not belong to \( \langle L \rangle \). Hence, there is \( s \in K_1 \) such that \( l(sz) < l(z) \). By the Exchange Condition 4.5.8, and minimality of \( w \), there is \( j \in [m] \) such that \( sz = w r_m \cdots r_{j+1} r_j \cdots r_1 \), whence \( sw r_m \cdots r_{j+1} = w r_m \cdots r_{j+1} r_j \). Now \( w^{-1} s w = r_m \cdots r_{j+1} r_j \cdots r_m \in \langle S_w \cup \{ s \} \rangle \cap \{ r_m \} K_2 S_w \). We conclude \( s \in K_1 \cap w K_2 \). For, if \( s \in K_2 \), then \( w^{-1} s w \in (\langle S_w \cup \{ s \} \rangle \cap \{ r_m \} K_2 S_w) \subseteq \langle s, r_m \rangle \langle K_2 \rangle \), so \( s \in \langle K_1 \rangle \cap w K_2 = \langle K_1 \cap w K_2 \rangle \), which forces the conclusion, and otherwise \( w^{-1} s w \in (\langle S_w \cup \{ s \} \rangle \cap \{ r_m \} K_2 S_w) \subseteq \langle s, r_m \rangle \langle K_2 \rangle \), so \( s = r_m = t \) and \( s w = w t \), giving \( s \in K_1 \cap w K_2 \), again. Now Lemma 4.5.19(ii) implies \( s \in S_w \cup S_w^\perp \). If \( s \in S_w \), then \( s \in r_m^{-1} \), contradicting that \( r_m \) and \( r_{m-1} \) are adjacent in \( K_2 \). Therefore, \( r_m = s \in S_w \), whence the claim.

The claim gives that the connected component \( C_2 \) of \( K_2 \) containing \( r \) is contained in \( K_1 \) and \( S_w \subseteq C_2 \), so \( w \in C_2^\perp \). By symmetry, we also have that \( C \) is contained in \( K_2 \) and \( w \in C^\perp \). It follows that \( C = C_2 \), whence the proposition. □
Corollary 11.4.3 Suppose that \((W, S)\) is a Coxeter system of irreducible type, and that \(J, \ K\) are subsets of \(S\). If \(W = \langle J \rangle \langle K \rangle\) is a factorization of \(W\), then \(J = S\) or \(K = S\).

Proof. Suppose that both \(J\) and \(K\) are proper subsets of \(S\). Then there are \(k \in S \setminus J\) and \(j \in S \setminus K\). By Corollary 4.5.13(i), \(\{j\} = S_j \subseteq J \cup K\), so \(j \in J\) and, similarly, \(k \in K\). As \(kj \in \langle J \rangle \langle K \rangle\), Proposition 4.5.15(i) forces \(jk = kj\), so \(m_{j,k} = 2\).

Let \(A\) be the set of nodes of the shortest path in \(M\) connecting \(j\) and \(k\). The diagram on \(A\) is linear, with end nodes \(j\) and \(k\), so the component \(C\) of \(A \setminus \{k\}\) containing \(j\) is \(A \setminus \{k\}\). By Proposition 4.5.15(ii), \(\langle A \rangle = \langle A \setminus J \rangle \langle A \setminus K \rangle\), whence \(\langle A \setminus j \rangle = \langle A \setminus \{k\}\rangle \langle A \setminus \{j\}\rangle\), so Proposition 11.4.5 applies with \(C = A \setminus \{k\}\), showing that \(k\) lies in \((A \setminus \{k\})^\perp\), a contradiction with the choice of \(A\).

Corollary 11.4.4 Suppose that \(M\) is irreducible, and let \(L, \ K_1, \ K_2\) be subsets of \(S\). Write \(J = S \setminus L\) and assume that \(K_1\) and \(K_2\) do not have connected components disjoint from \(J\).

(i) If \(w \in \langle L \rangle\) satisfies \(w(K_1) = \langle K_2 \rangle\), then \(K_1 = K_2\) and \(w \in \langle K_1 \rangle \langle L \cap K_1^\perp\rangle\).

(ii) \(N_{\langle L \rangle}(\langle K_1 \rangle) = \langle L \cap K_1 \rangle \langle L \cap K_1^\perp\rangle\).

Proof. (i). For \(w \) as stated, we have \(w(K_1) \langle L \rangle = \langle K_2 \rangle w \langle L \rangle = \langle K_2 \rangle \langle L \rangle\), so Proposition 11.4.5 applies. This gives \(K_1 = K_2\) and \(w \in \langle K_1 \rangle \langle L \cap K_1^\perp\rangle\).

(ii). Apply (i) to \(w \in N_{\langle L \rangle}(\langle K_1 \rangle)\) with \(K_1 = K_2\). This shows \(N_{\langle L \rangle}(\langle K_1 \rangle) \subseteq \langle K_1 \rangle \langle L \cap K_1^\perp\rangle\). By intersecting both sides with \(\langle L \rangle\) and using Proposition 4.5.15(ii), we find that the normalizer is contained in \(\langle L \cap K_1 \rangle \langle L \cap K_1^\perp\rangle\). Since this is clearly contained in \(N_{\langle L \rangle}(\langle K_1 \rangle)\), we are done.

We first address the question whether the flag with respect to which the shadow was taken, can be reconstructed from the shadow alone. In general, when the \(J\)-reduction of a set of types \(B \subset S\) is not equal to \(B\), this is not the case, as we have seen in Lemma 2.5.5. For a chamber \(c\) and subsets \(K\) and \(L\) of \(S\), the shadow \(cK^\ast L^\ast\) only depends on the union \(K_0\) of the connected components of \(K\) containing elements of \(J = S \setminus L\). For, \(K \setminus K_0\) lies in \(L\) and commutes with \(K_0\), so \(cK^\ast L^\ast = cK_0^\ast (K \setminus K_0)^\ast L^\ast = cK_0^\ast L^\ast\). Therefore, in studying shadows on \(J\) of flags of cotype \(K\), we may assume that each connected component of \(K\) meets \(J\) nontrivially.

Lemma 11.4.5 Let \(c, \ d\) be chambers of \(\mathcal{C}\) and let \(K_1, \ K_2, \ L\) be subsets of \(S\) such that, for \(i = 1, 2\), each connected component of \(K_i\) meets \(J = S \setminus L\). The two shadows \(cK_1^\ast L^\ast\) and \(dK_2^\ast L^\ast\) on the shadow space of \(I(\mathcal{C})\) on \(J\) coincide if and only if \(K_1 = K_2\) and the Weyl distance \(\delta_C(c,d)\) lies in \(\langle K_1 \rangle \langle L \cap K_1^\perp\rangle\).
Proof. Suppose that $cK_1^*L^* = dK_2^*L^*$. Since $c$ and $d$ are connected by a simple gallery in $K_1^*L^*K_2^*$, after replacing $c$ and $d$ by suitable chambers in their $K_i$-cells, we may assume $w = \delta_{\mathcal{C}(M)}(c, d) \in K_1WK_2 \cap \langle L \rangle$. By the Intersection Property 11.2.11, there is a chamber $a$ in $cK_1^*$ such that $\langle w \rangle = cK_1^*L^* \cap dK_2^*L^* = a(K_1 \cap wK_2)^*L^*$. As $cK_1^* = aK_1^*$, it follows that $aK_1^*L^* = a(K_1 \cap wK_2)^*L^*$. Considering the types of galleries from $a$ to chambers in both sides of the equation and using Corollary 11.1.14, we find $\langle K_1 \rangle = \langle K_1 \cap wK_2 \rangle$. By Proposition 4.5.15(ii), intersecting with $\langle D \rangle$, where $D$ is a connected component of $K_1$, we find $\langle D \rangle = \langle D \cap wK_2 \rangle$. Corollary 11.4.3 implies that one of the two factors is equal to $\langle D \rangle$. But $D \cap \langle D \rangle \neq \emptyset$ by assumption, so we cannot have $L \cap D = D$. Therefore, $D \cap wK_2 = D$, whence $D \subseteq wK_2$. Since this holds for all components $D$ of $K_1$, we conclude $K_1 \subseteq wK_2$. By symmetry, also $K_2 \subseteq w^{-1}K_1$, whence $K_1 = wK_2$. As $w \in \langle L \rangle$, we obtain $\langle K_1 \rangle = \langle wK_2 \rangle \langle L \rangle = w(K_2 \langle L \rangle) = w(K_2 \langle L \rangle)$. Recalling $w \in K_1WK_2$, we derive from Corollary 11.4.4(i) that $K_1 = K_2$ and $w \in \langle L \cap K_1^* \rangle$.

Lemma 11.4.6 Shadow spaces of buildings are partial linear spaces.

Proof. Consider the shadow space $Z = \text{ShSp}(I, J, T)$. Suppose that $a$, $b$, and $c$ are chambers of $\mathcal{C}$ such that the point $cL^*$ of $Z$ is on each of the lines $ar_1^*L^*$ and $br_2^*L^*$ for some $r_1, r_2 \in T$. Then, according to Theorem 11.2.11, there is a chamber $e \in ar_1^*$ such that, for $w$ the shortest element of $\langle r_1 \rangle \delta_{\mathcal{C}}(a, b) \langle r_2 \rangle$, we have $ar_1^*L^* \cap br_2^*L^* = e(\langle r_1 \rangle \cap w\langle r_2 \rangle)^*L^*$. If $w\langle r_2 \rangle = \{r_1\}$, then $ar_1^*L^* \cap br_2^*L^* = er_1^*L^* = br_2^*L^*$, so the two lines coincide, and, by Lemma 11.4.5, $r_1 = r_2$. If $w\langle r_2 \rangle \neq \{r_1\}$, then $ar_1^*L^* \cap br_2^*L^* = cL^*$, and so $cL^* = cL^*$, that is, the two lines of $Z$ corresponding to $ar_1^*L^*$ and $br_2^*L^*$, respectively, meet in a single point.

Notation 11.4.7 For $m \in \mathbb{N}$, a line space $Z$, and a point $x$ of $Z$, write $Z_m(x)$ for the set of points of $Z$ at distance exactly $m$ from $x$, and $Z_{\leq m}(x)$ for the set of points at distance at most $m$ from $x$ in the collinearity graph of $Z$.

Now consider $Z = \text{ShSp}(I, J, T)$. We have the following recursive description of $Z_m(cL^*)$ for the $L$-cell $cL^*$ containing a chamber $c$ of $\mathcal{C}$.

$Z_0(cL^*) = \{cL^*\}$ and $Z_m(cL^*) = \{dL^* \mid d \in cL^*(TL^*)^m \setminus Z_{\leq m-1}(cL^*)\}$.

Example 11.4.8 Let $Z$ be a shadow space of type $B_{n,1}$ for some $n \in \mathbb{N}$, $n \geq 2$. By Lemma 11.4.6, it is a partial linear space. We will verify the polar space axiom, Definition 7.4.1, for $Z$. Let $c$ and $d$ be chambers of the underlying building of $Z$ of type $B_n$. Write $S = \{s_1, \ldots, s_n\}$, with $s_i$ corresponding to the $i$-th node of $B_n$ in Table 4.2. Now $cL^*$ and $ds_1L^*$ represent an arbitrary point and line, respectively, of $Z$. The long element $w_S$ of $W(B_n)$ (cf. Corollary
4.6.7), as represented in Table 4.5, contains \( s_1 \) (written there as 1) only twice, so \( Z = Z_{\leq 2}(L^*) \). In fact, it is easily shown by induction on \( n \) that, apart from the identity, and \( s_1 \), the \((L, L)\)-reduced element, \( v \) say, in \((L)w_{S}(L)\), is the only other member of \( L \). Corollary 4.6.10(iv) gives \( w_{S}w_{S} = S \). As conjugation by \( w_{S} \) induces an automorphism of \( B_{n} \), which is necessarily the identity, this implies \( w_{S}s_{i}w_{S} = s_{i} \) for all \( i \in [n] \). We conclude that \( w_{S} \), and hence also \( v \), normalizes \( L \), so \( W(\mathcal{B}_{n}) = \langle L \rangle \cup \langle L \rangle s_{1} \langle L \rangle \cup v(L) \). As \( v \) has a minimal expression with only two occurrences of \( s_{1} \), it can be written as \( s_{1}us_{1} \) for some \( u \in \langle L \rangle \). It follows that \( cL^{*} \subseteq dS^{*} = dL^{*} \cup dL^{*}s_{1}L^{*} \cup ds_{1}L^{*}s_{1}L^{*} \).

In terms of the space \( Z \), this means that the point \( cL^{*} \) is either equal to \( dL^{*} \), collinear with the point \( dL^{*} \), or collinear with a point \( d_{1}L^{*} \) for \( d_{1} \) a chamber on the \( s_{1} \)-panel of \( d \), which is therefore on the line \( ds_{1}^{*}L^{*} \). This gives the polar space axiom.

We will prove the convex closure of shadows in shadow spaces of buildings, beginning with apartments. The notion of a minimal expression for an element of a Coxeter group was introduced in Definition 4.2.12.

**Lemma 11.4.9** Write \( Y = \text{ShSp}(\Gamma(C(M)), J, T) \) and let \( K \subseteq L \cup T \) and \( w \in Y_{m}(\langle L \rangle) \cap \langle K \rangle \cap W^{L} \). Suppose that \( w_{0}, w_{1}, \ldots, w_{m-1} \in \langle L \rangle \) and \( r_{1}, \ldots, r_{m} \in T \) are such that \( w_{0}r_{1}w_{1}r_{2} \cdots r_{m-1}w_{m-1}r_{m} \) is a minimal expression for \( w \). For \( j < m \), we have

\[
 w_{0}r_{1}w_{1}r_{2} \cdots r_{j-1}w_{j-1}r_{j}w_{j} \in Y_{j}(\langle L \rangle) \cap \langle K \rangle.
\]

**Proof.** If \( m = 0 \), there is nothing to show. We proceed by induction on pairs \((m, j)\), lexicographically ordered. Assume \( m \geq 1 \).

First, suppose \( j = 0 \). Put \( K_{0} := K \setminus T \). As \( Y_{0}(\langle L \rangle) \cap \langle K \rangle = \langle L \rangle \cap \langle K \rangle = \langle L \cap K \rangle = \langle K_{0} \rangle \), we need to show \( w_{0} \in \langle K_{0} \rangle \). To this end, we may assume, without loss of generality, \( w \in K \cdot W \). If \( s \in L \) satisfies \( l(sw) < l(w) \), then \( s \in S_{w} \subseteq K \), so \( s \in K \cap L = K_{0} \). Hence, \( w \in K \cdot W \cap W^{L} = L \cdot W \) (cf. Definition 4.5.14). It follows that \( w_{0} = 1 \in \langle K_{0} \rangle \), as required.

Suppose, therefore, \( j \in [m-1] \). By the case \( j = 0 \), we have \( w_{0} \in \langle K \setminus T \rangle \).

The element \( r_{1}w_{0}^{-1}w \) has minimal expression \( w_{1}r_{2} \cdots r_{m-1}w_{m-1}r_{m}w_{m} \), so it belongs to \( Y_{m-1}(\langle L \rangle) \cap \langle K \rangle \cap W^{L} \), and the induction hypothesis on \( m \) gives

\[
 w_{0}r_{1}w_{1}r_{2} \cdots r_{j-1}w_{j-1}r_{j}w_{j} \in w_{0}r_{1}(Y_{j-1}(\langle L \rangle) \cap \langle K \rangle) \subseteq Y_{j}(\langle L \rangle) \cap \langle K \rangle.
\]

This proves the lemma. \( \Box \)

By the Exchange Condition 4.5.8, minimal expressions for \( w \) as assumed in the hypothesis of Lemma 11.4.9 exist. Here is the convex closure result for an arbitrary building \( C \).
Proposition 11.4.10 Suppose that $X = dK^*L^*$ is the shadow on $J$ in $Z = \text{ShSp}(\Gamma, J, T)$ of the flag corresponding to $dK^*$ for some chamber $d$ of $C$ and subset $K$ of $S$. Then $X$ is a convex subspace of $Z$. As a space, $X$ is isomorphic to $\text{ShSp}(\Gamma(dK^*), J \cap K, T \cap K)$, the shadow space of type $(J \cap K, T \cap K)$ of the building $dK^*$.

Proof. We first prove that $X$ is a subspace of $Z$. Suppose that $l$ is a line of $Z$ with $|l \cap X| \geq 1$. Then there is a chamber $c$ such that the point $cl^*$ lies in $X$ and on the line $l = cr^*L^*$, where $r \in T$. By Theorem 11.2.11, we have $l \cap X = cr^*L^* \cap dK^*L^* = e(\{r\} \cap w^*K)^*L^*$ for some $e \in cr^*$ and some $w \in \langle r \rangle W^K$ such that $\delta_2(e, d) = xwy$ for certain $x \in \langle r \rangle$ and $y \in (K)$. If $r \in w^*K$ then $l = cr^*L^* \subseteq e(\{r\} \cap w^*K)^*L^* = l \cap X$ and we are done. Otherwise, $\{r\} \cap w^*K = \emptyset$, so $cl^* \subseteq cL^*$, whence $cl^* = cL^*$, proving that $l \cap X$ is the single point $cl^*$. We conclude that $|l \cap X| \geq 2$ implies $l \subseteq X$, so $X$ is a subspace of $S$.

In order to prove that $X$ is convex, we assume that $a = a_0, a_1, \ldots, a_m$ are chambers of $C$ and $r_1, \ldots, r_m$ are members of $T$ such that

$$aL^* \sim_{r_1} a_1L^* \sim_{r_2} \cdots \sim_{r_{m-1}} a_{m-1}L^* \sim_{r_m} a_mL^*$$

is a geodesic in $Z$ whose extremities $aL^*$ and $a_mL^*$ belong to $X$. We need to show that each point $a_iL^*$ also belongs to $X$.

As $aL^*$ and $a_mL^*$ belong to $X$, we can choose $a, a_m \in dK^*$ in such a way that $\delta_C(a, a_m) \in (K) \cap W^L$. On the other hand, $\delta_C(a, a_m) \in Y_m(\langle L \rangle)$, where $Y = \text{ShSp}(\Gamma(C(M)), J, T)$ is the shadow space of the thin geometry of the Coxeter group $W$. Let $w_0r_1w_1r_2 \cdots r_{m-1}w_{m-1}r_mw_m$ be a minimal expression for $\delta_C(a, a_m)$ with $w_i \in \langle L \rangle$ for each $i$. Put $K_0 = K \setminus T$. By Lemma 11.4.9 applied with $K \cap S_w$ instead of $K$ (so $K \cap S_w \subseteq L \cup T$), for each $j \in \{0, \ldots, m-1\}$,

$$w_0r_1w_1r_2 \cdots r_{j-1}w_{j-1}r_jw_j \in Y_j(\langle L \rangle) \cap (K \cap S_w).$$

In particular, $a_1 \in aw_0r_1L^* \subseteq aK_0^*r_1L^*$, so the point $a_1L^*$ belongs to the shadow $X = dK^*L^*$. By induction on $m$, it follows that all $a_iL^*$ do. This establishes that $X$ is convex.

It remains to show that $X$ is isomorphic to a shadow space of the building $dK^*$ of type $M|K$. Set $U = \text{ShSp}(\Gamma(dK^*), J \cap K, T \cap K)$ and consider the map $\varepsilon : U \to Z$ given by $x(K \cap L)^* \mapsto xL^*$ for $x \in dK^*$. As $K \cap L \subseteq L$, this map is well defined. For $H \subseteq K$, the set of chambers $xH^*(K \cap L)^*$ maps onto $xH^*L^*$, which is the shadow in $Z$ of a flag of cotype $H$.

We show that $\varepsilon$ is injective. Suppose that $a$ and $b$ are chambers in $dK^*$ with $\varepsilon(a(K \cap L)^*) = \varepsilon(b(K \cap L)^*)$. Then $aL^* = bL^*$. On the other hand, $a, b \in dK^*$ implies $\delta_C(a, b) \in (K)$, so $\delta_C(a, b) \in \langle L \rangle \cap (K) = (K \cap L)$ (by Corollary 4.5.13), whence $a(K \cap L)^* = b(K \cap L)^*$.

Now we show that $\varepsilon$ maps shadows into shadows. A shadow in $U$ is of the form $xG^*(K \cap L)^*$ for some subset $G$ of $K$, and so clearly maps onto $xG^*L^*$, a shadow of a flag of cotype $G$ in $Z$. 


Conversely, assume that, for some \( G \subseteq K \), we have a shadow of a flag of \( \Gamma \) of cotype \( G \) entirely contained in \( dK^*L^* \). Without loss of generality, we (may) assume that each connected component of \( G \) contains an element of \( J \). This shadow is of the form \( xG^*L^* \) for some chamber \( x \) of \( C \). Fix \( x \) and let \( w \) be the shortest element of \( \langle G \rangle \delta_C(x,d)(K) \). As \( \delta_C(x,d) \in \langle G \rangle \langle L \rangle \langle K \rangle \), we have \( w \in \langle L \rangle \). By the Intersection Property 11.2.11, there is a chamber \( e \in dK^* \) such that \( xG^*L^* = dK^*L^* \cap xG^*L^* = e(K \cap wG^*)L^* \). Lemma 11.4.5 gives \( G \subseteq K \cap \omega G \), so \( G \subseteq K \). Comparing sizes, we also find \( G = \omega G \), which implies \( w \in N_{L/J}(\langle G \rangle) \). In view of Corollary 11.4.4(ii), the shadow \( xG^*L^* \) is the image of \( eG^*(K \cap L)^* \) in \( X \).

If \( T \) is a proper subset of \( J \), then \( Z \) is not connected and, by Proposition 11.4.10, the connected component of \( cL^* \) for a chamber \( c \) is isomorphic to \( \text{ShSp}(\Gamma(cL \cup T^*),T,T) \). So, when studying connected line spaces, we can restrict ourselves to shadow spaces of the form \( Z = \text{ShSp}(\Gamma(C),J) \). Here are some subspaces of shadow spaces. In line with Definition 1.6.1, we let \( d_Z \) denote distance in the collinearity graph of \( Z \).

**Lemma 11.4.11** The following sets of points of \( Z = \text{ShSp}(\Gamma,J) \) are subspaces of \( Z \).

(i) \( Z_{\leq w}(cL^*) := \{ dL^* \mid d \in C, \delta_C(c,d) \leq w \} \), where \( \leq \) stands for the Bruhat order; \( c \) is a chamber of \( C \), and \( w \in L^*W^L \).

(ii) \( Z_{\leq r}(cL^*) \cap Z_{<v^{-1}}(dL^*) \), where \( c, d \) are chambers and \( r \in J \) is such that \( rv \) is a minimal expression of the shortest element of \( \langle L \rangle \delta_C(c,d) \langle L \rangle \).

(iii) For each shadow \( X \) and each point \( p \) of \( Z \),

\[
\pi_p(X) := \{ q \in X \mid d_Z(p,q) = \min_{zL^* \in X} d_Z(p,zL^*) \}.
\]

**Proof.** (i). Take a line \( dr^*L^* \) with two points in \( Z_{\leq w}(cL^*) \). Consider \( v = \delta_C(c,d) \). Each chamber \( e \) in \( dr^* \) satisfies \( \delta_C(c,e) \in v(r) \), and by the Gate Property 11.2.9 there is a unique chamber \( a \in dr^* \) with \( \delta_C(c,a) \) the shortest element of \( \{ v, vr \} \). Since \( dr^*L^* \cap Z_{\leq w}(cL^*) \) contains two points, at least one of them is of the form \( bL^* \) with \( \delta_C(c,b) \) the longest element of \( \{ v, vr \} \). Therefore, both \( v \leq w \) and \( vr \leq w \), so each point of \( dr^*L^* \) belongs to \( Z_{\leq w}(cL^*) \).

(ii). By (i), as the subset is the intersection of the two subspaces \( Z_{\leq r}(cL^*) \) and \( Z_{<v^{-1}}(dL^*) \).

(iii). We have \( p = xL^* \) for some chamber \( x \) of \( C \). Suppose that \( y_1 \) and \( y_2 \) are chambers such that \( y_1L^* \) and \( y_2L^* \) are distinct collinear points of \( \pi_p(X) \). Without loss of generality, we may take the line on these two points to be \( y_1r^*L^* \) for some \( r \in J \) with \( y_2 \in y_1r^* \). Consequently, \( \delta_C(x,y_2) \in \delta_C(x,y_1)(r) \). Without loss of generality, we assume \( l(\delta_C(x,y_1)) > l(\delta_C(x,y_2)) \). By the Gate Property 11.2.9, there is a unique chamber \( z \in y_1r^*L^* \) with \( l(\delta_C(x,z)) = \min\{l(\delta_C(x,y)) \mid y \in y_1r^*L^* \} \). In
particular, \( l(\delta_C(x, z)) \leq l(\delta_C(x, y_2)) \). Write \( m \) for \( dz(p, y_1L^*) \), so \( zL^* \) belongs to \( Z_m(p) \). By the length assumption, \( y_1L^* \) is distinct from \( zL^* \) and also belongs to \( Z_m(p) \). This implies that both \( \delta_C(x, y_1) \) and \( \delta_C(x, y_1)r \) belong to \( Y_m((L)) \), where \( Y = \text{ShSp}(\Gamma(C(M)), J) \) is the shadow space of the thin geometry of the Coxeter group \( W \). But then, for each chamber \( v \in y_1r^* \), we have \( \delta_C(x, v) \in \{ \delta_C(x, y_1), \delta_C(x, y_1)r \} \subseteq Y_m((L)) \), whence \( dz(p, vL^*) = m \). This shows that each element \( vL^* \) of the line \( y_1r^*L^* \) belongs to \( \pi_p(X) \). □

Our next goal is to analyze the set of common neighbors of two points at mutual distance two.

As a consequence of Proposition 11.4.10, the common neighbor set of two points \( cL^* \) and \( dL^* \) is part of the shadow space \( cS_wL^* \), where \( w \) is the minimal element of \( \langle L \rangle \). By the length assumption, \( \delta_C(x, y_1) \) and \( \delta_C(x, y_1)r \) belong to \( Y_m((L)) \), where \( Y = \text{ShSp}(\Gamma(C(M)), J) \) is the shadow space of the thin geometry of the Coxeter group properties.

**Lemma 11.4.12** Let \( cL^* \) and \( dL^* \) be two points at distance two in the shadow space \( Z = \text{ShSp}(\Gamma, J) \). Assume further that \( w = \delta_C(c, d) \in L^* \).

Then \( w = r_1y_2 \), with \( r_1, r_2 \in J \) and \( y \in \langle L \rangle \). If \( x \) is a chamber with \( xL^* \) collinear with both \( cL^* \) and \( dL^* \) in \( Z \), then either \( x \in c(L \cap wL^*)r_1L^* \) or \( r_1 \neq r_2 \). Let \( w = r_1r_2 = r_2r_1 \), and \( x \in cr_2L^* \).

**Proof.** Let \( x \) be a chamber such that \( xL^* \) is collinear in \( Z \) with both \( cL^* \) and \( dL^* \). Without loss of generality, we (can) choose \( x \in cL^*J \).

Let \( c \) be the chamber in \( cL^* \) nearest to \( x \) (cf. the Gate Property 11.2.9), so \( w_0 := \delta_C(c, c_1) \in \langle L \rangle \) and \( \delta_C(c, c_1, x) = r_3 \) for some \( r_3 \in J \). There are \( w_1, w_2 \in \langle L \rangle \) and \( r^4 \in J \) such that \( w_1k_3w_2 \) is a minimal expression for \( \delta_C(d, x) \). As \( w = L^L \) and \( w_2 = dL^J \), the expressions \( w_0^{-1}w_1w_2 \) and \( r_3w_2^{-1}r_4 \), where \( d_1 \) is a chamber in \( dL^* \cap xL^*r_4 \), are minimal for \( \delta_C(c, d_1) \). Hence

\[
w_0^{-1}r_1yr_2w_1 = w_0^{-1}w_1w_2 = r_3w_2^{-1}r_4.
\]

As \( S_w = S_y \cup \{ r_1, r_2 \} \subseteq L \cup \{ r_3, r_4 \} \), we have either \( r_1 = r_3 \) and \( r_2 = r_4 \), or \( r_1 = r_4 \) and \( r_2 = r_3 \).

Suppose that \( r_1 \neq r_2 \) and we are in the latter case, that is, \( w_0^{-1}r_1yr_2w_1 = r_2w_2^{-1}r_1 \). Then \( r_1yr_2w_1 \), which is \( (L, L) \)-reduced, can also be written as a minimal expression of the form \( r_3vr_1 \) with \( v \in \langle L \rangle \). Now \( y = r_2 = r_2r_1r_2 \in \langle L \cup \{ r_2 \} \rangle \cap \langle L \rangle \subseteq \langle r_1^{-1} \rangle \), whence \( y \neq 1 \) and \( w = r_1r_2 \). Also, \( v = r_2w_1r_2 = r_2r_1r_2 \in \langle r_1, r_2 \rangle \cap \langle L \rangle = (0) \) implies \( v = 1 \) and \( r_1r_2 = r_2r_1 \). It follows from Lemma 4.5.19(iii) that \( w_0 = r_1r_2w_1w_2r_2 = r_2(r_1w_1r_2w_2) \), which lies in \( \langle r_1 \rangle \cap r_2^{-1}(L \cup \{ r_1 \}) \), belongs to \( \langle r_2 \rangle \), so commutes with \( r_2 \). This gives \( \delta_C(x, c) = w_0r_3 \), where \( r_3 = r_2w_0 \in \langle L \rangle \), so \( x \in cr_2L^* \), as required.

It remains to consider the case where \( r_1 = r_3 \) and \( r_2 = r_4 \). Rewrite (11.7) to \( r_2y^{-1}r_1w_0 = w_1r_2w_2r_1 \). As \( r_2y^{-1}r_1 \in L^* \) and \( w_0 \in \langle L \rangle \), the left hand
side is minimal. Also \( w_1r_2w_2 \) is minimal. If right multiplication of it by \( r_1 \) would reduce the expression, it would lead to an element in \((L)r_2(L)\), a contradiction with \( cL^* \) and \( dL^* \) having mutual distance two. This implies that the right hand side, \( w_1r_2w_2r_1 \), is also minimal. Hence
\[
l(y) + l(w_0) = l(w_1) + l(w_2).
\]
Rewrite (11.7) once more, but now as \( r_1yr_2w_1 = w_0r_1w_2^{-1}r_2 \). Again left hand side is minimal. As \( w_0 \in W^{r_2} \), the expression \( w_0r_1w_2^{-1} \) is minimal and, as before, we infer that \( w_0r_1w_2^{-1}r_2 \), the right hand side, is also minimal. Consequently,
\[
l(y) + l(w_1) = l(w_0) + l(w_2).
\]
Comparing these two length equations, we see \( l(w_0) = l(w_1) \) and \( l(y) = l(w_2) \). As \( r_1yr_2 \) and \( r_1w_2^{-1}r_2 \) are both the unique shortest element of \((L)r_1yr_2(L) = (L)r_1w_2^{-1}r_2(L)\) (see Proposition 4.5.15) this means \( y = w_2^{-1} \). Now the equation reads \( w_0 = (r_1yr_2)w_1(r_1yr_2)^{-1} = w_1w_2^{-1} \), so \( w_0 \in (L) \cap w(L) = (L \cap w)L \). Therefore, \( x \in cw_0r_3 \subseteq c(L \cap w)Lr_1L^*, \) as required. \( \square \)

Lemma 11.4.12 shows the need to study \( L \cap w \), where, we recall, \( L = S \setminus J \). For \( r_1 \in J \) and \( i \geq 2 \), we will use the notation of Lemma 4.5.19 and write \( L_i = \{ s \in L \mid m_{r_1,s} = i \} \).

**Proposition 11.4.13** Suppose that \( c, d \in W \) are such that \( c(L) \) and \( d(L) \) are points at mutual distance two in \( Y := \text{ShSp} (\Gamma(C(M)), J) \). The \((L, L)\)-reduced element \( w \) of \((L)\delta_c(M)(c, d)(L)\) is of the form \( w = r_1yr_2 \) with \( r_1, r_2 \in J \) and \( y \in (L \cap r_1^{-1}, L \cap r_2^{-1})\)-reduced element of \( (L) \). Put \( E = L \cap wL \) and \( F = (L \cap r_1^{-1}) \cap (L \cap r_2^{-1}) \). The connected component \( K \) of \( E \cup \{ r_1 \} \) containing \( r_1 \) in \( M \) is the diagram \( A_m \) \((m \geq 1) \), \( B_m \) \((m \geq 2) \) or \( D_m \) \((m \geq 3) \) with \( r_1 \) appearing as the end node labelled 1 in the labelling of Table 4.6.

Moreover, \( E \cap r_1^{-1} = F \) and one of the following five assertions holds.

(i) \( y \not\in L_4 \cup L_3(L_2)L_3 \) or \( r_1 \not\in r_2 \). Furthermore, \( E = F \) and \( K \cong A_1 \).

(ii) \( y \in L_4 \). Furthermore, \( E = \{ y \} \cup (L_2 \cap F \cap y^+) \), and \( K \cong B_2 \).

(iii) \( y = st = ts \) with \( s, t \in L_3, s \neq t \). Furthermore, \( E = \{ s, t \} \cup (L_2 \cap \{ s, t \}^+) \), and \( K \cong D_3 \).

(iv) \( y = stv \) with \( s, t \in L_3, s \neq t \), and \( v \in \langle F \rangle \), where \( st \neq ts \) or \( v \neq 1 \). Furthermore, \( E = \{ s \} \cup (L_2 \cap s^+) \), and \( K \cong A_2 \).

(v) \( y = stv \) with \( s, t \in L_3, s \neq t \), and \( v \in \langle F \rangle \setminus \{ 1 \} \). Furthermore, \( E = \{ s \} \cup F \), and \( K \cong A_m \) \((m \geq 2) \), \( B_m \) \((m \geq 3) \), or \( D_m \) \((m \geq 4) \).

Table 11.1 illustrates the possibilities encountered in the above proposition. Here, \( K_{m,n} \) is as defined in Example 1.5.5 and \( K_{m \times n} \) is a complete multipartite graph with \( m \) parts of size \( n \). This means that \( K_{m \times n} \) is a multipartite graph all of whose \( m \) parts have size \( n \) and all of whose unordered pairs of nodes from distinct parts are edges.
Exchange Condition 4.5.8 implies that consequently, if

\[
E = E \cap L_2 = \emptyset
\]

we find \( E \) is a singleton. This establishes (i).

We claim that, if \( E \subseteq L_2 \), then \( r_1 = r_2 \) and \( y \in L_4 \cup L_3 \langle L_2 \rangle L_3 \). To establish this claim, assume \( s \in E \setminus L_2 \). As above, \( sr_1y_2 = r_1y_2t \) for some \( t \in L \). Rewrite this to

\[
y_2t = r_1sr_1y_2.
\]

Now \( sr_1y_2 \) is a minimal expression, but \( r_1sr_1y_2 \) is not. Since \( s \notin L_2 \), the Exchange Condition 4.5.8 implies that \( r := r_1 = r_2 \) and that either

\begin{itemize}
  \item[(a)] there is an element \( y \in \langle L \rangle \), obtained from a minimal expression of \( y \) by deleting a member of \( S \), such that \( yrt = s^y \); or
  \item[(b)] \( yrt = sry \).
\end{itemize}

In Case (a), \( sryr = sr^y \) gives \( y^{-1} = rrsym \in \langle \{ r, s \} \rangle \cap \langle L \rangle = \langle s \rangle \), whence \( y = s^y \) and \( m_{r,s} = 3 \). Now \( yrt = sryr \) implies \( y = rytrt \), so by Lemma 4.5.19(iv) \( y \in \langle L \rangle L_3 \). Since \( y \in L_4 \cup L_3 \) and \( l(y) = l(y) - 1 \), we have \( y \in W_1 \) and so \( y \in L_3 \). It follows that \( y = s^y \in L_3 \langle L_3 \rangle L_3 \).

In Case (b), we have \( sy = ryr \in \langle L \rangle \cap r(L)r = \langle L \rangle \) (by Lemma 4.5.19(iii)), so \( y \in L_2 \cap L_3 \langle L \rangle = \langle s \rangle \), that is, \( y = s \). The equation in (a) gives \( t = s \), and (11.8) gives \( rsym = srs \), so \( m_{r,s} = 4 \) and \( y \in L_4 \). This settles the claim.

(i). Assume \( y \notin L_4 \cup L_3 \langle L_2 \rangle L_3 \) or \( r_1 \neq r_2 \). By the claim, \( E \subseteq L_2 \). Consequently, \( E = E \cap L_2 = \emptyset \), and so \( \langle E \rangle r_1 \langle L \rangle = (E)r_1 \langle L \rangle = r_1 \langle L \rangle \). This implies that the common neighbor set of \( \langle L \rangle \) and \( W_1 \) consists of a single point in \( U \). Therefore, \( K = \{ r_1 \} \). This establishes (i).

For the other cases, we (can) assume \( y \in L_4 \cup L_3 \langle L_2 \rangle L_3 \) and \( r := r_1 = r_2 \).

(ii). Assume \( y \in L_4 \). Then \( y = y \in L \cap W_1 = E \). By the above analysis for Case (b), we find \( E = \{ y \} \cup F \), whence \( K = \{ y, r \} \), of type \( B_2 \).
For the remainder of this proof, we (may) assume \( y = svt \) with \( s,t \in L_3 \) and \( v \in \langle L_2 \rangle \). Observe that \( s \in E \) as \( s = rsvm^{-1}sr = rsvtruvr^{-1} = wtw^{-1} \in E \).

(iii). If \( |E \setminus L_2| > 1 \), then, as in Case (a) above, this expression is not the unique one in \( L_3(L_2)L_3 \), and, as \( S_y \subseteq \{s,t\} \cup L_2 \), we must also have \( y = t us \) for some \( u \in \langle L_2 \rangle \). This forces \( vt = stus \in \langle L_2 \cup \{t\} \rangle \cap \langle L_2 \cup \{t\} \rangle \), so by Lemma 4.5.19(iii), \( v,t \in \langle r^2 \rangle \). In particular, \( y = svtu = est \). But also \( y = L_2W^{-2} \), so \( y = st = ts \) and \( m_{st} = 2 \). Lemma 4.5.19(ii) gives \( E = \{s,t\} \cup (L_2 \cap stL_2) \subseteq \{s,t\} \cup \{r,s,t\} \), so \( K = \{r,s,t\} \) is of type \( A_3 \cong D_3 \) and the node \( r \) is labelled 1 in the \( D_3 \) labelling. This gives (iii).

From now on, we (may) assume \( E \setminus L_2 = \{s\} \), that is, \( E = \{s\} \cup F \).

(iv). Assume \( t \neq s \). If \( x \in L_2 \cap yL_2 \), then there is \( z \in L_2 \) with \( x = svtzv^{-1} s \). Now \( sxsu = vztz \in \langle L_2 \cup \{s\} \rangle \cap \langle L_2 \cup \{t\} \rangle = \langle L_2 \rangle \), so \( szs = x \), proving \( L_2 \cap yL_2 \subseteq s^4 \). In particular, \( E = \{s\} \cup (E \cap s^4) \), and \( K = \{r,s\} \) is of type \( A_2 \). This proves (iv).

We are left with the case where \( t = s \).

(v). This assertion follows by induction on the length of \( y \). Here \( s,v \), \( L_2 \cap yL_2 \), \( L_2 \) replace the roles of \( r, y, E, L \), respectively, in the induction step. □

**Definition 11.4.14** A Coxeter diagram is said to be of **Weyl type** if it is one of \( A_n \) \((n \geq 1)\), \( B_n \) \((n \geq 2)\), \( D_n \) \((n \geq 4)\), \( E_n \) \((n = 6, 7, 8)\), \( F_4 \), \( G_2 \).

**Remark 11.4.15** Comparison with Theorem 4.7.3 shows that \( I_2^{(m)} \) for \( m \notin \{2, 3, 4, 6\} \), \( H_3 \), and \( H_4 \) are the only spherical irreducible Coxeter types that are not Weyl types. The Weyl types distinguish themselves from other spherical irreducible Coxeter types in the following aspects.

(i). The real vector space underlying the reflection representation of a Coxeter group of Weyl type has a lattice (over \( \mathbb{Z} \)) that is invariant under the Coxeter group action.

(ii). If \( M \) is a spherical irreducible Coxeter diagram of rank at least three such that there is a thick building over \( M \), then \( M \) is a Weyl type.

As in Proposition 11.4.13, we will write \( L_i = \{s \in L \mid m_{r_1,s} = i\} \).

**Theorem 11.4.16** Let \( M \) be a Weyl type. Suppose that \( c \) and \( d \) are chambers of \( C \) such that \( cL^* \) and \( dL^* \) are points of \( ShSp(\Gamma, J) \) at mutual distance two. Suppose, furthermore, that \( c \) and \( d \) have been chosen in such a way that \( w := \delta_c(c,d) \in LW \). There are \( r_1, r_2 \in J \) and \( y \in \langle L \rangle \cap L_{r_1}^{-1}W LW_{r_2}^{-2} \) with \( w = r_1yr_2 \). Moreover, the set \( N \) of common neighbors of \( cL^* \) and \( dL^* \) satisfies exactly one of the following properties.

(1) If \( r_1 = r_2 \), then \( N \) is a singleton if and only if \( y \notin L_4 \cup L_3\langle L_2 \rangle L_3 \). If \( r_1 \neq r_2 \), then \( N \) is a singleton if and only if \( y \neq 1 \) or \( r_1r_2 \neq r_2r_1 \).
(2) \( N \) is a coclique of size at least two if and only if either \( r_1 = r_2 \) and \( y \in L_4 \), or \( r_1 \neq r_2 \), \( y = 1 \), and \( r_1 r_2 = r_2 r_1 \). In this case, the convex closure of \( cL^* \) and \( dL^* \) is a generalized quadrangle.

(3) For each \( k \geq 2 \), the set \( N \) is a polar space of rank \( k \) if and only if \( r_1 = r_2 \) and \( (L \cap wL) \cup \{r_1\}, \{r_1\} \) is isomorphic to \( (D_k, \{1\}) \) or \( (B_k, \{1\}) \). In this case, the convex closure of \( \{cL^*, dL^*\} \) is a nondegenerate polar space of rank \( k + 1 \).

Exactly one of the three cases occurs.

Proof. The points \( cL^* \) and \( dL^* \) belong to the shadow space \( cS^*_wL^* \). By Proposition 11.4.10, this shadow is a convex subspace, so \( N \) is also contained in it. By use of Proposition 11.4.13, we can recognize the type \( S^*_w \) and hence the type of the shadow space \( cS^*_wL^* \). Clearly, in the shadow on \( J \) of an apartment containing \( c \) and \( d \) (cf. Theorem 11.2.5(i)), the points \( c(L) \) and \( d(L) \) also have distance two, so we can apply that proposition.

(1) Suppose that either \( y \notin L_4 \cup L_3(L \cap r_1^+)L_3 \), or \( y = 1 \) and \( r_1 \neq r_2 \), or \( r_1 r_2 \neq r_2 r_1 \). Then, in view of Lemma 11.4.12 and Proposition 11.4.13, \( L \cap wL \subseteq L \cap r_1^+ \), and \( N \subseteq c(L \cap r_1^+)r_1^1L^* = cr_1^1L^* \). In particular, \( xL^* \in N \) implies \( x \in cr_1^1L^* \). Choose \( x \in cr_1^1 \) such that \( xL^* \in N \). Then, by the Gate Property 11.2.9, \( x \) is the unique chamber of \( cr_1^1 \) contained in \( dL^*r_2^2L^* \). In particular, \( xL^* \) is the unique common neighbor of \( cL^* \) and \( dL^* \).

Conversely, if \( N = xL^* \) is a singleton, then so is the common neighbor set of the points \( cL^* \) and \( dL^* \) in the shadow space of an apartment containing these two (which exists by Theorem 11.2.5). If \( r_1 = r_2 \), then, by Proposition 11.4.13, \( y \notin L_4 \cup L_3(L \cap r_1^+)L_3 \), as required. The case where \( r_1 \neq r_2 \) follows directly from the proof of Lemma 11.4.12.

(2) Suppose \( N \) is a coclique of size at least two. By (1), we either have \( r_1 = r_2 \) and \( y \in L_4 \cup L_3(L \cap r_1^+)L_3 \), or \( r_1 \neq r_2 \), \( y = 1 \), and \( r_2 \in L_2 \). In the latter case, as we have seen in the first paragraph of the proof, \( cL^* \) and \( dL^* \) belong to \( c\{r_1, r_2\}L^* \), which by Proposition 11.4.10 is a generalized quadrangle. Suppose, therefore, \( r_1 = r_2 \). If \( y \in L_4 \), then \( cL^* \) and \( dL^* \) belong to \( c\{r_1, y\}L^* \), which is also a generalized quadrangle. It remains to consider \( y = svt \), with \( s, t \in L_3 \) and \( v \in (L \cap r_1^+) \). Then, in the shadow of an apartment containing \( c \) and \( d \), we can find a pair of distinct collinear points (viz., \( csr_1(L) \) and \( cr_1(L) \)), contradicting that \( N \) is a coclique.

The converse is clear from Proposition 11.4.10.

(3) Suppose that \( N \) contains a line. In view of (1) and (2), we have \( r_1 = r_2 = r \) and \( y = svt \), with \( s, t \in L_3 \) and \( v \in (L \cap wL) \). In view of Example 11.4.8, we only need to rule out Cases (iv) and (v) of Proposition 11.4.13 with \( K \cong A_m \) for some \( m \geq 2 \). In Case (iv), the diagram \( M \) has a circuit \( r_1, t, \ldots, s, r_1 \), so cannot be of Weyl type. Suppose, therefore, that we are in Case (v), that is, \( s = t \) and \( v \in (L \cap wL \cap r_1^+) \), and \( K \cong A_m \) for some \( m \in \{2, \ldots, n\} \).
As \( w \in \{ \{ r \} \cup E \} = \{ \{ r, s \} \cup F \} \), we have \( S_w \subseteq \{ r, s \} \cup F \), so \( N \subseteq cS_wL^* = c(\{ r \} \cup F)^*L^* \). The complement \( H \) of the connected component \( K \) of \( \{ r \} \cup E \) is contained in \( L_2 \) and commutes with \( K \), so \( c(\{ r \} \cup E)^*L^* \subseteq c(K \cup H)^*L^* = cK^*H^*L^* = cK^*L^* \) (cf. Lemma 3.5.2). According to Proposition 11.4.10, this is the shadow on 1 of a building of type \( A_m \). As \( cL^* \) and \( dL^* \) are contained in this shadow, they have distance at most one, contradicting that the distance between \( cL^* \) and \( dL^* \) is two. Therefore, \( K \cong A_m \) is ruled out. \( \Box \)

### 11.5 Parapolar spaces

In this section we introduce and study parapolar spaces, a class of line spaces encompassing most shadow spaces of buildings (as will become clear from Theorem 11.5.13). According to Theorem 11.5.25, nondegenerate root filtration spaces, with the exclusion of those appearing in Theorem 7.9.19, are parapolar spaces. The result is actually stronger than that: it indicates precisely what kind of parapolar spaces the root filtration spaces are.

Our first goal, however, is Theorem 11.5.10, a characterization of parapolar spaces by descriptions of the space on the common neighbor set of two points at mutual distance two.

**Definition 11.5.1** A pair of non-collinear points in a space \( Z \) is called **special** if they have a single common neighbor in the collinearity graph of \( Z \).

A pair of non-collinear points of \( Z \) is called **polar** if they have at least two non-adjacent neighbors in the collinearity graph of \( Z \).

It is a consequence of Theorem 11.4.16 that, if \( M \) is a Weyl type, then two points at mutual distance two are either polar or special. In the thin case, this implies that they either have a unique common neighbor or they are contained in a graph isomorphic to \( K_{m \times 2} \) for some \( m \geq 2 \), which is a convex subgraph. It is essential here that \( M \) is a Weyl type: in the shadow space of type \( H_{3,1} \) (cf. Definition 11.4.1), two points at mutual distance two exist whose common neighbors form a clique on two points, see the left hand side of Figure 1.2.

Most of the interesting shadow spaces of buildings are spaces of the following kind.

**Definition 11.5.2** A **parapolar** space is a connected partial linear gamma space possessing a collection of convex subspaces, called **symplecta** (singular: **symplecton**), isomorphic to nondegenerate polar spaces of rank at least two, with the following two properties.

1. Each pair of points at mutual distance two that is not special, is contained in a symplecton.
(2) Each line is contained in a symplecton.

Similarly, a space is called **weakly parapolar** if it satisfies the same conditions except possibly (2). A space is called **strongly parapolar** if it is parapolar and has no special pairs.

If all symplecta have rank $k$, or rank at least $k$, the space is said to have **polar rank** $k$, or **polar rank at least** $k$, respectively.

**Remark 11.5.3** Definition 11.5.2 implies that any pair of points at mutual distance two in a weakly parapolar space is either special or polar. For, if $p$ and $q$ are points of a parapolar space at mutual distance two that do not form a special pair, then they are contained in a symplecton $S$, which is a nondegenerate polar space of rank at least two containing $\{p, q\}^\perp$. By Lemma 7.4.8(ii), the latter is a nondegenerate polar space of rank at least one, and so contains two non-collinear points. This implies that $(p, q)$ is a polar pair according to Definition 11.5.1.

**Example 11.5.4** Linear spaces and generalized $n$-gons with $n > 4$ are examples of weakly parapolar spaces (with an empty set of symplecta) that are not parapolar.

By Theorem 11.4.16, shadow spaces of buildings of Weyl type are weakly parapolar (see also Theorem 11.5.13). Those of type $A_{5,3}$, $E_{6,1}$, and $E_{7,7}$ are strongly parapolar. To see this for $A_{5,3}$, take $L = \{1, 2, 4, 5\}$, so $L_4 = \emptyset$ and $L_3 = \{2, 4\}$ in the notation of Theorem 11.4.16(2). Now $LW^L$, where $W = W(A_5)$, consists of the elements (written in $[5]^*$)

$$\emptyset, 3, 3243, 321432543.$$  

Two chambers whose Weyl distance is the last word correspond to points at mutual distance three in the shadow space of a building of type $A_5$ on 3. The first two elements correspond to the identity and the collinearity relation. The third element, $w = 3243$, satisfies $L \cap wL = \{2, 4\}$ and so, Theorem 11.4.16 gives that the convex closure of two points that are shadows of chambers at this Weyl distance is a polar space of rank three isomorphic to the Grassmannian of lines of a projective space of dimension three.

Also, the direct product space $\Pi \times Z$ of any projective space $\Pi$ and any nondegenerate polar space $Z$ is strongly parapolar.

**Definition 11.5.5** The **convex closure** of a subspace $X$ of a line space $Z$ is the intersection of all convex subspaces containing $X$.

As the intersection of convex subspaces of a line space is again a convex subspace, and the line space itself is convex, the notion of convex closure is well defined.

**Lemma 11.5.6** Suppose that $Z$ is a weakly parapolar space.
(i) If \((p, q)\) is a polar pair of \(Z\), then the convex closure \(S(p, q)\) of the subspace \(\{p, q\}\) of \(Z\) is a symplecton of \(Z\). Each symplecton of \(Z\) is obtained in this way.

(ii) The intersection of two distinct symplecta is a singular subspace of \(Z\).

Proof. (i). Suppose that \(Y\) is a symplecton containing two points \(p\) and \(q\), say, at mutual distance two in \(Z\). Then \(Y\) is the convex closure of \(p\) and \(q\). For, by definition, \(Y\) is convex, and so it contains \(S(p, q)\). Conversely, let \(x\) be a point of \(Y\). Take a quadrangle \(Q\) on \(p, u, q, v\) in \(Y\) for two common neighbors \(u, v\) of \(p\) and \(q\). Such a quadrangle exists because \(Y\) is a nondegenerate polar space of rank at least two (cf. Lemma 7.4.8(ii)). Clearly, \(Q\) is contained in the convex closure of \(p\) and \(q\) and hence in \(Y\). If \(x\) belongs to \(Q\), there is nothing to show. Otherwise, as \(Y\) is a polar space, \(x\) has at least two non-collinear neighbors in \(Q\), say \(a\) and \(b\). But then \(x\) lies on a geodesic from \(a\) to \(b\) and hence belongs to the convex closure of \(Q\). It follows that \(x\) lies in \(S(p, q)\).

As for the final assertion of (i), since each symplecton is nondegenerate, it contains a polar pair. Hence (i).

(ii). Suppose that \(p\) and \(q\) are non-collinear points of \(Z\) belonging to a symplecton. As we have seen in (i), this symplecton must be \(S(p, q)\). Therefore, the collinearity graph of the intersection of two distinct symplecta is a clique. Being the intersection of two subspaces, it is a subspace itself. \(\square\)

The lemma tells us that we need not specify the set \(S\) of symplecta of a weakly parapolar space: it is uniquely determined as the collection of all \(S(p, q)\) for \((p, q)\) a polar pair.

For a parapolar space of polar rank at least three, the existence of symplecta can be derived from some seemingly weaker axioms concerning the common neighbors of two points at mutual distance two. This is the content of Theorem 11.5.10 below.

**Definition 11.5.7** A preparapolar space is a partial linear gamma space with the property that, for each pair \((x, y)\) of points at mutual distance two, the subspace \(\{x, y\}^+\) is either a singular space or a nondegenerate polar space of rank at least two.

Grassmannians of lines of polar spaces of rank three are examples of preparapolar spaces that are not preparapolar.

By Theorem 7.9.5, nondegenerate root filtration spaces in which every line is on at least two maximal singular subspaces are preparapolar.

Under some mild conditions, preparapolar spaces will be shown to be weakly parapolar. The collections of subspaces defined in (11.9) below will be the symplecta needed for this conclusion. For any two points \(x, y\) of a preparapolar space \(Z\) at mutual distance two, write
\[ S(x, y) = \{ z \in Z \mid z^\perp \cap l \neq \emptyset \text{ for each line } l \subseteq \{x, y\}^\perp \} \quad (11.9) \]

This set is of interest to us only if \((x, y)\) is a polar pair. Clearly, \(\{x, y\} \cup \{x, y\}^\perp \subseteq S(x, y)\).

**Lemma 11.5.8** For a preparapolar space \(Z\), the following statements hold.

(i) If \(l, m\) are two lines and if there are two points of \(m\) collinear with a point of \(l\), then each point of \(m\) is collinear with some point of \(l\).

(ii) For each polar pair \((x, y)\) of points from \(Z\), the subset \(S(x, y)\) is a subspace of \(Z\).

**Proof.**

(i). Let \(q\) and \(q'\) be points of \(m\) collinear with points \(p\) and \(p'\) of \(l\), respectively. If \(p = p'\) we need only apply the gamma space property of \(Z\), so assume \(p \neq p'\) and \(p \notin q'^\perp\) as well as \(p' \notin q^\perp\). Then \(\{p', q\}^\perp\) is a polar space of rank at least two containing both \(p\) and \(q'\) and so \(\{p, p', q, q'\}^\perp\) must contain at least two non-collinear points, say \(u\) and \(v\). Now \(\{u, v\}^\perp\) is a polar space containing \(l\) and \(m\), and (i) follows.

(ii). Let \(m\) be a line intersecting \(S(x, y)\) in distinct points \(c, d\). Furthermore, let \(l\) be a line in \(\{x, y\}^\perp\). We must show that each point of \(m\) is collinear with some point of \(l\). Since \(c\) and \(d\) belong to \(S(x, y)\), there are points in \(l \cap c^\perp\) and in \(l \cap d^\perp\). Hence, by (i), each point of \(m\) is collinear with some point of \(l\), as required. \(\square\)

**Proposition 11.5.9** For each polar pair \((x, y)\) of a preparapolar space, the subset \(S(x, y)\) is a nondegenerate polar space.

**Proof.** Suppose that \(Z\) is a preparapolar space and let \((x, y)\) be a polar pair of \(Z\). We proceed in seven steps.

**Step 1. In \(S(x, y)\) every line on \(x\) has some point in \(y^\perp\).**

Let \(l\) be a line on \(x\) in \(S(x, y)\). Choose a point \(z \in l \setminus \{x\}\). If \(z^\perp\) contains \(\{x, y\}^\perp\), then, for non-collinear \(u, v \in \{x, y\}^\perp\), the polar space \(A = \{u, v\}^\perp\) contains \(x, y, z\), so \(\{x, y\}^\perp \cap A \subseteq z^\perp \cap A\), and \(\{x, y, z\}^\perp \cap A = \{x, y\}^\perp \cap A\). Lemma 7.4.8(iii), applied to the subspace \(\{u, v, y\}^\perp\), gives that there is a point on \(l\) collinear with \(y\).

Therefore, we may assume that there is a point \(w \in \{x, y\}^\perp\) that is not collinear with \(z\). Let \(m, n\) be lines on \(w\) in \(\{x, y\}^\perp\) with \(m \not\subseteq n^\perp\). Then, by the definition of \(S(x, y)\), there are points \(u \in m \cap z^\perp\) and \(v \in n \cap z^\perp\). Observe that \(u\) and \(v\) differ from \(w\) as \(z\) is not collinear with \(w\). Now \(u, v\) is a polar pair as they are not collinear and \(\{u, v\}^\perp\) contains \(\{x, y\}\). We conclude that the line \(l\) and the point \(y\) lie in the polar space \(\{u, v\}^\perp\), whence \(l \cap y^\perp \neq \emptyset\).

**Step 2. If \(l\) is a line of \(S(x, y)\) on \(x\) and \(a \in S(x, y)\), then \(l \cap a^\perp \neq \emptyset\).**

By Step 1 there is a point \(b \in l \cap y^\perp\). If \(a \in b^\perp\) we are done, so assume the contrary. Let \(m, n\) be lines of \(\{x, y\}^\perp\) on \(b\) with \(m \not\subseteq n^\perp\). By the definition
of $S(x, y)$, there are points $u \in m \cap a^\perp$ and $v \in n \cap a^\perp$. Notice that $u$ and $v$ are non-collinear as they are distinct from $a$ (for otherwise $b \perp a$). Since $x, y \in \{u, v\}^\perp$, the pair $(u, v)$ is polar. The polar space $\{u, v\}^\perp$ contains $l$ and $a$, and so $l \cap a^\perp \neq \emptyset$.

**Step 3.** If $l$ is a line of $S(x, y)$ and $a \in \{x, y\}^\perp$, then $l \cap a^\perp \neq \emptyset$.

Choose two points, $b, c$ say, on $l$. Let $m, n$ be lines on $a$ in $\{x, y\}^\perp$ with $m \not\subseteq n^\perp$. By the definition of $S(x, y)$, there are points $b' \in m \cap b^\perp$ and $c' \in m \cap c^\perp$. If $b' \neq c'$, then by Lemma 11.5.8(i) every point of $m$, in particular $a$, is collinear with a point of $l$, so we are done. So we may assume $b' = c'$. This gives $l \subseteq b^\perp$. Similarly, we may assume that there is a point $b'' \in n \cap l^\perp$. If $b'$ and $b''$ are collinear, then they must coincide with $a$, in which case the assertion is proved. So we assume that they are non-collinear. As $a, b, c \in \{b', b''\}$, the pair $(b', b'')$ is polar and contains both $l$ and $a$, and so $l \cap a^\perp \neq \emptyset$.

**Step 4.** If $l$ is a line of $S(x, y)$ then $l \cap x^\perp \neq \emptyset$.

Let $u \in \{x, y\}^\perp$. If $xu$ has two distinct points each of which is collinear with a point of $l$, then we are done by Lemma 11.5.8(i). So assume the contrary. By Step 3, $u$ is collinear with a point of $l$ and so it is the unique point on $xu$ with this property. Hence, in view of Step 2, every point of $l$ is collinear with the point $u$ of $xu$.

Now take $v \in \{x, y\}^\perp \setminus u^\perp$, so that the pair $(u, v)$ is polar (observe that $\{u, v\}^\perp$ contains $x$ and $y$). By the same argument as for $u$, we may assume $v \in l^\perp$, and so both $l$ and $x$ belong to the polar space $\{u, v\}^\perp$, whence $l \cap x^\perp \neq \emptyset$.

**Step 5.** If $l$ is a line of $S(x, y)$ and $a \in S(x, y) \cap x^\perp$, then $l \cap a^\perp \neq \emptyset$.

By Step 1, there is a point $z \in xa \cap y^\perp$. According to Step 4, $x$ is collinear with a point of $l$ and according to Step 3, $z$ is collinear with a point of $l$. Hence, by Lemma 11.5.8(i), each point of $ax$, in particular $a$, is collinear with a point of $l$.

**Step 6.** The subspace $S(x, y)$ of $Z$ is a polar space.

Let $l$ be a line and $a$ be a point of $S(x, y)$. We prove $l \cap a^\perp \neq \emptyset$. Suppose that we can find a point $z \in \{x, y\}^\perp$ that is not collinear with $a$. By Step 2, there is a point $c \in zx \cap a^\perp$. By Lemma 11.5.8(ii), the line $ac$ lies in $S(x, y)$ and, by Step 4, there is a point $d \in ac \cap y^\perp$. According to Step 5, both $c$ and $d$ are collinear with a point of $l$, and hence, by Lemma 11.5.8(i), so is $a$ (which lies on $ad$). Therefore, we (may) assume that $\{x, y\}^\perp$ is contained in $a^\perp$.

By Step 4, there are points $x' \in l \cap x^\perp$ and $y' \in l \cap y^\perp$. If $x' = y'$, then $x' \in l \cap \{x, y\}^\perp \subseteq l \cap a^\perp$ and we are done, so we may assume $x' \neq y'$. By Step 1, there exist $x'' \in xx' \cap y^\perp$ and $y'' \in yy' \cap x^\perp$. Clearly, $x'' \neq x$. If $x'' = x'$ or $x'' = y'$, then $x'' \in l \cap \{x, y\}^\perp \subseteq l \cap a^\perp$, so we may also assume $x'' \neq x, x', y'$. Furthermore, $x'' \perp y''$ for otherwise $x''$ would be collinear with both $y$ and $y''$, implying that $y'$ is collinear with $x''x'' = xx''$, whence in $l \cap \{x, y\}^\perp$, giving a point of $l \cap a^\perp$. Thus, $\{x'', y''\}^\perp$ is a nondegenerate
polar space of rank at least two, and so \( \{x, y, x'', y''\}^\perp \) has at least two non-collinear points \( u, v \). By the assumption that \( \{x, y\}^\perp \) is contained in \( a^\perp \), we have \( a \in \{u, v\}^\perp \). Since also \( l \subseteq \{u, v\}^\perp \), we can finish by invoking the polar space axiom for \( \{u, v\}^\perp \).

**Step 6.** The subspace \( S(x, y) \) of \( Z \) is a nondegenerate polar space.

By Step 6, it is a polar space, so we only need to establish it is nondegenerate. If \( z \in \text{Rad}(S(x, y)) \), then \( z \in \{x, y\}^\perp \), and so \( z \in \text{Rad}(\{x, y\}^\perp) = \emptyset \). This shows that \( S(x, y) \) is nondegenerate.

The rank of the polar space \( S(x, y) \) of Proposition 11.5.9 is one more than the rank of \( \{x, y\}^\perp \). The collection of \( S(x, y) \) for \( x, y \) a polar pair of a preparapolar space \( Z \) will be used to show that \( Z \) is a weakly parapolar space.

**Theorem 11.5.10** Suppose that \( Z \) is a preparapolar space. If each pair of points of \( Z \) at mutual distance two is either polar or special, then \( Z \) is weakly parapolar. If, moreover, each line of \( Z \) lies on at least two maximal singular subspaces, then \( Z \) is parapolar.

**Proof.** We proceed in five steps, working with the symplecta \( S(x, y) \) as in (11.9) for polar pairs \( (x, y) \) of \( Z \). We will be using Proposition 11.5.9 many times to invoke polar space properties of these symplecta.

**Step 1.** \( S(x, y) = S(x, z) \) whenever \( z \in S(x, y) \) is non-collinear with \( x \).

Let \( l \) be a line of \( \{x, y\}^\perp \) and \( p \in S(x, z) \). We show \( p^\perp \cap l \neq \emptyset \). If \( l \subseteq z^\perp \), then \( l \subseteq \{x, z\}^\perp \subseteq S(x, z) \), and the fact that \( S(x, z) \) is a polar space implies \( p^\perp \cap l \neq \emptyset \).

Suppose, therefore, \( l \not\subseteq z^\perp \). There is a unique point \( w \) such that \( \{w\} = l \cap z^\perp \). Take \( u \in l \setminus \{w\} \) and \( v \in xu \cap z^\perp \). Then \( u \) and \( v \) are distinct points. Observe that \( v, w \in \{x, z\}^\perp \subseteq S(x, z) \). In particular, \( xu = xv \subseteq S(x, z) \) (as, by Lemma 11.5.8(ii), \( S(x, z) \) is a subspace) and hence \( u \in S(x, z) \). But then also \( l = uw \subseteq S(x, z) \). As \( S(x, z) \) is a polar space, this implies that \( p \) is collinear with a point of \( l \).

We have shown \( S(x, z) \subseteq S(x, y) \). By symmetry of the roles of \( y \) and \( z \), we conclude \( S(x, z) = S(x, y) \).

**Step 2.** \( S(x, y) = S(a, b) \) whenever \( a, b \in S(x, y) \) are non-collinear.

If \( u \in S(x, y) \setminus (a^\perp \cup x^\perp) \), then \( S(x, y) = S(x, u) = S(u, x) = S(u, a) = S(a, u) = S(a, b) \) by repeated application of Step 1.

Apparently, we are done if \( S(x, y) \not\subseteq a^\perp \cup x^\perp \). Hence we may assume \( x \perp a \) and \( a \perp y \). But, in view of interchangeability of the roles of \( a \) and \( b \), we may also assume \( x \perp a \) and \( b \perp y \), that is \( x, a, y, b \) form a quadrangle.

We claim that \( \{x, y\}^\perp \) is contained in \( S(a, b) \). In order to prove the claim, suppose \( z \in \{x, y\}^\perp \). If \( z \in b^\perp \setminus a^\perp \), then \( z, a, b \) are in the polar space \( S(x, y) \),
and so there is point \( c \in a^+ \cap zb \) distinct from \( z \) and \( b \). Then \( S(a, b) \) contains \( cb \), whence \( z \).

So, without loss of generality, we may assume \( z \not\in b^\perp \cup a^\perp \). Let \( m \) be a line in \( \{a, b\}^\perp \). We must show that \( z^\perp \cap m \neq \emptyset \). In the polar space \( \{a, b\}^\perp \), we can find \( u \in x^\perp \cap m \) and \( v \in y^\perp \cap m \). If \( x = u \), then \( z \perp x = u \in m \), so \( u \in z^\perp \cap m \), as required. So we may assume \( x \neq u \) and, similarly, \( y \neq v \).

Suppose that \( u = v \). Then, taking \( a' \in z^\perp \cap au \) and \( b' \in z^\perp \cap bu \) (which exist since \( z \), \( a \), \( b \) \( u \) all four belong to \( \{x, y\}^\perp \)), we find that both \( m \) and \( z \) belong to \( \{a', b'\}^\perp \), whence \( z^\perp \cap m \neq \emptyset \).

Assume, therefore, \( u \neq v \). In the polar space \( \{a, b\}^\perp \), the line \( yv \) meets \( x^\perp \) in a point \( v' \) distinct from \( y \) and \( v \). Now \( v' \in \{x, y\}^\perp \), whence \( yv = yv' \subseteq S(x, y) \), so \( v \in S(x, y) \). Similarly, \( u \in S(x, y) \), so \( m = uv \subseteq S(x, y) \), whence indeed \( z^\perp \cap m \neq \emptyset \). By definition of \( S(a, b) \), we have found that \( z \) belongs to \( S(a, b) \). This proves the claim.

To finish Step 2, assume now that \( p \in S(a, b) \) and let \( l \) be a line of \( \{x, y\}^\perp \). Then, by the claim, \( l \) is contained in \( S(a, b) \). Since this is a polar space and \( p \in S(a, b) \), we find \( p^\perp \cap l \neq \emptyset \), proving that \( p \) belongs to \( S(x, y) \). We have shown \( S(x, y) \subseteq S(a, b) \). But by symmetry of the roles of \( x, y \) and those of \( a, b \), we conclude \( S(x, y) = S(a, b) \).

**Step 3.** If \( x, y \in Z \) are polar, then \( S(x, y) \) is the convex closure of \( \{x, y\} \).

Let \( a, b \in S(x, y) \). If they are collinear, all points on the line \( ab \) belong to \( S(x, y) \) because of Lemma 11.5.8(ii). Otherwise they are at mutual distance two and polar, with \( S(a, b) = S(x, y) \) by Step 2. In particular, all points of \( \{a, b\}^\perp \) belong to \( S(x, y) \). Hence \( S(x, y) \) is convex.

As for the converse, denote by \( K \) the convex closure of \( \{x, y\} \). Clearly, \( \{x, y\}^\perp \) is contained in \( K \). Let \( z \in S(x, y) \setminus \{x, y\}^\perp \). Choose \( a, b \in \{x, y\}^\perp \) with \( a \not\perp b \). Then \( a, b \in K \). If \( z \in \{a, b\}^\perp \), then \( z \) is in the convex closure of \( a \) and \( b \), and hence in \( K \). So suppose, after interchanging \( a \) and \( b \) if necessary, that \( a \not\perp z \). Then, for \( u \in xa \cap z^\perp \) and \( v \in ya \cap z^\perp \), we find that \( u \not\perp v \) and that \( z \) lies in the convex closure of \( u \) and \( v \), and, since \( u, v \in K \), also \( z \in K \). This proves \( S(x, y) \subseteq K \).

**Step 4.** \( Z \) is a weakly parapolar space.

We need to verify (1) of Definition 11.5.2. By Step 3, each pair of points at mutual distance two that is not special, is contained in a symplecton. This proves (1).

**Step 5.** If each line is on at least two maximal singular subspaces, then \( Z \) is parapolar.

We need to verify (2) of Definition 11.5.2. If \( l \) is a line of \( Z \), then, by the hypothesis, there are non-collinear points \( x \) and \( y \) in \( l^\perp \). As \( l \subseteq \{x, y\}^\perp \), the pair \( \{x, y\} \) is polar and \( l \) is contained in the symplecton \( S(x, y) \). Hence (2). \( \square \)

**Corollary 11.5.11** Every nondegenerate root filtration space is either a generalized hexagon or a parapolar space such that, for each symplecton \( X \) and
each point $x$ off $X$, the set $x^+ \cap X$ is not a singleton. If, moreover, each line of this space is on at least two maximal singular subspaces, then it has polar rank at least three.

**Proof.** Let $Z = (E, F)$ be a nondegenerate root filtration space with respect to the quintuple $(E_i)_{-2 \leq i \leq 2}$. Definition 6.7.2 implies that $Z$ is a partial linear gamma space.

Suppose that $p$ and $q$ are non-collinear points of $Z$ having at least two common neighbors. By Remark 6.7.17, the pair $(p, q)$ is polar (in the sense of Definition 6.7.2).

If each line in $F$ is on at least two maximal singular subspaces, then, by Theorem 7.9.5, $E_{-1}(p, q) = \{p, q\}^+$ is a nondegenerate polar space of rank at least two. This proves that $Z$ is a preparapolar space in which each symplecton is a polar space of rank at least three. We just saw that each pair of points at mutual distance two is either special or polar. As a consequence, Theorem 11.5.10 applies and gives that $Z$ is a parapolar space. Otherwise, that is, if there is a line of $Z$ lying on a single maximal singular subspace, Theorem 7.9.19 applies, and gives that $Z$ is either a generalized hexagon or a parapolar space.

Assume that $X$ is a symplecton of $Z$ containing a point $z$ collinear with a point $x$ outside $X$. It remains to show that $x^+ \cap X$ is strictly bigger than $\{z\}$. As $X$ is nondegenerate, it has a point $y \in X \setminus x^+$. The triangle condition gives $x \in E_{-1}(y)$. If $x \in E_1(y)$, then, by the filtration around $z$, the point $[x, y]$ is collinear with $z$, so $[x, y] \in [x, y, z]^+ \subseteq x^+ \cap X$, and the line on $[x, y]$ and $z$ lies in $x^+ \cap X$. Therefore, we may assume $x \in E_0(y)$. By Definition 6.7.2(5), $E_{\leq 0}(y)$ is a subspace of $Z$, so the line $l$ on $x$ and $z$ lies in it. If $u \in l \cap y^+$, then $u \in \{y, z\}^+ \subseteq X$, so $l$, being the line on $x$ and $u$, lies in $X$, implying $x \in X$, a contradiction. We conclude $l \subseteq E_0(y)$, so Proposition 7.9.4 shows there is a point $v \in y^+ \cap l^+ = \{x, y, z\}^+ \subseteq x^+ \cap X$, necessarily distinct from $z$, so the line on $z$ and $v$ lies in $x^+ \cap X$, as required. □

The critical property of Corollary 11.5.11 is attached to the following name.

**Definition 11.5.12** A parapolar space $Z$ is called a root parapolar space if $|x^+ \cap Y| \neq 1$ for each $x$ point and symplecton $Y$ of $Z$.

By Exercise 11.8.22, the diameter of a root parapolar space of rank at least three is at most three.

In Example 11.5.4 we already mentioned that all shadow spaces of buildings of Weyl type are weakly parapolar. Later, in Proposition 11.6.5 we will indicate the shadow spaces of buildings that are root parapolar spaces. Here, we indicate which shadow spaces are parapolar.
Theorem 11.5.13 For nonempty $J \subseteq S$, the shadow space $Z$ on $J$ of a building of type $M$ satisfies the following properties, where $L = S \setminus J$.

(i) All singular subspaces of $Z$ are projective.
(ii) If $M$ is of Weyl type, then $Z$ is a weakly parapolar space. If, moreover, for no $r \in J$ the connected component of $L \cup \{r\}$ containing $r$ has end node $r$ and type $A_m$ for some $m \geq 1$, then $Z$ is a parapolar space.
(iii) If $(M, J) = (B_m, \{m-1\})$ for some $m \geq 3$, $(F_4, \{2\})$, or $(F_4, \{3\})$, then each line of $Z$ lies in a unique maximal singular subspace.

Proof. (i). It suffices to prove Pasch’s Axiom 5.2.4. To this end, we show that every triple of pairwise collinear points can be embedded in a subspace isomorphic to a projective plane.

Let $r_1, r_2, r_3 \in J$. Suppose $c, d, e$ are chambers of $C$ with $cL^*, dL^*, eL^*$ pairwise collinear points of $Z$, but not all three on the same line. By suitably adapting $c, d$, and $e$ within their $L$-cells, we may assume that $\delta_C(c, d) = r_1w_d \in r_1(L), \delta_C(d, e) = r_2w_e \in r_2(L)$, and $\delta_C(e, c) = r_3w_c \in r_3(L)$. Let $c_1$ be the chamber of $cL^*$ nearest to $e$ (cf. Gate Property 11.2.9), so $\delta_C(c, c_1) = r_3$. Clearly, $r_2w_c r_3$ is a minimal expression, as it corresponds to the type of a minimal gallery from $d$ to $c_1$. By further adapting $c$ and $d$, we may assume that $w_e r_1w_d$ is a minimal expression for $\delta_C(c_1, d)$. Now $w_c r_1w_d = \delta_C(c_1, d) = r_3 w_c^{-1} r_2$. This implies $r_1 \in \{r_2, r_3\}$. It readily follows that $r_1 = r_2 = r_3$. Put $r = r_1$. Rewriting the above equation, we find $w_c^{-1} = rw_d rw_e r$, so, by Lemma 4.5.10(iv), $w_c \in \langle L \cap r^2 \rangle s(\langle L \cap r^2 \rangle)$, where $s \in L$ satisfies $m_S = 3$. We claim that the three points belong to the shadow of $c_1 \{r, s\}$ for a suitable chamber $c_1 \in eL^*$. Without loss of generality, we may assume that $w_d rw_e$ is minimal, so $w_d = w_d' s$ and $w_e = w_e' s$ for certain $w_d', w_e' \in \langle L \cap r^2 \rangle$. This implies that we can find chambers $c_1 \in eL^*$ and $d_1 \in ds^* \cap c_1 r^*$, as well as $e_1 \in eL^* \cap dr^* s^*$. But then $d_1$ and $e_1$ are both in the shadow of $c_1 \{r, s\}$ on $J$ whereas $c_1$, $d_1$, and $e_1$ represent the same points of $Z$ as $c, d, e$, respectively. Hence the claim. It follows from Proposition 11.4.10 that, up to isomorphism, $cL^*, dL^*, eL^*$ are three points, pairwise $r$-collinear, in the shadow space of the building of type $A_2$ (from $\{r, s\}$) over $r$, whence a projective plane. This establishes (i).

(ii). By Lemmas 11.4.6 and 11.4.11(i), $Z$ is a partial linear gamma space. If $c$ and $d$ are chambers of the underlying building, then the number of elements of $J$ appearing in $\delta_C(c, d)$ is an upper bound for the length of a path from $cL^*$ to $dL^*$ in $Z$, so $Z$ is connected.

Suppose that $cL^*$ and $dL^*$ are at mutual distance two in $Z$. If they have more than one common neighbor in the collinearity graph, then, case (2) or (3) of Theorem 11.4.16 prevails, and the geodesic closure of $\{cL^*, dL^*\}$ is a nondegenerate polar space of rank at least two. We conclude that $Z$ is weakly parapolar.

Suppose that $cr^* L^*$ is a line of type $r \in J$. By the additional assumption on $J$, there is a subset $K$ of $L \cup \{r\}$ with $K \cap J = \{r\}$ such that $(K, r)$ is of
type $(D_m, 1)$ for some $m \geq 3$ or $(B_m, 1)$ for some $m \geq 2$. This gives that the shadow $cK^*L^*$ is a symplecton containing the line $cr^*L^*$. Thus, Condition (2) of Definition 11.5.2 is satisfied, so $Z$ is a parapolar space.

(iii). Suppose that there are two maximal singular subspaces, say $X$ and $Y$, containing a line $l$. Then $l$ consist of common neighbors of a point in $X \setminus Y$ and a point in $Y \setminus X$. According to the definition of parapolar space, the line is contained in a symplecton. However, application of Proposition 11.4.13 to the various cases shows that there is no subdiagram corresponding to such a symplecton.

The special case $(M, J) = (B_3, \{2\})$ of Theorem 11.5.13(iii) was dealt with in Theorem 7.9.19.

According to Exercise 11.8.18, two shadows $cK_1^*L^*$ and $dK_2^*L^*$ have an empty intersection if and only if the shortest element of $\langle K_1 \rangle \delta_C(e, d)(K_2)$ does not belong to $\langle L \rangle$.

**Example 11.5.14** The Intersection Property 11.2.11 gives us information about the intersections of two shadows of flags. The strategy to determine the possible ways in which two shadows of cotype $K_1$ and $K_2$, respectively, may intersect is to determine first the set $K_1W_{K_2}$ of $(K_1, K_2)$-reduced elements (cf. Definition 4.5.14), and next, for each $w \in K_1W_{K_2}$, the intersection $K_1 \cap wK_2$. The latter index set informs us about the feasible types of intersection.

For example, consider the shadow space $Z$ on 1 of a building of type $E_6$. The relative positions of cells of type $K_1 = K_2 = \{1, 2, 3, 4, 5\}$ are indexed by the members of $K_1W_{K_2} = \{\emptyset, 6, 65423456\}$. In the respective cases we find $K_1 \cap wK_2 = \{1, 2, 3, 4, 5\}$, $\{1, 2, 3, 4\}$, and $\{2, 3, 4, 5\}$. Now $L = S \setminus \{1\} = \{2, 3, 4, 5, 6\}$ and any two symplecta (cf. Definition 11.5.2) in $Z$, being shadows on 1 of flags of type 6, meet in, respectively, the whole symplecton, a maximal singular subspace of projective dimension four, and a point.

If $K_1$ and $K_2$ are as before but $J = \{2\}$, then $Z$ is a shadow space of type $E_6$.2. From the previous paragraph, we know $K_1W_{K_2}$ and the three possibilities for $K_1 \cap wK_2$. The result is that two distinct shadows on 2 of flags of the type 6 either meet in the Grassmannian of lines of a projective space of dimension four (isomorphic to a shadow space of type $A_{4,2}$) or in a symplecton (isomorphic to a shadow space of type $D_{4,1}$).

**Proposition 11.5.15** Let $k \in \mathbb{N}$, $k \geq 0$ and $r \in [n]$. All singular subspaces of dimension $k$ of the shadow space on $r$ of a building of Weyl type over $S = [n]$ are shadow spaces of type $A_{k,1}$.

**Proof.** Let $X$ be a singular subspace of dimension $k$ of a shadow space $Z$ of a building of Weyl type $M$ as in the hypothesis. If $k \leq 1$, then the proposition is obvious. We proceed by induction on $(n, k)$, and assume $k > 1$. Let $Y$ be
a singular subspace of \( X \) of dimension \( k - 1 \). By the induction hypothesis, there are nodes \( r_1, \ldots, r_{k-1} \) of \( M \) such that \( r_1 = r \) and \( r_i \in L = S \setminus \{ r \} \) with \( H = \{ r_1, \ldots, r_{k-1} \} \cong A_{k-1} \) and \( Y = cH^*L^* \) for some chamber \( c \). Suppose \( d \) is a chamber such that \( dL^* \) is in \( X \setminus Y \).

We will re-use the notation \( L_i = \{ s \in L | m_{r,s} = i \} \) for \( i \in \mathbb{N} \). By suitably adapting \( c \) within \( cH^* \) and \( d \) within \( dL^* \), we may assume \( w = \delta_c(c,d) \in HW^L \cap \langle L \rangle r \). In particular, there exists \( v \in HW^L \cap \langle L \rangle r \) such that \( w = vr \).

For each \( a \in \langle H \setminus \{ r \} \rangle \), we can find a chamber \( x \in cH^* \) with \( \delta_c(x,c) = ra \). The point \( aL^* \) is collinear with \( dL^* \), so \( ravr = \phi_c(x,d) \in \langle L \rangle r(L) \). By use of Lemma 4.5.19(iv), we find \( av \in r(L)r(L_2) \cap \langle L \rangle = \langle L_2 \rangle L_3(L_2) \). On the one hand, taking \( a = 1 \), we see that there exists \( v \in L_2 \) such that \( v \in \langle L_2 \rangle s(L_2) \) and, similarly, taking \( a = r_2 \), we find \( r_2v \in \langle L_2 \rangle r_2(L_2) \). On the other hand, using the notation of Theorem 4.5.10(ii), we have \( v \in S_2 \), so \( s = r_2 \). Consequently, \( w = vr = ur_2r_1 \) for some \( u \in \langle H \rangle \). Fix a chamber \( c \) in the \( r \)-panel of \( d \) on a geodesic from \( c \) to \( d \). Consideration of the point \( c(L \setminus \{ r_2 \})^* \) and the singular subspace \( c(K \setminus \{ r \})^*(L \setminus \{ r_2 \})^* \) of the shadow space on \( r_2 \) of the \((S \setminus \{ r \})\)-cell of the building containing \( c \) and induction on the rank \( n \), shows that \( v = \delta_c(c,e) = r_k r_{k-1} \cdots r_2 \) for some \( r_k \in L \cap \{ r_1, \ldots, r_{k-1} \} \) with \( m_{r_k,r_{k-1}} = 3 \). Now \( w = r_k r_{k-1} \cdots r_1 \), so \( d \in cK^*L^* \), where \( K := H \cup \{ r_k \} \) is a subset of \( S \) on which \( M \) induces the Coxeter diagram \( A_k \). As \( cK^*L^* \) is obviously a singular subspace of \( Z \) of type \( A_{k+1} \) generated by \( Y \) and \( dL^* \), this proves \( X = cK^*L^* \), which finishes the proof of the proposition.

To finish this section, we show that there is a close connection between root parapolar spaces of polar rank at least three and nondegenerate root filtration spaces all of whose lines are on at least two maximal singular subspaces. Our goal is Theorem 11.5.25. We begin by deriving some properties from the characteristic root parapolar space condition stated in Proposition 11.5.17.

**Lemma 11.5.16** Suppose that \( Z \) is a parapolar space of polar rank at least three. Each singular plane is contained in symplecton of \( Z \).

**Proof.** Let \( \pi \) be a singular plane. Take a line \( m \) on \( \pi \). By Definition 11.5.2, \( m \) lies on a symplecton \( Y \). Pick a plane \( \rho \) on \( m \) inside \( Y \) (this is possible as the polar rank is at least three). If \( \rho = \pi \), we have embedded \( \pi \) in a symplecton. Suppose \( \rho \neq \pi \), so \( \rho \cap \pi = m \). Pick points \( u \in \pi \setminus m \) and \( v \in \rho \setminus m \). As \( m \subseteq \{ u,v \} \), the pair \( (u,v) \) is polar, and \( \pi = \langle u,m \rangle \subseteq S(u,v) \). We conclude that, in each case, \( \pi \) is contained in a symplecton.

**Proposition 11.5.17** Suppose that \( Z \) is a thick root parapolar space.

(i) If \( Y \) is a symplecton of \( Z \) and \( x \) a point of \( Z \) off \( Y \) such that \( l := x^\perp \cap Y \) is not empty, then either \((x,y)\) is polar for each \( y \in Y \setminus x^\perp \) or \( l \) is a line and \((x,y)\) is special for each \( y \in Y \setminus l^\perp \).
special. Then each point of generate polar space so each point of (we have shown that each pair ( common neighbor of clearly the case if pairs (u, vz) say, on S. Let z = Y \ l. We need to show that (z, x) is special. Let v be the unique point of z \ l. The line zv contains a point, w say, in y+. Suppose that (x, z) is a polar pair. Then the symplecton, R say, on x and z contains the point w of y+, so there is a line m in R \ y+. Now x \ m contains a point, which is necessarily collinear with x and y, so it must be equal to u, the only common neighbor of x and y. Notice that w is collinear with both v and u. If u \ v, then z \ wv \ l, a contradiction. As u \ l, we have l+ \ u+, so we have shown that each pair (z, x) with z \ Y \ u is special. Repeating the argument for an arbitrary element of z \ Y \ u+ instead of y, we find that all pairs (z, x) with z \ (Y \ u+) \ l are also special.

(ii) Fix a point x, suppose that l is a line of Z having distinct points x1 and x2 in C_Z(x), and assume z \ l. We need to show z \ C_Z(x). This is clearly the case if z \ \{x_1, x_2\} or if x \ l \ \emptyset. Assume therefore that this is not the case. Now x1 and x2 have distance two to x, so there are symplecta S_i = S(x, x_i) for i = 1, 2. Observe that x_1 \ S_2 and x_2 \ x_+ \ S_2, so by the hypothesis of the proposition, there is a line l_i in x_+ \ S_2, and similarly, a line l_i in x_+ \ S_1. As S_i is a polar space containing x and l_i containing the point x_1 non-collinear with x, there is a unique point u_i in x_+ \ l_i, for each i \ [2]. As u_i lies in \{x, x_1, x_2\}, it belongs to S_1 \ S_2 by the convex closure of S_1 and S_2. But this intersection is a singular space, so u_1 and u_2 are collinear. If u_1 \ u_2, then the line u_1u_2 is contained in \{x, z\} and so (x, z) is a polar pair. Therefore, we may assume u_1 = u_2. As this must hold for any other choice of line l_i inside x_+ \ S_2, we may also assume x_+ \ S_1 = l_1, and S_1 \ S_2 = xu_1.

By (i) and the fact that x \ S_2 \ l_1 is polar with x_1, the pair (x_1, y) is polar for every point y \ S_2 \ x_1. Pick y \ x_+ \ S_2 \ u+ (this is possible in view of Lemma 7.4.8(iii)). Then z belongs to S(x_1, y) and, as z is not collinear with y (for otherwise y \ l \ S_2 = l_2), it is polar with y. Now x_1 and x_2 belong to S(y, z) \ x_+ and are polar with x. If they are both collinear with x_+ \ S(y, z), then so is each point of l, so \{z, x\} is a line (x, z) is polar. Otherwise, (i) gives that each point of S(y, z) \ x_+ is polar with x, so (z, x) is polar, again.

(iii) Let l, \pi, and x be as assumed in (iv). By (iii) there is a symplecton, Y say, on \pi. If l \ Y, then we are done, so assume this is not the case.
By Definition 11.5.12, \( l^+ \cap Y \) contains a line, \( n \), say, on \( x \). By the polar space properties, \( n^+ \cap \pi \) contains a line, \( m \), on \( x \). As \( n \subseteq l^+ \cap m^+ \), there is a symplecton containing \( l \) and the line \( m \) of \( \pi \). As a consequence of (ii), the set of points of \( \pi \) polar with a fixed point of \( l\setminus\{x\} \), is a subspace of \( \pi \) containing \( m \), and so is either equal to \( m \) or to all of \( \pi \).

**Definition 11.5.18** Since a parapolar space \( Z \) is a gamma space, so is \( x^+ \) for every point \( x \). By Proposition 7.4.10, the nondegenerate quotient space \( x^+/{\{x\}} \), defined in Definition 7.4.9, is also a gamma space. It is called the local space of \( Z \) at \( x \).

**Proposition 11.5.19** Let \( Z \) be a thick parapolar space of polar rank at least three containing a point \( p \) and denote the local space \( p^+/{\{p\}} \) of \( Z \) at \( p \) by \( V \).

(i) The space \( V \) is strongly parapolar and its symplecta are of the form \( (p^+ \setminus Y)/\{p\} \) for \( Y \) a symplecton of \( Z \) containing \( p \).

(ii) Each pair \( (x,y) \) of points in \( p^+/{\{p\}} \) is special if and only if the points \( xp \) and \( yp \) of \( V \) are at mutual distance at least three.

(iii) If, in addition, \( Z \) is root parapolar, then, for each point \( x \) of \( V \), the set \( x^+ \cap Q \) is nonempty whenever \( Q \) is a symplecton of \( V \), and the set \( V_{\leq 2}(x) \) of points of \( V \) at distance at most two from \( x \), is a subspace of \( V \).

**Proof.** Straightforward. For instance, Condition (2) of Definition 11.5.2 for \( V \) follows from Lemma 11.5.16.

**Example 11.5.20** The dual polar space of a nondegenerate polar space of rank three is a strongly parapolar space satisfying the conclusion of Proposition 11.5.19(iii). Other examples are direct products of a line and a nondegenerate polar space; see Exercise 11.8.23.

**Proposition 11.5.21** Let \( Z \) be a thick strongly parapolar space such that for each point \( x \) of \( Z \), the set \( x^+ \cap S \) is nonempty whenever \( S \) is a symplecton, and the set \( Z_{\leq 2}(x) \) of points at distance at most two from \( x \), is a subspace of \( Z \).

(i) For each point \( x \) of \( Z \), the set \( Z_{\leq 2}(x) \) of points at distance at most two from \( x \), is a geometric hyperplane, or all of \( Z \).

(ii) If \( S \) is a symplecton and \( x \) is a point of \( Z \) such that \( S \not\subseteq Z_{\leq 2}(x) \), then there is a unique point \( x_S \) of \( S \) such that \( x^+ \cap S = \{x_S\} \) and each point of \( S \setminus x_{\hat{S}} \) has distance three to \( x \).

(iii) If \( S \) is a symplecton and \( x \) is a point of \( Z \) such that \( S \not\subseteq Z_{\leq 2}(x) \), then for each symplecton \( T \) containing \( x \), either \( S \cap T \) is a line on \( x_S \), or \( S \cap T = \emptyset \). Moreover, both cases occur.

(iv) For symplecta \( S \) and \( T \) with \( S \cap T = \emptyset \), write \( T_S := \bigcap_{x \in T} S \cap Z_{\leq 2}(x) \). This is a subspace of \( S \). If, in this setting, \( y \in S \setminus T_S \), then \( y^+ \cap T_S \subseteq y_{\hat{T}} \).
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(v) If $S$ and $T$ are symplecta with $S \cap T = \emptyset$, then $S_T$ is either empty, a singular subspace of $T$ containing a line, or all of $T$. Moreover, if $T_S \neq \emptyset$ and $y \in S \setminus T_S$, then $y_T \in S_T$.

Proof. (i). Let $l$ be a line of $Z$. As $Z_{\leq 2}(x)$ is a subspace by assumption, it suffices to show that $l$ has a point in common with $Z_{\leq 2}(x)$. By Condition (2) for parapolar spaces, there is a sympleton $Y$ containing $l$. If $x \in Y$, then clearly, $l \subseteq Z_2(x)$, so we may assume $x \not\in Y$. By the hypotheses, there is $y \in x^+ \cap Y$, and by the polar axiom for $Y$, there is $z \in y^+ \cap l$, so $z \in l \cap Z_{\leq 2}(x)$, as required.

(ii). By assumption, there is a point $y \in S$ at distance three from $x$. If $x^+ \cap S$ would contain a line, then, by the polar axiom for $S$, the set $y^+ \cap x^+ \cap S$ would be nonempty, contradicting that $x$ and $y$ are at mutual distance three. So, by assumption, $x^+ \cap S$ is a singleton, $\{x_S\}$. Now $x_S^+ \cap S$ is a geometric hyperplane of $S$ contained in the proper subspace $Z_{\leq 2}(x) \cap S$ of $S$. By Corollary 8.1.8, $x_S^+ \cap S = Z_{\leq 2}(x) \cap S$, so each point of $S \setminus x_S^+$ is at distance three from $x$.

(iii). Let $y \in S$ be a point at distance three from $x$. If $S \cap T$ contains a line, this line contains the points $x_S$ and $y_T$ which must be distinct, and so the line coincides with $x_SY_T$, in which case we must have $S \cap T = x_SY_T$.

Suppose that $S \cap T = \{p\}$ for a point $p$. As $p$ and $x$ are in $T$, they have distance at most two, so $p \in S \cap Z_{\leq 2}(x) = x_S^+$, and $p$ is collinear with $x_S$. If $p$ and $x$ are non-collinear, then $T$, being convex, contains their common neighbor $x_S$, so $px_S$ is a line in $S \cap T$, a contradiction. If $p$ and $x$ are collinear and distinct, then $px_S$ is a line in $x^+ \cap S$ on which $y^+$ has a point, contradicting that the distance between $x$ and $y$ is three. Therefore, $p = x_S$, and similarly, $p = y_T$. But then $p$ is a common neighbor of $x$ and $y$, contradicting that $x$ and $y$ are at mutual distance three. We conclude that $S \cap T$ is either empty or equal to $x_SY_T$.

Let $Q$ be a sympleton on $xx_S$, so $Q \cap S$ is a line on $x_S$. Pick a line $n$ on $x$ inside $Q$ but distinct from $xx_S$. By the polar pace axioms, there is a unique point $r$ such that $y_Q^+ \cap n = \{r\}$. The pair $(r, y)$ is polar and so $\{r, y\}^{+}$ contains a point $z \not\in y_Q^+$. The line $rz$ does not lie in $Q$ as $Q \cap S(r, y)$ contains $y_Q$, which is not collinear with $z$, so the sympleton $S(x, z)$ (notice that $z$ and $x$ are not collinear as $z \not\perp y$) is distinct from $Q$. It meets $Q$ at $n$ and so does not contain $x_S$, so $S(x, z)$ is a sympleton on $x$ with $x_S \not\subseteq S(x, z) \cap S$.

(iv). By the hypotheses, each $Z_{\leq 2}(x)$ is a subspace of $Z$, so $S_T$, being the intersection of such subspaces and $T$, is a subspace.

Let $z \in y^+ \cap T_S$. Since $y \not\in T_S$, we have $y \not\equiv z$. As $yz$ is a thick line, there is $w \in yz \setminus \{y, z\}$. Because $T_S$ is a subspace containing $z$ but not $y$, we have $w \not\in T_S$. If $w_T = y_T$, then $z \in wy \subseteq y_T^+$, and we are done. Assume, therefore, $w_T \not= y_T$. Now $y \not\perp w \perp w_T$ shows that $y$ and $w_T$ have distance two, which, by (ii), implies $w_T \not\perp y_T$. Suppose $x \in T \setminus y_T^+$. As $Z_{\leq 2}(x)$ is a subspace of $Z$ containing $z$ but not $y$, the points $x$ and $w$ are at mutual distance three,
and so \( x \in T \setminus w_T^\perp \). The same argument works with \( w \) and \( y \) interchanged and shows \( T \setminus w_T^\perp = T \setminus y_T^\perp \). Nondegeneracy of \( T \) forces the contradiction \( w_T = y_T \).

(v). We first show that if \( S_T \) is non-singular, it coincides with \( T \). Suppose that \( u \) and \( v \) are non-collinear points of \( S_T \). If \( h \in \{u,v\} ^\perp \setminus S_T \), then \( h \perp \{u,v\} \) by (iv), and so \( h \in S(u,v) = T \), contradicting \( S \cap T = \emptyset \). Therefore, \( \{u,v\} ^\perp \subseteq S_T \). By repetition of this argument and using that \( S_T \) is a subspace of \( T \) (see (iv)), we find that \( S_T \) is the convex closure of \( u \) and \( v \), and so coincides with \( T \).

Let \( y \in S \setminus T_S \). If \( x \in S_T \), then \( d_Z(x,y) \leq 2 \), so \( x \perp y_T \) by (ii). This proves \( y_T \in S_T \), so \( S_T \cap y_T^\perp = S_T \). Suppose \( y_T \notin S_T \). Then \( (y_T)_S = y \) and by (iv), \( S_T = S_T \cap y_T^\perp \subseteq y_T^\perp \). As \( y_T \cap T = \{y_T\} \), we find \( S_T \subseteq y_T^\perp \cap T \setminus \{y_T\} = \emptyset \). Therefore, either \( S_T = \emptyset \) or \( y_T \in S_T \). We show that the former does not occur if \( T_S \neq \emptyset \), by selecting \( z \in S \setminus T_S \). Such an element exists as \( T_S \), being distinct from \( S \), must be a singular subspace by the above paragraph and \( S \) is a nondegenerate polar space. Arguing as for \( y \), we see that \( z_T \notin S_T \) would imply \( z = (z_T)_S \perp T_S \), contrary to the choice of \( z \). We conclude that \( z_T \in S_T \), so \( S_T = \emptyset \), and hence \( y_T \notin S_T \), which proves the last assertion of (v).

We finish by showing that \( S_T \) is not a singleton. If it were equal to \( \{v\} \) for some point \( v \) of \( T \), then, for each \( y \in S \setminus T_S \), we have \( y_T = v \) by the above. This would imply \( S \setminus T_S \subseteq v^\perp \cap S \), which is a singular subspace of \( S \). As \( T \setminus T_S = T \setminus \{v\} \) is not empty, neither is \( S \setminus T_S \). This implies that \( T_S \) is a singular subspace of \( S \) whose complement in \( S \) is a clique, which is a contradiction with Theorem 7.4.13.

\( \square \)

**Proposition 11.5.22** Let \( Z \) be a thick strongly parapolar space such that for each point \( x \) of \( Z \), the set \( x^\perp \cap S \) is nonempty whenever \( S \) is a symplecton, and \( Z \cap x = Z \) is a subspace of \( Z \). If \( Z \) has diameter three, then each path of length two in \( Z \) can be extended to a path of length three.

**Proof.** We proceed in two steps.

**Step 1.** For each point of \( Z \), there is a point at distance three from it.

By the hypothesis, there are points \( a, b \) at mutual distance three in \( Z \). Let \( v \) be an arbitrary neighbor of \( a \) in the collinearity graph of \( Z \). We claim that \( v \) has a point in \( Z \) at distance three from it. Suppose not. Then \( d_Z(b,v) = 2 \), so, by the strongly parapolar property, there is a symplecton \( S := S(b,v) \) on \( b \) and \( v \) and, by Proposition 11.5.21(iii), there is a symplecton \( T \) on a disjoint from \( S \). As \( v \in S \) and \( Z \setminus Z = Z \), we have \( v \in T_S \).

Observe that \( a \in T \setminus S_T \) and \( b \in S \setminus T_S \). It follows from Proposition 11.5.21(iv) that \( T_S \) is a singular subspace of \( Z \), and so in the nondegenerate polar space \( S \), there is a point \( u \in \{b,v\} ^\perp \setminus T_S \) (cf. Lemma 7.4.8(ii)). By Proposition 11.5.21(ii), the point \( u_T \) exists. As \( d_Z(u,u) = 2 \), and \( u \in T \), we must have \( a \sim u_T \); similarly, \( d_Z(b,u_T) = 2 \) implies \( b_T \sim u_T \).
As $T$ is a nondegenerate polar space, there is $w \in \{a, b_T\}^\perp \setminus w_T^\perp$ (cf. Lemma 7.4.8(ii)). Because $S_T$ is a singular subspace of $T$ containing $w_T$ (cf. Proposition 11.5.21(v)), we have $w \in T \setminus S_T$, so $w_T$ exists. Now, $d_Z(w, v) = 2 = d_Z(w, b)$ gives $v \sim w_T \sim b$. The collinearities established between the eight points $a, v, u, u_T, w, b_T, b, w_T$ are as in a cube; see Figure 11.4. But there are (at least) two more: by Proposition 11.5.21(iv) we also have $u_T \sim v$ and $b_T \sim w_T$.

Fig. 11.4. The collinearity graph on eight points in $Z$

We have seen $d(a, u) = d(b, w) = 2$. Put $X = S(a, u)$ and $Y = S(b, w)$. We claim $X \cap Y = \emptyset$. For, suppose $x \in X \cap Y$. Clearly, $a \notin Y$ (for otherwise, $bb_T \cap a^\perp$ would contain a common neighbor of $a$ and $b$). As $b \in Y$ and $d(a, b) = 3$, the point $a_Y$ exists and coincides with $w$. But $d(x, u) \leq 2$ (as they are both in $X$), so $x \perp ay = w$. Now $w \in \{a, x\}^\perp$. If $a \not\perp x$, then $w \in X$, contradicting $d(w, u) = 3$, so $a \perp x$. Recall that $a = x$ is impossible as $a \notin Y$. Now there is a point in $ax \cap u^\perp$ collinear with $w$, again contradicting $d(w, u) = 3$. Hence $X \cap Y = \emptyset$.

Notice that $X_Y$ and $Y_X$ are non-empty. Indeed, as $v \in X$ and $Z_{\leq 2}(v) = Z$, we have $v \in Y_X$, which implies $X_Y \neq \emptyset$. As $d(u, w) = 3$ whereas $u \in X$ and $w \in Y$, the subspaces $X_Y$ and $Y_X$ are singular and $w \in Y \setminus X_Y$. But Proposition 11.5.21(v) implies $w = a_Y \in X_Y$, which leads to the final contradiction, showing that there is a point in $Z$ at distance three from $v$.

**Step 2.** Each path of length two in $Z$ can be extended to a path of length three.

Let $x \in Z$. Put $A = \{z \in Z_2(x) \mid z^\perp \subseteq Z_{\leq 2}(x)\}$ and $B = Z_2(x) \setminus A$. We need to show that $A$ is empty. Suppose $a \in A$. By Step 1, $B \neq \emptyset$. Choose $b \in B$, and $f \in b^\perp \cap Z_3(x)$. Suppose $a \perp b$. By definition of $A$, we have $a \not\perp f$, so there is a symplecton $S(a, f)$. As $d(x, f) = 3$, the point $x_S$ exists. Now $a^\perp \cap S \subseteq Z_{\leq 2}(x) \cap S = x_{S}^\perp \cap S$, so, as $S$ is a nondegenerate polar space, $a = x_S \perp x$, contradicting $a \in Z_2(x)$.
Suppose \( d_Z(a, b) = 2 \). Consider \( T := S(a, b) \). If \( T \) contains a point of \( Z_3(x) \), then \( x_T \) exists and \( Z_{<2}(x) \cap T = x_T^+ \cap T \). It follows that \( x_T \in \{ a, b \}^\perp \). As \( T \) is a nondegenerate polar space, there is a point \( u \in \{ a, b \}^\perp \setminus x_T^+ \), which necessarily belongs to \( Z_3(x) \), contradicting \( a \in A \). Therefore, \( T \subseteq Z_{<2}(x) \).

If \( x \in T \), then \( T \setminus x^+ \) is connected by Theorem 8.1.4 (we use here that lines are thick); if \( x \not\in T \), then \( x^+ \cap T \) is a singular subspace and so \( T \setminus x^+ \) is again connected. Applying the argument of the previous paragraph, we find \( T \setminus x^+ \subseteq B \), contradicting \( a \in A \). We conclude \( d_Z(a, b) = 3 \).

Take a symplecton \( Q \) on \( b \). Now \( aQ \) exists and belongs to \( B \). But then \( a \), being collinear with \( aQ \) also belongs to \( B \) by the first paragraph. This contradiction ends the proof of the proposition.

Corollary 11.5.23 Let \( Z \) be a thick root parapolar space of diameter three and of polar rank at least three. If \( Z \) contains a special pair, then, for each pair \((b, c)\) of distinct collinear points of \( Z \), there is a point \( a \) collinear with \( c \) such that \((a, b)\) is special.

Proof. Let \( c \) be the common neighbor of a special pair of points of \( Z \). Assume that \( v \) is a point collinear with but distinct from \( c \). We claim that \( v \) is also the common neighbor of a special pair of points. To see this, take a symplecton \( Q \) on the line \( vc \). Pick a point \( p \in c^+ \cap Q \setminus v^+ \). By Proposition 11.5.19(i), the local space \( c^+ / \{ c \} \) is a strongly parapolar space of polar rank at least two, and by Proposition 11.5.19(iii), it satisfies the conditions of Proposition 11.5.21. Pick a path of length two from \( pc \) to \( vc \) in \( c^+ / \{ c \} \). By Proposition 11.5.22, there is a point \( y \in c^+ \setminus \{ c \} \) such that \( yc \) is collinear with \( vc \) and at distance three from \( pc \) in \( c^+ / \{ c \} \). In view of Proposition 11.5.17(i) we conclude that \( y^+ \cap Q \) is a line and each point of \( Q \setminus (vc)^+ \) is at distance three from \( y \). Taking a point \( z \in Q \setminus v^+ \setminus c^+ \), we find that \( v \) is the common neighbor of the special pair \((y, z)\), which proves the claim. As \( Z \) is connected, we conclude that each point is the common neighbor of a special pair.

To finish, suppose that \( c \) and \( b \) are distinct collinear points, so \( be \) is a point of \( c^+ / \{ c \} \). By the claim, the latter space has diameter three, and so Proposition 11.5.22 gives that any of its points has a point at distance three from it. In particular, by Proposition 11.5.19(ii), there is a point \( a \) collinear with \( c \) such that \((a, b)\) is special, as required.

Lemma 11.5.24 Every root parapolar space of polar rank at least three satisfies the following properties.

(i) Each line is contained in a singular plane.
(ii) If \( x, y, z \) are distinct points with \( x \sim y \) and \((y, z)\) polar, then there is a point collinear with \( x, y, \) and \( z \).
(iii) All non-collinear pairs of points of a pentagon are polar.

Proof. Let \( Z \) be a root parapolar space of polar rank at least three.
(i). Let \( l \) be a line of \( Z \). By Definition 11.5.2(2), \( l \) is contained in a symplecton, which, by the hypotheses, has rank at least three. This implies that the symplecton has a singular plane containing \( l \).

(ii). Let \( S \) be the symplecton containing both \( y \) and \( z \). Then \( x \) is collinear with the point \( y \) of \( S \), whence, by the root parapolarity of \( Z \), with a line \( m \) of \( S \) containing \( y \). Since \( S \) is a polar space containing \( m \) and \( z \), there is a point on \( m \) collinear with \( z \). This point is as required.

(iii). Let \( a, b, c, d, e \) be a pentagon. We first show that at least one non-collinear pair must be polar. Suppose the contrary, that is, all non-collinear pairs are special. By (i), there is a plane \( \pi \) on \( de \). By Proposition 11.5.17(iii) there is a point \( y \) on \( \pi \setminus \{d\} \) and a symplecton \( S \) on \( y \) and \( c \). By (ii), there is a point \( z \) collinear with \( b, c, \) and \( y \). Proposition 11.5.17(iii) applied to the point \( a \) and the plane \( bcz \), shows that there is a point \( f \) on \( cz \) and a symplecton \( T \) containing \( f \) and \( a \). Both \( f \) and the line \( yd \) lie in the polar space \( S \), and so there is a point \( g \) on \( yd \) collinear with \( f \). Now consider the pentagon \( P \) consisting of \( a, e, g, f, b \). Observe that it is a pentagon indeed (e.g., if \( a \sim g \), then \( (a, d) \) is a polar pair, a contradiction). In \( P \) the pair \( (a, f) \) is polar.

Suppose that \( (e, f) \) is a special pair, so \( g = [e, f] \). The point \( a \) is collinear with \( e \) and polar with \( f \), so, by (ii), it must be collinear with \( g \), contradicting that \( P \) is a pentagon. Therefore, \( (e, f) \) is a polar pair. As \( b \) is collinear with \( f \), it follows again from (ii) that \( f \) is collinear with \( [b, e] = a \). This contradicts again that \( P \) is a pentagon. The conclusion is that there are no pentagons all of whose non-collinear pairs are special.

Suppose now that \( a, b, c, d, e \) are a pentagon in which \( (a, c) \) is a polar pair. The symplecton \( S \) on \( a \) and \( c \) contains \( b \) as well as a point \( f \) collinear with \( a, c \) and \( d \). In particular, \( f \), being collinear with \( c \), is distinct from \( e \), so the pair \( a, d \), having two distinct neighbors (viz. \( e \) and \( f \)), must be polar. Going round the pentagon, we see that all non-collinear pairs are in fact polar.

**Theorem 11.5.25** Let \( Z \) be a thick line space. Then \( Z \) is a nondegenerate root filtration space each of whose lines is on at least two maximal singular subspaces if and only if it is a root parapolar space of polar rank at least three and of diameter three.

**Proof.** Let \( Z \) be a thick nondegenerate root filtration space each of whose lines is on at least two maximal singular subspaces. Corollary 11.5.11 gives that \( Z \) is a root parapolar space of polar rank at least three. Furthermore, it follows from Remark 6.7.17 that its diameter is three. This proves one implication.

As for the ‘if’ part, suppose that \( Z = (E, F) \) is a thick root parapolar space of polar rank at least three and of diameter three. By definition, \( Z \) is a partial linear gamma space. We verify Conditions (1)--(8) of Definition 6.7.2 for \( Z \) to be a non-degenerate root filtration space with respect to the following partition \( \{E_i\}_{-2 \leq i \leq 2} \) of \( E \times E \).
(-2) \( E_{-2} \) is the equality relation.
(-1) \( E_{\leq -1} \) is the collinearity relation.
(0) \( E_0 \) is the polar relation.
(1) \( E_1 \) is the special relation.
(2) \( E_2 \) is the complement in \( E \times E \) of \( \bigcup_{-2 \leq i \leq 1} E_i \).

Conditions (1) and (2) follow directly from the definitions of \( E_{-2} \) and \( E_{-1} \).

(3) Let \( x, u, v \in E \) and \( i, j \in \{-2, \ldots, 2\} \). Suppose \( (u, v) \in E_1 \) and assume \( u \in E_i(x) \) and \( v \in E_j(x) \). We need to show that \( [u, v] \in E_{\leq i+j}(x) \). Without loss of generality, we may take \(-2 \leq i \leq j \leq 2 \) with \( i + j < 2 \).

Suppose \( i = -2 \). Then \( u = x \) and \( j = 1 \) so \([u, v] = [x, v]\) is collinear with \( x \), as required.

Next, suppose \( i = -1 \). If \( j = -1 \), then \( x = [u, v] \) by the definition of special pair, so there is nothing to prove. If \( j = 0 \), then by Lemma 11.5.24(ii) there is a point collinear with \( x, u \) and \( v \), which must be \([u, v]\), and so \([u, v] \in E_{\leq -1}(x)\), as required. If \( j = 1 \), then due to Lemma 11.5.24(iii) the \( 5 \)-circuit \( x, u \), \([u, v]\), \( v \), \([x, v]\) cannot be a pentagon. Since no other pair from the five points can be collinear, \([u, v]\) and \([x, v]\) must be collinear. If they are equal, then \([u, v]\) is collinear with \( x \), and there is nothing left to prove. Otherwise, there are at least two common neighbors to \( x \) and \([u, v]\), so \([u, v] \in E_{\leq 0}(x)\), as required.

If \( j = 2 \), then \([u, v]\), being a neighbor of \( u \), is at distance at most two from \( x \), whence in \( E_{\leq 1}(x) \).

Now suppose \( i = 0 \). If \( j = 0 \), take \( u_1 \) to be a point collinear with \( x, u \) and \([u, v]\) (which exists by Lemma 11.5.24(ii)) and, likewise, \( v_1 \) to be a point collinear with \( x, v \) and \([u, v]\). If \( u_1 \) and \( v_1 \) are distinct, then \([u, v]\) must be in \( E_{\leq 0}(x) \), so assume they coincide. But then \( u_1 \) is a common neighbor of \( u \) and \( v \) and so coincides with \([u, v]\), whence \([u, v] = u_1 \in E_{-1}(x)\). This shows that \([u, v]\) belongs to \( E_{\leq 0}(x) \).

If \( j = 1 \), then by Lemma 11.5.24(ii) there is a point collinear with \( x, u \), and \([u, v]\). Consequently, \([u, v]\) and \( x \) are at mutual distance at most two, whence \([u, v] \in E_{\leq 1}(x) \).

This ends the verification of the filtration axiom (3).

(4) Suppose \( (x, y) \in E_2 \). If \( a \) were to belong to \( E_{\leq -1}(x) \cap E_{\leq 0}(y) \), then, by Lemma 11.5.24(ii), there is a point \( b \) collinear with \( x, y \) (and \( a \)), so \( y \in E_{\geq 1}(x) \), contradicting the hypothesis \((x, y) \in E_2 \). Hence \( E_{\leq -1}(x) \cap E_{\leq 0}(y) \) is empty.

(5) Let \( x \in E \). Since \( Z \) is a gamma space, \( E_{\leq -1}(x) \) is a subspace. Suppose that \( y, z \in E_{\leq 0}(x) \) are distinct and collinear. In view of the previous case, we may assume that at least one of these, say \( z \), is not collinear with \( x \).

Thus, \((x, z)\) is a polar pair. If some point of \( yz \) is collinear with \( x \), then \( yz \) is contained in the symplecton determined by \( x \) and \( z \), and so lies in \( E_{\leq 0}(x) \). Therefore, we may assume that \((x, y)\) is also a polar pair. By Lemma 11.5.24(ii), there is a point \( u \in E \) such that \( u \) is collinear with \( x, y \), and \( z \). Applying Proposition 11.5.17(iii) to the line \( xu \) and the plane \( uyz \), we
conclude that all points of $yz$ are polar with $x$. Hence $E_{\leq 0}(x)$ is a subspace of $Z$.

(6). Let $x \in E$. We show that $E_{\leq 1}(x)$ is a geometric hyperplane of $Z$. Suppose that $S$ is a symplecton. We claim that there is a symplecton $T$ containing $x$ and meeting $S$ nontrivially. To see this, we argue by length of a path in the collinearity graph of $Z$ (which is connected as it is a parapolar space) from $x$ to $S$. If this length is 0, we can take $T = S$ and if it is 1, then the claim follows from the existence of a symplecton on a line joining $x$ to a point of $S$ (a parapolar space property). If the length of this path is two, let $y$ be a point collinear with $x$ and to a point of $S$. By the root parapolar space property there is a line of $S$ collinear with $y$, and by Proposition 11.5.17(iii), at least one point, say $z$ on this line is polar with $x$. Now the symplecton on $x$ and $z$ is as required. Suppose therefore, that the distance of $x$ to $S$ is at least three. By induction on the length, there is a symplecton $U$ containing a point $v$ collinear with $x$ and point $w$ of $S$. By Lemma 11.5.24(ii) there is a point $c$ collinear with $x, v,$ and $w$. But then $x$ has distance at most two to $S$, a contradiction, so we have established the claim.

Suppose that $l \in F$ has two points in $E_2(x)$. Take a symplecton $S$ containing $l$. By the above claim and Condition (5), there is a point, say $p$, of $S$ polar with $x$. By the polar space property of $S$, there is a point $q$ on $l$ collinear with $p$. By Lemma 11.5.24(ii), there is a point $a$ collinear with $p, q,$ and $x$. But then $x$ has distance at most two to the point $q$ of $l$, so $l$ has a point in $E_{\leq 1}(x)$.

In order to establish that $E_{\leq 1}(x)$ is a geometric hyperplane of $Z$, it remains to show that $E_{\leq 1}(x)$ is a subspace. Suppose that $y$ and $z$ are distinct collinear points of $E_{\leq 1}(x)$. In view of Condition (5), we may assume that at least one of them, say $z$, is special to $x$. If $y$ and $x$ lie in a symplecton $S$, then by Lemma 11.5.24(ii) there is a point $u$ collinear with $x, y, z,$ in which case all points of $yz$ are collinear with $u$ whence in $E_{\leq 1}(x)$. Therefore, we may assume that both $y$ and $z$ are special to $x$. But then, by Lemma 11.5.24(iii), the 5-circuit $x, [x, y], y, z, [z, x]$ is not a pentagon. This implies that $[x, y]$ and $[x, z]$ are collinear (observe that $y$ cannot be collinear with $[x, z]$ because of $(x, y) \in E_1$). If $[x, y] = [x, z]$, then $(y, z, [x, y])$ is a singular plane, and $yz \subseteq [x, y]^\perp$, so each point of $yz$ has distance at most two to $x$, proving $yz \subseteq E_{\leq 1}(x)$ Otherwise, each point of $yz$ is collinear with a point of the line joining $[x, y]$ and $[x, z]$ (as all these points belong to a single symplecton), and so has distance at most two to $x$, and again belongs to $E_{\leq 1}(x)$. This proves that $E_{\leq 1}(x)$ is a subspace, whence (6).

Condition (7) follows from Corollary 11.5.23 and Lemma 6.7.13 (recall that this lemma was proved from Conditions (1)–(6) only), while Condition (8) is a property of parapolar spaces and therefore also of $Z$. □
11.6 Root shadow spaces

In this section we introduce and study root shadow spaces of buildings of Weyl type. In Corollary 11.6.6 we find that root shadow spaces are root filtration spaces. Each building of Weyl type, has at least one root shadow space that is a nondegenerate root filtration space. The converse will be discussed in the next section (Theorem 11.7.11).

In the presence of a Coxeter type $M$, we will write $\Phi$ for the root system of type $M$, as constructed in Definition 4.5.1.

Definition 11.6.1 A root type is a pair $(M, J)$ consisting of a Weyl type $M$ and a subset $J$ of nodes of $M$ as appearing in Table 11.2. A root shadow space is a shadow space of root type.

Table 11.2. Root types $(M, J)$, root orbit lengths $l$, and ranks of symplecta (srk)

<table>
<thead>
<tr>
<th>$M$</th>
<th>$J$</th>
<th>$l$</th>
<th>srk</th>
<th>$M$</th>
<th>$J$</th>
<th>$l$</th>
<th>srk</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_n$</td>
<td>{1, $n$}</td>
<td>$\left(\frac{n+1}{2}\right)$</td>
<td>2</td>
<td>$E_7$</td>
<td>{1}</td>
<td>126</td>
<td>5</td>
</tr>
<tr>
<td>$B_n$</td>
<td>{1}</td>
<td>$2n$</td>
<td>$n$</td>
<td>$E_8$</td>
<td>{8}</td>
<td>240</td>
<td>7</td>
</tr>
<tr>
<td>$B_n$, $D_n$</td>
<td>{2}</td>
<td>$2n(n-1)$</td>
<td>3, $n-1$</td>
<td>$F_4$</td>
<td>{1}, {4}</td>
<td>24</td>
<td>3</td>
</tr>
<tr>
<td>$E_6$</td>
<td>{2}</td>
<td>72</td>
<td>4</td>
<td>$G_2$</td>
<td>{1}, {2}</td>
<td>6</td>
<td>-</td>
</tr>
</tbody>
</table>

In Table 11.2, we list, for each root type $(M, J)$, the length $l$ of its root orbit $|W\alpha|$ under the Coxeter group $W = W(M)$, where $\alpha$ is the unique root in $\Phi^+$ (cf. Proposition 11.6.2) orthogonal to all $\alpha_i$ for $i \in S \setminus J$, and, under the header srk, the ranks of symplecta in $ShSp(I(C), J)$ for a building $C$ of type $M$.

In the lemma below, we write $W_\alpha$ for a vector $v$ in the reflection representation of the Coxeter group $W$, to denote the stabilizer of $v$ in $W$. We also use the roots $e_i$, the root system $\Phi$, and the set $\Phi^+$ of positive roots as in Definition 4.5.1.

Proposition 11.6.2 If $(M, J)$ is a root type, then there is a unique root $\alpha \in \Phi^+$ such that $(e_i, \alpha) = 0$ for all $i \in L$. This root satisfies $W_\alpha = \langle L \rangle$.

Proof. Take $M = A_n$. Then $L = \{2, \ldots, n-1\}$ and so $\{e_i \mid i \in L\}^\perp = \alpha \mathbb{R}$ with $\alpha = e_1 + \cdots + e_n \in \Phi^+$. It follows that $\alpha$ is the unique positive root orthogonal to all $e_i$ for $i \in L$.

In all other cases, the size of $L$ is equal to $n-1$, so there is at most one positive root in $\{e_i \mid i \in L\}^\perp$. It is readily checked (case-by-case) that such a root $\alpha \in \Phi^+$ exists.
Clearly, \( \langle L \rangle \) fixes \( \alpha \), so \( \langle L \rangle \subseteq W_\alpha \). As \( \langle L \rangle \) is the Coxeter group of type \( M_0 \), its size is easily determined. By Theorem 1.7.5, the size of \( W_\alpha \) is equal to \( |W|/|W_\alpha| \). Verifying, for each root type \( (M,J) \), that the orbit \( W_\alpha \) has length \( |W/\langle L \rangle| \) (see Table 11.2), we find that the sizes of \( W_\alpha \) and \( \langle L \rangle \) are equal, so they coincide.

**Example 11.6.3** As a consequence of Proposition 11.6.2, there is a map 
\[ \mu : L^W L \to \{-2,-1,0,1,2\} \]
given by \( \mu(w) = i \) if and only if the root \( \alpha \in \Phi^+ \) of Proposition 11.6.2 satisfies \( (\alpha,w\alpha) = -i \). The map \( \mu \) is surjective in all cases but \( M = G_2, A_1, B_2 \). For root type \( F_{4,1} \), it is even bijective:

<table>
<thead>
<tr>
<th>( w \in L^W L )</th>
<th>( i )</th>
<th>( w\alpha )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \emptyset )</td>
<td>-2</td>
<td>( 2e_1 + 3e_2 + 4e_3 + 2e_4 )</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>( e_1 + 3e_2 + 4e_3 + 2e_4 )</td>
</tr>
<tr>
<td>12321</td>
<td>0</td>
<td>( e_2 + 2e_3 + 2e_4 )</td>
</tr>
<tr>
<td>12324321</td>
<td>1</td>
<td>( -e_1 )</td>
</tr>
<tr>
<td>123214321324321</td>
<td>2</td>
<td>( -2e_1 - 3e_2 - 4e_3 - 2e_4 )</td>
</tr>
</tbody>
</table>

But for root type \( B_{5,2} \), the set
\[ L^W L = \{ \emptyset, 2, 2132, 2345321, 213454321, 21324354321, 544321 \} \]
of \( (L,L) \)-reduced elements of \( W \) has size six, and so two of its elements map onto the same inner product. In the associated polar space, this reflects the two ways in which a pair of lines can be polar in the Grassmannian of lines: they can be disjoint inside a singular subspace and they can meet in a point but not lie in a common singular subspace. The convex closure of the former polar pair is a symplectic of rank three whereas the convex closure of the latter pair is a symplectic of rank \( n - 1 \).

**Lemma 11.6.4** Let \((W,S)\) be a Coxeter system of Weyl type \( M \), let \( \alpha \) be the unique root of \( \Phi^+ \) as in Proposition 11.6.2, and put \( \Psi := W_\alpha \). If \( \beta, \gamma \in \Psi \) satisfy \( (\alpha,\beta) = 0 \) and \( (\alpha,\gamma) = 1 \) but \( (\beta,\gamma) \neq 1 \), then there is a root \( \delta \) in \( \Psi \) with \( (\alpha,\delta) = (\beta,\delta) = (\gamma,\delta) = 1 \).

**Proof.** Because \( \Psi \) is a single \( W \)-orbit of roots and \( M \) is a Weyl type, we only need consider pairs of roots in the systems \( \Lambda_n, D_n, E_n \). For diagrams distinct from \( D_n \), there is only one \( W \)-orbit of orthogonal pairs \( (\alpha,\beta) \) from \( \Phi \) and for \( D_n \), the number of orbits is at most three if \( n = 4 \) and two if \( n > 4 \). Therefore, the proof can be reduced to a series of straightforward verifications. If, for instance, the type is \( D_n \) and \( \alpha = \varepsilon_1 - \varepsilon_2, \beta = \varepsilon_1 + \varepsilon_2 \) (with \( \Phi \) as in Exercise 4.9.23), then, without loss of generality we have \( \gamma = \varepsilon_3 - \varepsilon_2 \), and \( \delta = \varepsilon_1 + \varepsilon_3 \) is as required. \( \Box \)
Theorem 11.6.5 Every root shadow space of a thick building of Weyl type whose type is distinct from $\text{A}_n, \text{f}_1 \text{g}_{1,n}$ and $\text{B}_{3,2}$ is either a generalized hexagon, a nondegenerate polar space, or a root parapolar space of polar rank at least three and of diameter three.

Proof. Let $C$ be the chamber system of a thick building of Weyl type $Y_n$, let $Y_{n,J}$ be the type of its root shadow space $Z$, and put $L = S \setminus J$. A look at Table 11.2 shows that, without loss of generality, we may assume that $Y_n$ is distinct from $\text{A}_n$ and $\text{B}_3$ (by assumption), $\text{G}_2$ (the generalized hexagon case) and that $Y_{n,J}$ is distinct from $\text{B}_{n,1}$ (in which case $Z$ would be a nondegenerate polar space; see Example 11.4.8). In particular, $J = \{r\}$ for some $r \in S$.

By Theorem 11.5.13, $Z$ is a parapolar space. The element $r$ occurs at most three times in the longest element $w_0$ and hence in any $(L, L)$-reduced element of $W$; this shows that the diameter of $Z$ is three. Inspection of the diagrams shows that all symplecta have rank at least three. For instance, if $Y_{n,J} = \text{B}_{n,2}$, then the symplecta are the shadows on 2 of flags of type $[n][3]$, which are polar spaces of rank three, and the shadows on 2 of flags of type $\{1\}$, which are polar spaces of rank $n - 1$.

Suppose that $Y$ is a symplecton of $Z$ and that $x$ is a point outside $Y$ collinear with a point $y$ of $Y$. There are chambers $c$ and $d$ such that $y = cL^* = dL^*$, $Y = cK^*L^*$ for a suitable subset $K \subseteq S$ (on the complement of which $M$ induces the diagram $D_m$ or $B_m$ for some $m \geq 3$), and $xy = dr^*L^*$. Embedding $c$ and $d$ in an apartment and identifying the image with roots, we find a root $\alpha$ corresponding to $y$, a root $\beta$ with $(\alpha, \beta) = 0$ corresponding to a point $z$ of $Y$ non-collinear with $y$, and a root $\gamma$ with $(\alpha, \gamma) = 1$ representing a point $v$ of $xy$. By Lemma 11.6.4, there is a root $\delta \in W_\alpha$ representing a point $u$ collinear with $v$, $y$, and $z$. As $Z$, being a parapolar space, is a gamma space, the line $yu$ lies in $Y$ and consists of points collinear with $x$. This proves that $Z$ is a root parapolar space.

Corollary 11.6.6 Every root shadow space of a thick building of Weyl type $M$ is a root filtration space with respect to $(E_i)_{2 \leq i \leq 2}$. If its type is distinct from $\text{B}_{n,1}$, then it is nondegenerate.

Proof. It is known that the shadow spaces of type $\text{B}_{n,1}$ are nondegenerate polar spaces. The root spaces of type $\text{A}_{n,(1,n)}$ and $\text{G}_{2,1}$ are shown to be nondegenerate root filtration spaces in Theorem 6.7.7 and Example 6.7.10, respectively. According to Theorem 11.6.5, the remaining root shadow spaces are thick root parapolar spaces to which we can apply Theorem 11.5.25. This gives that these are nondegenerate root filtration spaces, as required.
11.7 Recognizing shadow spaces of buildings

Let \( j \in [n] \) and let \( Y_n \) be a Weyl type over \([n]\). In the previous section, we found various properties of line spaces that are typical of shadow spaces of the buildings of type \( Y_n \). Here we overview axioms for partial linear spaces that characterize the shadow spaces of type \( Y_{n,j} \) among all partial linear spaces. We omit most proofs, but give some rough outlines, and, as usual, provide some pointers to the literature in Section 11.9.

We begin with type \( \Lambda_n \). We will work with parapolar spaces and strongly parapolar spaces introduced in Definition 11.5.2. In Theorem 11.5.13(ii), we saw that most shadow spaces of buildings, including those of type \( \Lambda_{n,j} \) for \( j \notin \{1, n\} \), are parapolar. Actually, Proposition 11.4.13 shows that the latter are actually strongly parapolar.

For \( j \leq n \), the shadow spaces of type \( \Lambda_{n,j} \) are of course isomorphic to those of type \( \Lambda_{n,n+1-j} \), so we may restrict ourselves to types \( \Lambda_{n,j} \) with \( j \leq (n+1)/2 \). The case \( j = 1 \) corresponds to projective spaces of dimension \( n \) and is characterized by Theorem 6.3.1 and Proposition 11.1.9. For \( j > 1 \), we have the following result, based on the property stated in Proposition 6.6.2(iii).

**Theorem 11.7.1** Let \( Z \) be a thick strongly parapolar space of finite singular dimension that is not complete. If, for each point \( x \) and line \( l \) of \( Z \) such that \( x^\perp \cap l = \emptyset \), the set \( x^\perp \cap l^\perp \) is either empty or a line of \( Z \),

then \( Z \) is either a polar space, a shadow space of type \( \Lambda_{n,j} \) with \( n \geq 4 \) and \( 1 < j \leq (n+1)/2 \), or the quotient space of an infinite shadow space of type \( \Lambda_{2j-1,j} \) with \( j \geq 5 \) by a polarity of Witt index at most \( j - 5 \).

Notice that, in the latter case, the polarity preserves \( j \) as it is the middle node of \( \Lambda_{2j-1,j} \), so it induces an automorphism on the shadow space of type \( \Lambda_{2j-1,j} \) and the quotient space is as defined in Exercise 2.8.24.

**Sketch of Proof.** The proof starts with a space \( Z \) satisfying the hypotheses that is not a polar space. Its maximal singular subspaces will have to be identified as the elements of types \( j - 1 \) or \( j + 1 \) of the geometry. The members of the second class have dimension \( j \), and those of the first class have dimension \( n + 1 - j \). If \( j \neq (n+1)/2 \), these two classes can be separated by dimension. Otherwise more subtle arguments are needed to separate the classes; in fact, in the quotient case, the two classes are fused and the effort lies in constructing the covering space, in which the two classes can be separated. The proof runs by induction on \( j \): a new strongly parapolar space is constructed whose point set is the class of maximal singular subspaces.
of dimension \( n + 1 - j \); if \( j > 2 \), the new space is shown to satisfy the same properties as \( Z \) but with a class of maximal singular subspaces of dimension \( j - 1 \).

We continue with shadow spaces of buildings of type \( B_n \). Those of type \( B_{n,1} \) are polar spaces, and the converse holds as well in view of Theorem 7.5.8 and Proposition 11.1.9.

In view of Theorem 6.4.2, the analog of an affine projective space for a polar space would be a polar space from which a geometric hyperplane is removed. The following result characterizes such spaces. It uses the notion of an induced subspace of a line space of Definition 2.5.8.

**Theorem 11.7.2** If \( Z \) is a connected non-complete partial linear space such that, supplied with the class of planes, a geometry of type

\[
\begin{array}{ccc}
1 & A_1 & \text{Polar}_n \\
2 & \text{Polar}_n & 3
\end{array}
\]

results, where Polar\(_n\) stands for the class of nondegenerate polar spaces of rank \( n \), then \( Z \) is isomorphic to the subspace induced on the complement of a geometric hyperplane of a nondegenerate polar space of rank \( n + 1 \).

**Sketch of Proof.** The proof consists of reconstructing the points and lines missing from \( Z \) to turn it into a polar space. The new elements are reconstructed as may be expected from the setting of a missing geometric hyperplane, in a way similar to the construction of the projective space from an affine space as in the proof of Proposition 6.4.2. The complication with respect to the projective space case lies in the existence of different kinds of geometric hyperplanes in a nondegenerate polar space.

**Definition 11.7.3** Extending Definition 5.6.8, we call a connected partial linear space \( Z \) a near-polygon if, for every point \( p \) and every line \( l \) of \( Z \), there is a unique point on \( l \) nearest to \( p \).

A typical example of a near-polygon is the hypercube, the shadow space on \( n \) of the thin building of type \( B_n \).

**Theorem 11.7.4** If \( Z \) is a thick near-polygon such that any two points at mutual distance two have at least two common neighbors, then any two points of \( Z \) at mutual distance \( i \) are contained in a unique convex subnear \( 2i \)-gon.

The proof uses an intricate induction on \( i \), starting with the case \( i = 2 \). The resulting convex subspaces of diameter two are the symplecta of the parapolar space \( Z \). The complete collection of subspaces does not suffice to conclude that the space is a shadow space of type \( B_{n,n} \), as the counterexample of Corollary 5.6.7 shows.
Theorem 11.7.5 Suppose that $Z$ is a thick near $n$-gon such that every pair of points at mutual distance two have at least two common neighbors, so $X$ is a parapolar space. If, for any pair of a point $z$ and a symplecton of $Z$, the symplecton contains a unique point nearest $z$, then $Z$ is a shadow space of type $B_{n,n}$.

In Proposition 7.9.2, the Grassmannian of lines of a polar space is shown to be a root filtration space. So a general result recognizing root filtration spaces as shadows of buildings will take care of a recognition theorem for these Grassmannians. This is the content of Theorem 11.7.10.

Now let us consider the `thin from above' case for polar spaces of rank $n$. Definition 7.8.5 gave a way to construct a building of type $D_n$ from these, next to the usual ones of type $B_n$, which have thin $n$-panels. Taking one class of maximal singular subspaces of the polar space gives a shadow space of type $D_{n,n}$, called a half dual polar space, that can be characterized as follows.

Theorem 11.7.6 Let $Z$ be a parapolar space of polar rank at least three having a collection $M$ of maximal singular subspaces such that each line of $Z$ is contained in a member of $M$. Suppose that $d$ is a positive integer such that, for each point $x$ of $Z$ and each $M \in M$ with $x \not\in M$, the set $x^+ \cap M$ is either empty or a projective space of dimension $d$. If $d = 1$, assume also that some line of $Z$ is contained in at least two members of $M$. If $Z$ is not a polar space, then either $d = 1$ and $Z$ is a shadow space of type $D_{n,k}$ for some $k \geq 2$, or $d = 2$ and $Z$ is a homomorphic image of a shadow space of type $D_{n,n}$.

Shadow spaces of type $B_{d+2,1}$, that is, polar spaces of rank $d + 2$, are examples satisfying the hypotheses for arbitrary $d > 0$.

Remark 11.7.7 We can push the reduction from building to space a little further by restricting ourselves to collinearity graphs of shadow spaces. This does not work for $A_{n,1}$, since the collinearity graphs of these shadow spaces are complete. Although some other complications arise (due to the fact that, for two collinear points $x$ and $y$, the set $\{x, y\}^+$ strictly contains the line on $x$ and $y$ in cases described in Theorem 11.5.13(iii)), these are essentially the only counterexamples of Weyl type. Thus, apart from $A_{n,1}$ and its isomorph $A_{n,n}$, a shadow space of type $Y_{n,j}$ for any Weyl type $Y_n$ is uniquely determined by its collinearity graph.

As we have seen, there is at least one shadow space of each building of Weyl type that is a root filtration space. This calls for a converse. Theorem 7.9.19 made a step in this direction and has the following generalization.
Theorem 11.7.8 Suppose that \( Z \) is a thick nondegenerate root filtration space having a maximal singular subspace of dimension two. Then \( Z \) is either the Grassmannian of lines of a nondegenerate polar space or the root shadow space of type \( F_{4,1} \) or \( A_{3,\{1,3\}} \).

Sketch of Proof. If \( Z \) has a line that is contained in a unique maximal singular subspace, then Theorem 7.9.19 and the hypothesis that some maximal singular subspace has dimension two imply that \( Z \) is a shadow space of type \( B_{3,2} \) (in which case \( Z \) is the Grassmannian of lines of a nondegenerate polar space) or of type \( A_{3,\{1,3\}} \). Therefore, we (may) assume that every line is contained in at least two maximal singular subspaces. Corollary 11.5.11 shows that \( Z \) is a root parapolar space (cf. Definition 11.5.12) of polar rank at least three.

Denote by \( S \) the collection of all symplecta and by \( D \) the collection of oriflamme symplecta of rank three, that is, those isomorphic to the Grassmannian of lines of a projective space of dimension three (alternatively, an oriflamme geometry of rank three).

Put \( Z = (E, F) \). Assume first \( D \neq \emptyset \). On each line there is at most one member of \( T := S \setminus D \). If there is such a symplecton, then the triple \( (T, E, \ast) \), where \( T \ast x \) for \( (T, x) \in T \times E \) stands for \( x \in T \), is the rank two geometry of points and lines of a nondegenerate polar space of rank at least four, and \( Z \) is isomorphic to the Grassmannian of lines of this polar space. If there is no such a symplecton, then \( D \) can be partitioned into precisely three classes \( D_1, D_2, D_3 \) such that distinct symplecta \( D, D' \) belong to the same class if they meet in a single point of \( Z \). In this case, consider the incidence system \( (D_1, E, D_2, D_3, \ast) \), where

1. \( D \ast D' \) for distinct symplecta \( D, D' \) if and only if \( D \cap D' \) is a maximal singular subspace of \( Z \), and
2. \( D \ast x \) for a symplecton \( D \) and a point \( x \) if and only if \( x \in D \).

It is a residually connected geometry of type \( D_4 \) and hence a building of type \( D_4 \) (cf. Proposition 11.1.10 and the Chamber System Correspondence 3.4.6). The space \( Z \) is then easily seen to be isomorphic to the Grassmannian of lines of each of the three polar spaces that are shadow spaces of this building.

Assume next \( D = \emptyset \). In this case all symplecta necessarily have the same rank, which must be three. The incidence system \( (E, F, M, S, \ast) \), where \( \ast \) stands for symmetrized containment, is a residually connected geometry of type \( F_4 \), which can be shown to be a building. Clearly, \( Z \) is the point shadow of this geometry.

\( \square \)

Theorem 11.7.9 Suppose that \( Z \) is a thick strongly parapolar space of finite singular dimension at least two and diameter three satisfying the following properties.
(1) If $x$ is a point and $Q$ is a symplecton with $x \not\in Q$, then $x^+ \cap Q$ is not empty.

(2) For each point $x$ of $Z$, the set $Z_{\leq 2}(x)$ is a subspace of $Z$.

The space $Z$ is a shadow space type of $A_{5,3}$, $D_{6,6}$, or $E_{7,7}$.

**Sketch of Proof.** Besides singular subspaces and symplecta, certain convex spaces subspaces of diameter two need to be constructed, in order to construct the geometries of diagrams of the types appearing in the conclusion. These subspaces are of type $A_{4,2}$ for $A_{5,3}$, of type $D_{5,5}$ for $D_{6,6}$. In the case $E_{7,7}$, no such subspaces are needed. □

**Theorem 11.7.10** Every thick nondegenerate root filtration space of finite singular dimension all of whose lines are on at least two maximal singular subspaces is a shadow space of type $B_{n,2}$ ($n \geq 4$), $E_{6,2}$, $E_{7,1}$, $E_{8,8}$, or $F_{4,1}$.

**Sketch of Proof.** If the root filtration space, $Z$ say, has maximal singular subspaces of dimension two, then Theorem 11.7.8 applies, giving a shadow space of type $B_{n,2}$ ($n \geq 4$) or $F_{4,1}$ (the type $A_{3,1,1}$ is excluded by the requirement that there are at least two maximal singular subspaces on a line; see Example 6.7.20). Suppose, therefore, that $Z$ has singular dimension at least three.

By Theorem 11.5.25, $Z$ is a thick root parapolar space of polar rank at least three and of diameter three. Pick $x \in Z$. As $Z$ contains a special pair, Corollary 11.5.23 and Proposition 11.5.19(ii) force that the local space $x^+/\{x\}$ has diameter three. The singular dimension of $Z$ is at least three, so Proposition 11.5.19(iii) gives that $x^+/\{x\}$ satisfies the hypotheses of Theorem 11.7.9. Therefore, $x^+/\{x\}$ is a shadow space of type $A_{5,3}$, $D_{6,6}$, or $E_{7,7}$. It is fairly standard to show that all local subspaces are isomorphic. In particular, maximal singular spaces have dimensions in $\{4\}$, $\{4,6\}$, $\{6,7\}$, in the respective cases. With this information, subspaces of $Z$ can be constructed corresponding to each node of the diagram of type $E_n$, where $n = 6, 7, 8$. The construction of residually connected geometries of these types is relatively straightforward. In view of Proposition 11.1.11, this geometry is a building if $n = 6$. For $n = 7, 8$, some extra care is needed to derive this conclusion. The final step, establishing that $Z$ is isomorphic to the root shadow space of this building, is easy. □

Notice that, although they are not explicitly listed, the conclusion includes the shadow spaces of type $D_{n,2}$ ($n \geq 4$), as these are special cases of those of type $B_{n,2}$ ($n \geq 4$).

All spaces in the conclusion are root shadow spaces but not polar spaces. Therefore, Theorem 11.7.10 is a partial converse of Corollary 11.6.6. Here is a more complete converse.
**Theorem 11.7.11** Let $Z$ be a thick nondegenerate root filtration space. If the singular dimension of $Z$ is finite, then $Z$ is isomorphic to a shadow space of type $A_{n,1;n}$ $(n \geq 2)$, $B_{n,2}$ $(n \geq 3)$, $E_{6,2}$, $E_{7,1}$, $E_{8,8}$, $F_{4,4}$, or $G_{2,1}$.

**Sketch of Proof.** One of the following two cases prevails.

1. Each line is contained in a unique maximal singular subspace and $Z$ satisfies the hypotheses of Theorem 7.9.19.
2. The space $Z$ satisfies the hypotheses of Theorem 11.7.10.

Case (1) leads to $A_{n,1;n}$ $(n \geq 2)$, $B_{3,2}$, and $G_{2,1}$. If (1) does not hold, then, by Corollary 11.5.11, $Z$ is a parapolar space as in (2), and application of Theorem 11.7.10 leads to the remaining types of the conclusion. 

**11.8 Exercises**

**Section 11.1**

**Exercise 11.8.1** Lemma 11.1.3 can also be proven by an application of Lemma 4.5.9. To this end, consider the monoid of all relations on $C$ in which the product $AB$ of two relations $A$ and $B$ is given by $(c,d) \in AB$ if and only if there is $b \in C$ such that $(c,b) \in A$ and $(b,d) \in B$. We are interested in its submonoid $F$ generated by the relations $G_r$, for $r \in S^*$, given by $(c,d) \in G_r$, if there is a simple gallery from $c$ to $d$ of type $r$. Show that there is a uniquely determined map $G : W \to F$ such that $G(w) = G_r$ if $r$ is a minimal expression of $w$.

(*Hint: Use Exercise 3.7.4(d) to verify the hypotheses of Lemma 4.5.9.*)

**Exercise 11.8.2** Show that the geometries $(\mathcal{L}, +, \tau)$ of type $\tilde{A}_{n-1}$ of Theorem 2.7.14 are buildings for each $n \in \mathbb{N}$, $n > 2$.

**Exercise 11.8.3** Let $(W, S)$ be a Coxeter system of type $M$ and let $C$ be a building of type $M$.

(a) Denote by $C$ the set of chambers of $C$. Show that $\delta_C$ as defined in Corollary 11.1.14 is a map satisfying the following three properties for all $x, y \in C$, where $w = \delta_C(x, y)$.

1. $\delta_C(x, y) = 1$ if and only if $x = y$.
2. For each $z \in C$ with $\delta_C(y, z) = r \in S$, we have $\delta_C(x, z) \in \{w, wr\}$; if, moreover, $l(wr) > l(w)$, then $\delta_C(x, z) = wr$.
3. For each $r \in S$, there exists $z \in C$ such that $\delta_C(y, z) = r$ and $\delta_C(x, z) = wr$. 
(b) Suppose that $C$ is a set and $\delta : C \times C \to W$ is a map satisfying (i), (ii), (iii) as stated for $\delta_C$. Prove that $C$, supplied with the relations $\sim_r$ on $C$ for $r \in S$ given by $x \sim_r y$ whenever $\delta_C(x, y) \in \{1, r\}$, is a building of type $M$.

**Exercise 11.8.4** Let $\mathcal{C}$ be a chamber system of Coxeter type $M$. Show that the following statements are equivalent. Here, the map $G : W \to F$ is as in Exercise 11.8.1, and $\text{id}$ stands for the identity (diagonal) relation on $\mathcal{C}$.

(a) $\mathcal{C}$ is a building.
(b) For each $w \in W$ we have $G(w) \cap \text{id} \neq \emptyset$ if and only if $w = 1$.
(c) For each pair $(c, d)$ of chambers of $\mathcal{C}$, there is exactly one $w \in W$ with $(c, d) \in G(w)$.

Conclude that, if $\mathcal{C}$ is a building of type $M$, we have $(c, d) \in G(w)$ if and only if $\delta_C(c, d) = w$.

**Exercise 11.8.5** Combine Lemma 3.4.9, Proposition 4.5.15, and Corollary 4.5.13(iii) to prove that a building of type $M$ is residually connected. (In the text, this is proved later, see Corollary 11.2.12.)

**Section 11.2**

**Exercise 11.8.6** Show that, in each spherical building, any two opposite chambers are in a unique apartment. What about two chambers that are not opposite?

**Exercise 11.8.7** (This exercise is used in Corollary 11.2.6.) Take a building $\mathcal{C}$ over $S$ and let $(c, A)$ be a pair consisting of a chamber $c$ of $\mathcal{C}$ and an apartment $A$ of $\mathcal{C}$ containing it.

(a) Show that, for each $x \in C$, there is a unique chamber $\rho_{c, A}(x)$ in $A$ with the property that $\delta_C(c, x) = \delta_C(c, \rho_{c, A}(x))$. This chamber is called the **retract of $x$ onto $A$ with center $c$**.

   *(Hint: Since $A$ is an apartment, there is a strong isometry $\alpha : W \to C$ with $\alpha(W) = A$ and $\alpha(1) = c$. Now $\rho_{c, A}$ is the composite of the homomorphism of chamber systems $x \mapsto \delta_C(c, x)$ (cf. Corollary 11.1.14) and $\alpha$.)*

(b) Derive that $\rho_{c, A}$ is a homomorphism of chamber systems over $S$ which is the identity on $A$. This justifies the name ‘retract’.

(c) Verify that $\rho_{c, A}$ maps minimal galleries starting at $c$ onto minimal galleries of the same type.

**Exercise 11.8.8** Let $\mathcal{C}$ be a building over $S$. Suppose that $X$ is a $J$-cell and $Y$ is a $K$-cell of $\mathcal{C}$ for certain $J, K \subseteq S$. Prove the following assertions.
(a) There is a single element \( w \in W^K \) such that, for each \( x \in X \) and \( y \in Y \), we have \( \delta_C(x, y) \in (J)w(K) \).
(b) The shortest distance between \( X \) and \( Y \) is equal to \( l(w) \).
(c) The shortest distance is assumed as follows: take a point \( x \in X \). Use the Gate Property 11.2.9 twice) to determine the chamber \( d \) of \( Y \) nearest to \( x \) and, next, to determine the chamber \( c \) of \( X \) nearest to \( d \). Then \( w = \delta_C(c, d) \).
(d) The shortest distance (as indicated in the previous part) is not necessarily assumed by a unique pair of chambers \( (c, d) \in X \times Y \).

Exercise 11.8.9 Let \((W, S)\) be a Coxeter system. Define the relation \( \leq \) on \( W \) by \( w_1 \leq w_2 \) if and only if there is a minimal expression \( r_1 \cdots r_q \) for \( w_2 \) with \( r_1, \ldots, r_q \in S \) such that \( w_1 = r_{i_1} \cdots r_{i_q} \), where \( 1 \leq i_1 < i_2 < \cdots < i_q \leq q \). Prove that \( \leq \) is a partial ordering on \( W \). This order is known as the Bruhat order on \( W \). Show that, if \( W \) is finite, it has a unique maximum element with respect to the Bruhat order.

Section 11.3

Exercise 11.8.10 Prove that \((B, N, W, S)\) is a Tits system if and only if it satisfies Conditions (i), (ii) of a Tits system (Proposition 11.3.3) and \((W, S)\) is a Coxeter system such that for every \( w \in W \), \( r \in S \) with \( l(\alpha r w) > l(w) \) we have
\[BwBrB = B\alpha wBrB \quad \text{and} \quad BrBrB = B\alpha BrB.\]

(Hint: Since \((W, S)\) is a Coxeter system, we have \( r = r^{-1} \) so \( rBr^{-1} \subseteq B \) would imply \( BrB \cup B = BrBrB \subseteq B \) and hence, \( r \in B \), a contradiction with (ii). This establishes (iv). In order to prove (iii), suppose \( l(\alpha w) \) \( l(w) \) (otherwise we are done). Then \( l(\alpha w r) > l(w) \) so \( BwBrB = B\alpha w BrB = B\alpha w BrBrB = B\alpha w B BrB = B\alpha w B \cup Bw BrB \subseteq B\alpha w B \cup Bw B \), whence (iii).)

Exercise 11.8.11 Recall from Definition 4.5.3 that \( R \) denotes the set of reflections of \((W, S)\). For \( w \in W \), write \( T_w = \{ r_\beta \in R \mid \beta \in \Phi_w \} \), where \( r_\beta \) is the reflection in \( R \) with root \( \beta \). Use Corollary 4.8 and Exercise 4.9.15(b) to prove the following properties of \( T_w \).

(a) If \( w = r_1 \cdots r_q \) is a minimal expression for \( w \), then
\[T_w = \{ r_q \cdots r_{i+1} r_i r_{i+1} \cdots r_q \mid i \in [q] \} \]
(b) \( T_w \) is a finite set of reflections in \( W \) of cardinality \( l(w) \).
(c) If \( w = sv \) for \( s \in S \) and \( v \in W \) with \( l(v) = l(w) - 1 \), then \( T_w = T_v \cup \{ v^{-1} sv \} \).
(d) \( BT_w B \subseteq Bw^{-1} BwB \).
Exercise 11.8.12 For a spherical Coxeter type \( M \), the existence of a Tits system in a group \( G \) implies that \( G \) acts strongly transitively on the associated building; see Corollary 11.3.11(iii). This is not necessarily true if \( M \) is not spherical, as can be seen already from the following rank two example. Fix two integers \( p \) and \( q \). Let \( T \) be an infinite tree whose vertices partition into two cocliques, \( T_1 \) and \( T_2 \), such that each vertex in \( T_1 \) has all of its \( p \) neighbors in \( T_2 \) and each vertex in \( T_2 \) has all its \( q \) neighbors in \( T_1 \). This leads to a geometry over \([2]\) in which incidence is given by adjacency in \( T \). So an edge is a chamber and an \( i \)-panel consists of all edges sharing a given vertex of type \( 3 - i \).

(a) Show that a subset of \( T \) is an apartment if and only if it is a 2-sided infinite path in \( T \).

(b) Take an edge \( c = \{a, b\} \) of \( T \). Let \( r_a \) be an involutory automorphism fixing \( a \) and interchanging \( b \) with another neighbor \( b' \) of \( a \). Show that there is an apartment \( A \) containing \( a, b, b' \) that is left invariant by \( r_a \).

(c) Let \( r_b \) be an involutory automorphism of \( T \) fixing \( b \), leaving invariant \( A \) and interchanging the two neighbors of \( b \) in \( A \). Put \( N = \langle r_a, r_b \rangle \). The group \( H := N \Cap A \) fixes \( a \) and \( b \) and leaves invariant \( A \) and so induces the identity on \( A \) and \( W := N/H \) is the infinite dihedral group. Take \( p = q \) and label every edge of \( T \) with an integer from \([p - 1]\) in such a way that

(1) \( \) edges from the same \( N \)-orbit have the same label (in particular, edges in \( A \) have the same label);

(2) \( \) all \( p - 1 \) edges sharing a vertex \( x \) of \( T \) but not containing a second vertex on the unique geodesic from \( x \) to \( A \), have distinct labels.

For each \( k \in \mathbb{N} \), let \( g_k \) be an automorphism of \( T \) that fixes all vertices at distance at most \( k \) from \( a \), and, for each vertex \( x \) at distance \( k \) to \( a \), permutes the \( p - 1 \) vertices adjacent to \( x \) and at distance \( k + 1 \) to \( a \) and distinct from \( b \) in such a way that the permutation \((1, 2, \ldots, p - 1)\) is induced on the edges containing \( x \) but not on the geodesic to \( a \). Moreover, let \( h_k \) be an automorphism of \( T \) defined similarly with the roles of \( a \) and \( b \) interchanged. Finally, let \( B \) be the subgroup of the automorphism group of \( T \) generated by all \( g_k \) and \( h_k \) for \( k \in \mathbb{N} \). Establish that \((B, N)\) is a Tits system in \( G := \langle B, N \rangle \).

(d) Prove that \( G \) is not transitive on the set of all apartments of \( T \).

Exercise 11.8.13 Let \( C \) be a thick spherical building of rank at least two. A \textit{root} of \( C \) is a root of an apartment in \( C \) (cf. Exercise 4.9.22). The building \( C \) is called \textbf{Moufang} if, for each root \( \alpha \) of \( C \), the root group \( U_\alpha \) of all elements of \( g \in \text{Aut}(C) \) fixing each chamber in a panel of \( C \) having two chambers in \( \alpha \) is transitive on the set of apartments of \( C \) containing \( \alpha \). Prove the following assertions.

(a) A thick projective plane \( \mathbb{P} \) is Moufang (according to Definition 7.7.8) if and only if the corresponding building (that is, the chamber system of the rank two geometry of the plane) is Moufang.
If $C$ is Moufang, then $\text{Aut}(C)$ is strongly transitive on $C$.

If $C$ is Moufang, then so is every $J$-cell of $C$ for $J \subseteq S$ with $|J| \geq 2$.

Exercise 11.8.14 Let $G$ be a group with Tits system $(B, N, W, S)$ and let $J \subseteq S$. The shadow space $\text{ShSp}(\Gamma(B), J)$ on $J$ of the building $B$ corresponding to this Tits system is

$$\left(\frac{G/G^{(L)}}{\{gG^{(j)}G^{(L)}/G^{(L)} \mid g \in G, j \in J\}}\right) \quad \text{where } L = S \setminus J.$$ 

Section 11.4

Exercise 11.8.15 In the case where $A$ is an irreducible linear spherical Coxeter diagram with end nodes $j$ and $k$, the proof of nonexistence of a factorization $W = \langle A \setminus \{k\} \rangle \langle A \setminus \{j\} \rangle$ can also be given by means of order computations. Finish the proof of Corollary 11.4.3 in this way.

Exercise 11.8.16 For $L = S$, the conclusion of Corollary 11.4.4 reads $N_W(\langle K \rangle) = \langle K \rangle \langle K^+ \rangle$. This is false in general: take $w_0 \in W$ to be the longest element of $W$ for a Coxeter group of spherical type $M$ where $w_0 \in Z(W)$ (see Theorem 4.6.6). Then $w_0$ normalizes $\langle K \rangle$ for every $K \subseteq S$, but $w_0$ cannot be written as a product of an element of $\langle K \rangle$ and an element of $\langle K^+ \rangle$ for most nontrivial choices of $K$. Prove this statement for at least one choice of $K$. Conclude that the hypothesis about $K_1$ and $K_2$ not having connected components disjoint from $J$ in the corollary is needed.

Exercise 11.8.17 Let $j, k,$ and $l$ be elements of $S$ such that $\{k\}$ separates $\{j\}$ from $\{l\}$ in $M$ (cf. Definition 2.5.4). Consider the shadow space $\text{ShSp}(\Gamma, j)$ on $j$ of the geometry $\Gamma$ of a building of type $M$. Prove, for elements $u$ and $v$ of $\Gamma$ of type $k$ and $l$, respectively, that $u$ and $v$ are incident in $\Gamma$ if and only if $\text{Sh}_j(u) \subseteq \text{Sh}_j(v)$.

Exercise 11.8.18 Let $K_1$ and $K_2$ be subsets of $S$. Prove that two shadows $cK_1^*L^*$ and $dK_2^*L^*$ have an empty intersection if and only if $w \notin (L)$, where $w$ is the shortest element in $\langle K_1 \rangle \langle c, d \rangle (K_2)$.

Section 11.5

Exercise 11.8.19 Show that the direct product of two parapolar spaces is a parapolar space.

Exercise 11.8.20 Recall the setting of Exercises 2.8.24, and 7.11.11. Suppose that $A$ is a group of automorphisms of a parapolar space $Z$ such that $d(x, \sigma(x)) \geq 5$ for each point $x$ of $Z$ and $\sigma \in A \setminus \{1\}$. Prove that $Z/A$ is a parapolar space.
Exercise 11.8.21 Let \((x, y)\) be a special pair of points of a parapolar space \(Z\), with common neighbor \(z\). Prove that each pair \((x', y')\) of points with \(x' \in xz \setminus \{z\}\) and \(y' \in yz \setminus \{z\}\) is special.

Exercise 11.8.22 Prove that the diameter of a root parapolar space of polar rank at least three is at most three.

Exercise 11.8.23 Let \(V := H \times Z\) be the direct product of a thick projective space \(H\) and a thick nondegenerate polar space \(Z\) of rank at least two, as in Example 11.5.4. Prove that the strongly parapolar space \(V\) satisfies the conclusion of Proposition 11.5.19(iii) if and only if \(H\) is a line.

Section 11.6

Exercise 11.8.24 Verify that Proposition 11.6.2 also holds for types \((M, J) = (H_3, \{2\})\) and \((H_4, \{1\})\), where the nodes of the diagrams as in Figure 4.2 are labelled 1, 2, 3 and 1, 2, 3, 4, respectively, from left to right.

(Hint: For \(H_3\), take \(e_1 = \varepsilon_1 \sqrt{2}\), \(e_2 = (-\varepsilon_1 \frac{1}{2} + \varepsilon_2 \cos(\pi/5) - \varepsilon_1 \cos(\pi/5)) \sqrt{2}\), \(e_3 = \varepsilon_3 \sqrt{2}\), where \(\varepsilon_1, \varepsilon_2, \varepsilon_3\) represent an orthogonal basis of \(\mathbb{R}^3\). The set \(\Phi\) consists of all vectors obtained from \(e_1\) and \(e_2\) by even permutations of the coordinates and arbitrary sign changes in each coordinate. Similarly for \(H_4\) starting from \(e_1 = (e_4 \cos(3\pi/5) - \varepsilon_1 \frac{1}{2} + \varepsilon_2 \cos(\pi/5)) \sqrt{2}\) and \(e_i = e_{i-1}\) above for \(i = 2, 3, 4\), and \(\Phi\) obtained by the same operations as for \(H_3\) from \(e_1, e_2,\) and \((\varepsilon_1 + \varepsilon_2 + \varepsilon_3 + \varepsilon_4) / \sqrt{2}\).)

Exercise 11.8.25 Show that each root shadow space is uniquely determined by its collinearity graph.

(Hint: In all cases except \(B_{3,2}\), the line on the two collinear points \(x\) and \(y\) coincides with \(\{x, y\}^{11}\). In the case of \(B_{3,2}\), a line is the intersection of a maximal singular subspace and a symplecton.)

Section 11.7

Exercise 11.8.26 Consider a line space \(Z\) as in Theorem 11.7.9. Prove that, for each point \(x\) of \(Z\), the subspace \(Z_{\leq 2}(x)\) is a geometric hyperplane of \(Z\).

11.9 Notes

The theory of buildings was developed by Tits in the 1960s. The standard reference for buildings is [285]; the founding paper is [283]. The book [285] contains the classification of thick spherical buildings of rank at least three. Many classifications of groups, such as Timmesfeld's results [278] on abstract root subgroups of a group, depend on it. The introduction to buildings in
this chapter follows the ideas of [286]. Easier introductions to the topic are [2, 37, 129, 246]. See [244] for a rather abstract way of constructing buildings. The recent book [304] gives a very lucid treatment of the most difficult (and crucial) parts (for the classification) of [285].

**Section 11.1**

The current definition of a building is a slight variation of Tits’ definition in [286]. It differs entirely from the first approach, which is in [285]. There are many others, of which we only mention a definition using the metric properties, closely linked to the Gate Property 11.2.9, in [246].

A beautiful way of discovering buildings inside buildings rests on a theory of admissible partitions of the nodes of a Coxeter diagram. It is a geometric counterpart of Galois theory and makes it possible to construct the polar geometries from projective geometries; it is described in Mühlherr’s thesis [224] and the construction of rank three polar spaces whose singular planes are projective planes defined over Cayley division rings (cf. Example 2.3.4) from buildings of type $E_7$ is an application [223].

**Section 11.2**

The chamber $e$ closest to $d$ in $cJ^*$ of Remark 11.2.10 is named the projection of $d$ on $cJ^*$ in [285], and the gate for $d$ in $cJ^*$ in [246].

Proposition 11.1.11 does not extend to type $E_7$: it is no longer true that every residually connected chamber system of type $E_7$ is a building; see [33]. This implies that there is no division of a closed gallery in three parts belonging to cells of proper subtypes, as was used in the proof of Proposition 11.1.11 for $M = E_6$.

Corollary 11.2.6 gives the connection between the given definition of a building, in terms of homotopy, and the more classical definition, in terms of apartments. It occurs in [286].

**Section 11.3**

A Tits system (cf. Definition 11.3.5) is called a B,N-pair in [283, 285] and denoted by $(G, B, N, S)$. Observe that $W = N/(B \cap N)$. They appear in the theory of algebraic groups, Lie groups, $p$-adic Lie groups, and Kac-Moody groups.

The classification of spherical buildings whose types have no components of rank one or two in [285] implies that all these buildings have a Tits system. The classification of spherical buildings of rank two is an entirely different story. There are many (wild) examples of generalized triangles (projective planes, cf. Example 2.3.4) and generalized quadrangles (cf. [273, 274] for the Fraïssé construction, and Example 8.3.17). But no finite generalized hexagons or generalized octagons are known that do not come from a Tits system in (twisted versions of) algebraic groups.
Section 11.4

Various parts of the proofs of Section 11.4 come from [72, 35]. For properties of shadow spaces of buildings, see also [92, 73]. The diameters of all shadow spaces of type $Y_{n,j}$ with $Y_n$ spherical are known, see [35]. The number equals the maximum over all minimal numbers of occurrences of $j$ in expressions for $([n]\backslash\{j\}, [n]\backslash\{j\})$-reduced elements of $W(Y_n)$.

An attempt at an explanation for the list of types in Definition 11.4.14 is given in Remark 11.4.15. The characterizations of the remark are connected with their appearance in normalizers of maximal split tori in algebraic groups, topics that we do not touch upon in this book. The proof of Remark 11.4.15(i) is easy and can be found in, for instance, [168] and [29]. The proof of Remark 11.4.15(ii) is more involved and can be found in [285, 290]. Usually (cf. [29]), Property (i) of Remark 11.4.15 is used to define Weyl groups.

Section 11.5

The material at the beginning of this section, especially Theorem 11.5.10, is known as Cooperstein theory; it originates from [93] and is also treated in [45, 69, 260]. An alternative name for symplecta (coined in [127] for the particular case of a building of type $F_4$) is hyperline, and for parapolar space (which, to our knowledge, first appeared in [76]) is polarized space, although in the latter case the precise conditions (regarding thickness of lines, connectedness of the space, and the common neighbors of two points at mutual distance two being allowed to be a singular space of rank bigger than one) differ slightly.

The nondegeneracy assumptions in Definition 11.5.2 are slightly stronger than those found in the literature regarding parapolar spaces, [76, 152, 45, 189]. This does not greatly harm the strength of the results to be discussed, and simplifies their presentation.

The content of Theorem 11.5.10 originates from [92, 93]. It is somewhat extended in [45, 69].

The list of shadow spaces of diameter two is rather restricted. However, if the condition ‘singular’ in Proposition 11.5.15 is replaced by ‘diameter two’, the conclusion can no longer be that the subspace is the shadow of a flag. Counterexamples are given in [94].

The notion of a root filtration space and the main results in this direction, like Theorem 11.5.25, can be found in [80, 81]. It connects very well with root parapolar spaces, which were studied in [189], without use of the terminology, in order to characterize root shadow spaces. The results from Proposition 11.5.17 to Corollary 11.5.23 are due to [257].

Section 11.6

The sources for this section are [35, 80, 81].
New results on the connection between subspaces in shadow spaces and elements in buildings are to be found in [186, 187, 227].

The only root shadow spaces missing from Theorem 11.7.11 are the polar spaces of type $C_{n,1}$. Indeed, polar spaces are root shadow spaces of type $C_{n,1}$. The shadow spaces of type $D_{n,1}$ and $A_{3,2}$ are polar spaces, but the corresponding nodes of $D_n$ and $A_3$ are not root nodes. It is well known that a building of type $D_n$ is a non-thick building of type $B_n$; since the types $A_3$ and $D_3$ are isomorphic, a building of type $A_3$ can also be seen as a non-thick building of type $B_3$. In this way, polar spaces of type $D_{n,1}$ and $A_{3,2}$ can be viewed as root shadow spaces of type $C_{n,1}$ (with $n = 3$ in the latter case).

Timmesfeld [278] showed that the root filtration spaces $(E, F)$ that are sets of abstract root subgroups for which $E_{-1} = E_1 = \emptyset$ (which he calls degenerate) arise from polar spaces (cf. Exercise 7.11.36). Cuypers [104] gave a geometric interpretation of Timmesfeld’s result, which also generalizes it. Cuypers’ result is a characterization of nondegenerate polar spaces by means of hyperbolic lines (that is, subsets of the form $\{x, y\}^\perp$, where $x$ and $y$ are non-collinear points of the polar space).

Timmesfeld’s theory of abstract root groups was an initiative to view the beautiful results on 3-transpositions by Fischer [126] as a special case of a more general set-up in which the original setting would be the case where the parameterizing field has two elements. A comprehensive treatment can be found in [8]. A geometric approach was initiated by Buekenhout [40] and brought further by Cuypers, Hall, Weiss, and Zara [147, 101, 105, 301, 302]. The basic notion is that of a Fischer space, a partial linear space in which each plane is isomorphic to a dual affine plane of order two or to an affine plane of order three.

Section 11.7

The general pattern of the section is that, from line spaces satisfying suitable axioms, subspaces can be found that correspond to shadows of elements of various types, from which the full geometry of the building can be reconstructed. There is a more general technique of constructing a chamber system of a given (suitable) type from a space. It is based on the idea that, for a chamber system, all that is needed to reconstruct it from a shadow space is the local picture of the flag, that is, of the subspaces related to the flag. Thus, we need not always construct the whole geometry from global knowledge of a space $Z$, but rather can construct chambers of the form $(x_i)_{i \in S}$ where $x_1$ is a point, $x_2$ a line containing the point $x_1$, and $x_7$, say, a subspace of the residue $x_1^*/\{x_1\}$ of $x_1$, rather than a globally defined subspace of $Z$. This generalization has been made possible by Tits’ chamber system approach to buildings in [286].

Theorem 11.7.1 is proved in [71], which extends results by Cooperstein [93]. The proof in [71] uses a technical lemma involving a small part of Tits’ classification [285] of polar spaces of rank 3. Shult and Thas [261] gave a
shorter proof of that lemma using the fact that the generalized quadrangles involved are Moufang. See [259, 152] for other characterizations of the Grassmannians $\mathcal{A}_{n,d}$ and [125] for affine versions.

Theorem 11.7.2 is proved in [84].

Theorem 11.7.4 is due to Brouwer and Wilbrink, [36], but the start of the induction, the case $i = 2$, establishing the existence of quads, stems from the initial work by Shult and Yanushka [258]. The existence of such subspaces was known in the case of classical dual polar spaces from work of Cameron [56].

Theorem 11.7.5 rests on Cameron’s [56] characterization, which is improved by work of Shad and Shult [252]. See [109] for details on near polygons. A remarkable near-octagon is connected with the second Janko group $J_2$; see [85]. It shows that not every thick near-octagon satisfies the hypotheses of Theorem 11.7.4.

Theorem 11.7.6 is due to Shult [256].

Remark 11.7.7 is based on [92, 72].

According to [189], Theorem 11.7.9 can be generalized so as to allow for singular dimension at least one, at the cost of adding products of lines and nondegenerate polar spaces and dual polar spaces to the conclusion (cf. Exercise 11.8.23).

The proof of Theorem 11.7.10 is a composition of various results from the literature. First, Shult [257] showed how more properties can be derived for a root parapolar space of polar rank at least three, such as Proposition 11.5.17(iv). Next, Shult and Kasikova [189] proved that conditions of Cohen and Cooperstein [76] are satisfied, which suffice for the existence of all subspaces needed to recover the geometry of the building. The proof in [189] differs from the one sketched here in that the spaces of type $D_{4,2}$ are treated as spaces of type $F_{4,1}$ (cf. Exercise 7.11.35).

The characterization of root filtration spaces plays a role in both the classification of simple modular Lie algebras (see [80, 82]) and the classification of groups generated by ‘abstract root subgroups’ developed by Timmesfeld [278].

A somewhat more complicated set of axioms for a characterization of shadows spaces of many different types is given by Hanssens [152].

Section 11.8

The definition of the Moufang property in Exercise 11.8.13 can easily be generalized to an arbitrary group $G$ acting on a spherical building $\mathcal{C}$ instead of $\text{Aut}(\mathcal{C})$. For such a group $G$ and each root $\alpha$ of $\mathcal{C}$, the root subgroup $U_\alpha$ is a normal subgroup of $G_\alpha$ acting regularly on the set of apartments of $\mathcal{C}$ containing $\alpha$ (cf. [247, 2]). If $\mathcal{C}$ has rank one, then the definition of Exercise 11.8.13 for $\mathcal{C}$ to be Moufang does not work properly for three reasons. First, $\text{Aut}(\mathcal{C})$ is the full symmetry group on the set $\mathcal{C}$ of chambers of $\mathcal{C}$. Second, a root consists of a single chamber and so there are no panels having two
chambers in a root. Third, a root group $U_\alpha$ need not be a normal subgroup of $\text{Aut}(C)$ acting regularly on the set of apartments containing $\alpha$. Consider the following adjusted definition: A group $G$ acting on $C$ is called \textbf{Moufang} if, for each root $\alpha$ of $C$, there is a normal subgroup $U_\alpha$ of $G_\alpha$ consisting of elements of $G_\alpha$ fixing each chamber of $\alpha$ and each chamber in a panel of $C$ having two chambers in $\alpha$, acting regularly on the set of apartments of $C$ containing $\alpha$. (The subgroup $U_\alpha$ is called the root subgroup of $G$ corresponding to $\alpha$.) This definition with $G = \text{Aut}(C)$ coincides with the one of Exercise 11.8.13 if $C$ has rank at least two. Moreover, it is equivalent to $C$ being a Moufang set as defined in Remark 6.2.3.

By [285], every spherical building whose Coxeter type has no components of rank one or two is Moufang, and so all of its rank two residues are Moufang generalized polygons. As mentioned in Section 2.9, the classification of all Moufang generalized polygons is given in [290]. In particular, the finite Moufang generalized octagons are coset geometries of the finite groups $^2F_4(q)$ of Lie type. But generalized octagons are neither of Weyl type nor nontrivial root filtration spaces (cf. Exercise 6.8.18). Accordingly, the groups $^2F_4(q)$ are the only finite groups of Lie type and of rank at least two that are not covered by the theory of root filtration spaces.
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- $\Phi_v$, 181
- $\mathbb{P}^1(\mathbb{D})$, 279, 497
- $\text{Sh}_L(F, \Gamma)$, 82, 299
- $\text{ShSp}(I, J)$, 82
- $\text{ShSp}(I, J, T)$, 82
- $\text{Til}$, 106
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- $\lceil n \rceil$, 7
- $K_{m \times n}$, 21, 399
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- $\langle X \rangle$, 86
- $[n]$, 43
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- $\mathbb{D}_{p,q}$, 480
- $\perp$, 58
- $\delta_C$, 544
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- $\pi(p)$, 278
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- $\text{rk}(Z)$, 353
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- He, 111
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- $\sigma$-linear, 107, 338
- $\sigma$-quadratic form, 489
- $\sigma$-sesquilinear form, 334
- $\sim$, 4, 58
- $\Upsilon(Z)$, 403
- $\zeta$, 162, 536
- $d_\Delta$, 22, 566
- $d_{C(M)}$, 162
- $e_i$, 180
- $g$-gon, 60
- $i$-adjacent, 114
- $i$-element, 5
- $i$-object, 120
- $i$-order, 66, 391
- $j$-diameter, 59
- $j$-line, 82
- $l$, 162, 298
- $m$-covering, 51, 110
- $n$-dimensional cross polytope, 154
n-dimensional hypercube, 206
n-dimensional measure polytope, 154
n-simplex, 153, 201
p-local integers, 92
t-transitive, 90, 100, 250, 265, 557
wS, 195, 563

(\chi), 7
\Alk, 10
\Aut(I), 9
\Cor(I), 9
C_n, 10, 27
Dib_n, 27
Pet_n, 109, 270
\Sym(X), 9
\Sym_n, 10
\Til_n, 111, 270
AGL(V), 165
\End(V), 321, 392
\GL(V), 17, 40
O(V, \kappa), 485, 495
\PGL(V), 41
\PO(V, \kappa), 485
\PSL(V), 41
\PSp(V, f), 485
\PU(V, f), 485
\Rad(f), 19, 172
\SL(V), 41
\U(V, f), 485
BM, 270
B, 110
Co_n, 111
Co_2, 270
C_n, 110
F_n, 269, 270
GO(V, \kappa), 530
HN, 270
HS, 270
He, 270
J_n, 110
J, 270
Ly, 270
McL, 110, 270
Moul, 317
M, 269, 270
M_n, 110, 111
M_2, 270
ON, 270
Ru, 270
\SU(V, f), 69
Suz, 270
Th, 270
\Sp(V, f), 485
\J^W K, 186, 564

24-cell, 154, 157, 304
3-coloring, 147
600-cell, 155
absolute, 19, 331, 341, 437, 441, 472
absolute geometry, 341
absolutely irreducible, 175
action, 25
adjacency matrix, 246
adjacent, 4, 354
admissible, 344, 479, 480, 483
affine, 325
affine basis, 220
affine dimension, 18
affine geometry, 2, 18
affine group, 222
affine hyperplane, 165, 258
affine plane, 70, 218, 227
affine reflection, 165, 167
affine space, 2, 18, 218, 219, 227, 291
affine subspace, 18, 219
almost simple, 525
alternating form, 345
alternating group, 10, 67, 74
alternative, 100, 108, 394
amalgam, 139
amplly connected, 398
anisotropic, 367, 506
anti-automorphism, 44, 48, 332
anti-hermitian, 345
antisymmetric, 344
antisymmetric quadratic form, 489
apartment, 299, 479, 505, 546
arc, 147
auto-correlation, 9, 54, 117, 196, 328
automorphism, 9, 29, 86, 117, 220, 228, 245
axis, 48, 172, 272, 277

Baby Monster, 110
Baer subplanes, 251
barycentric, 202
basis, 232
belongs to the diagram, 66, 73, 130
bilinear form, 19, 172, 334
binary code, 245
bipartite, 5, 41, 368, 436
block, 241, 248
Borel subgroup, 133
Bruhat order, 541, 566, 602
building, 143, 394, 503, 505, 535, 538
Cayley division ring, 71
Cayley-Hamilton Theorem, 333

cell, 539
center, 40, 48, 99, 172, 229, 272, 277
centralizer, 63, 66
chain, 22, 59
chamber, 6, 113
chamber diagram, 137
chamber subsystem, 118
chamber system, 51, 113, 556
chamber transitive, 133, 133
circuit, 59, 98, 263
classical, 500, 506, 551
classical groups, 516, 524
clique, 5, 88, 505, 586
collinear, 357
collinearity graph, 31, 59, 67, 87, 146, 304, 563
commute, 304
complement, 31, 103
complementary subspaces, 261
complete bipartite, 21, 54, 399, 436
complete graph, 5, 88
complete multipartite graph, 568
completion, 139
composition, 100
cone, 167
congruence, 140
conics, 527
conjugation, 332
connected, 22, 86, 120, 163
connected component, 22, 146, 163
contragredient, 176
contributes, 417
convex, 379, 547, 572
convex closure, 573
convex polytope, 151
Conway group, 110, 111
Cooperstein theory, 607
corank, 6
correlation, 9, 117, 138
coset chamber system, 133, 137
coset enumeration, 90, 109
coset geometry, 33
coset graph, 30, 206
coset incidence system, 33, 34
cotype, 560
covering, 45, 47, 143
covering map, 201
Coxeter diagram, 76, 76, 78
Coxeter element, 215
Coxeter group, 158
Coxeter matrix, 76, 157
Coxeter number, 215
Coxeter system, 158, 535
Coxeter type, 76, 152, 156, 160, 535
cross-ratio, 323
cube, 61, 174
cyclic group, 10
defect, 451, 476, 494
defective, 451, 510
degenerate, 347
derived set, 104
Desargues configuration, 103
Desarguesian, 275, 276, 279, 318
design, 267
diagram, 73, 76, 88, 130, 130
diameter, 58
digon, 20, 20
digon diagram, 54, 84, 152, 156, 231, 329
dihedral, 264
dihedral group, 27
dilatation, 259, 261
dilatation homomorphism, 259
dimension, 2, 231, 232, 314
dimension map, 263
direct product, 318
direct sum, 57, 131, 143, 153, 202, 290, 290, 318, 383, 473, 538, 539
discrete valuation ring, 91
distance, 22, 58, 68, 70, 162
distance-transitive, 99, 106, 268
distribution diagram, 31, 51, 64, 81, 106, 154, 254
division ring, 15, 218
dodecahed, 248
double six, 64, 67
dual code, 245
dual geometry, 60, 73, 86, 329
dual line space, 86, 260, 354, 531
dual planar map, 150
dual polar graph, 354
dual polar space, 354, 361, 366, 476, 508, 521, 584
dual projective line, 278
dual vector space, 44
duality, 13, 43, 79, 330
dualized projective space, 321, 383, 392, 438

edge, 4, 152, 156
edge-transitive, 29, 74
Eisenstein’s criterion, 340, 393
element, 5
elliptic, 517, 520
embedded, 388, 442
embedding, 9, 86, 366, 402, 442
equivalence, 22, 96, 104, 133, 387
equivalent, 26, 29, 32
Euler’s formula, 149, 213
exchange condition, 179, 182, 215
Fano plane, 42, 47, 61, 67, 71, 80, 101
filtration, 304, 324, 373, 376
field, 7, 40, 86
Fischer space, 608
Galay code, 250, 265
Gram matrix, 211, 334
great dodecahedron, 77, 151
great icosahedron, 151
great stellated dodecahedron, 11, 151
grid, 64, 263
group geometry, 253
half dual polar space, 476, 597
harmonic, 285, 318
Held group, 111
hermitian, 49, 344, 345, 500
Hilbert geometry, 264, 269
Hoffman-Singleton graph, 67, 81, 108
homogeneous coordinates, 228
homology, 48
homomorphism, 9, 86, 117, 142, 546
homothetic, 94
homothety, 107, 191, 222, 228-230
homothety class, 94, 107
Hua identity, 459
hyperbolic, 304, 324, 517, 520, 608
hypercube, 41, 154, 157, 596
hyperplane, 19, 54, 226, 232, 446
hyperplane at infinity, 228, 228
hyperplane dual, 261, 305, 322, 354, 383, 403, 473
hypertetrahedron, 153, 503
in duality, 305, 312, 316, 321
incidence, 2
incidence geometry, 1
incidence graph, 6, 22, 54, 58, 87, 146
incidence relation of, 5
incidence system, 5, 6, 7, 19, 122
incidence transitive, 32
induced, 5, 14, 27, 86, 107, 221, 299, 596
intersection property, 320
inversive plane, 267, 294
involution, 43, 525, 528
irreducible, 163, 175, 196, 290, 383
isomorphic, 26
isomorphism, 9, 86, 117, 278, 430
isotropic, 342
Janko group, 110
Johnson graph, 51, 103, 324
join, 445
joined, 55, 98
Jordan-Dedekind property, 57, 107
Kepler-Poinsot, 214
kernel, 331, 337
Klein bottle, 102
lattice, 93, 142, 156
left J-reduced, 163, 549
length, 22, 162
length function, 162, 536
line, 82, 85, 218, 224, 227, 232, 262, 357, 361, 403
line at infinity, 227, 291
line graph, 86
line space, 85, 239, 314, 442
linear, 54, 71, 87, 147, 217, 224, 245, 306
linear diagram, 89, 131
linear space, 87, 109, 231, 241
local, 54
local parameter, 92
local space, 584
locally, 73
locally affine, 243
locally projective, 242, 248
Mathieu group, 90, 110, 111, 241, 253
matroid, 224, 232, 241, 299
maximal subspace, 225, 400
McLaughlin group, 110
minimal expression, 162, 536, 564
minimal gallery, 537
minimal path, 22
minimum distance, 245
mirror, 49, 165, 167, 172
module, 93
Monster, 111
Moore graph, 108
Moufang, 108, 364, 533, 603, 610, 610
Moufang identity, 323
Moufang loop, 294, 294, 320
Moufang set, 278, 323, 530
Moulton plane, 317
multipartite, 5
near-hexagon, 250, 256
near-polygon, 391, 596
negative root, 180, 209
neighbor, 4
neighborhood, 84
Neumaier geometry, 80, 109, 538
Neumaier HoSi geometry, 81
non-squares, 519
nondegenerate, 19, 245, 304, 327, 331, 336, 347
nondegenerate quotient, 350, 398, 399, 584
nondegenerate rank, 353, 398
nondegenerate singular dimension, 353
norm, 332
normal map, 16, 332, 338
normal basis, 230
normalizer, 66, 160
object, 120
octahedral set, 503
odd-dimensional, 520
of type, 130
opposite, 44, 222, 261, 328
opposite division ring, 17, 230, 332
opposite pair, 363
opposition, 196
orbit, 11, 25
order, 66, 70, 242, 329, 501, 531
orihemisphere, 551, 598
orihemisphere geometry, 327, 366, 369, 508, 521, 541
orthogonal, 485, 516
orthogonal frames, 99
orthogonal group, 49, 485, 495
orthogonal quasi-polarity, 517
orthogonal reflection, 49, 166, 173
oval, 527
ovoid, 63, 244, 475
pair of trace type, 483
panel, 114, 120
parabolic, 517
parabolic subgroup, 51
parallel, 70, 100, 218, 314
parallel-closed, 218
parallelism, 218, 291
parapolar, 572
partial chamber subsystem, 118
partial linear, 87, 304, 306, 314, 442, 580
root system, 180
root type, 592
rosette, 399
ruled, 442, 501
ruled polar space, 442
secant, 463
selfdual, 245, 261
semi-direct product, 41
semi-linear, 107, 221
semi-ovoid, 475, 475
separation, 84, 604
sesquilinear form, 49
sesquilinear form relative to $\sigma$, 334
sextet, 256
shadow, 59, 82, 208
shadow space, 82, 302, 388, 389, 560
shadow space of type, 560
sharply $t$-transitive, 281
sharply transitive, 281
Shult-Yanushka geometry, 256
Shult-Yanushka near-hexagon, 391
Shult-Yanushka space, 253, 256
Siegel transvection, 511
simple, 232
simple gallery, 140, 536
simplex, 385
singleton, 84
singular, 20, 63, 87, 306, 348, 574
singular dimension, 314, 353
singular subspace, 348
skewfield, 15
small block, 249
small stellated dodecahedron, 151
space with parallelism, 218, 291
special, 304, 324, 409, 572
special linear group, 41
sphere, 147
spherical, 195, 271, 535, 538, 558, 605
split, 559
spread, 63, 67
stabilizer, 25, 159–161, 180, 592
standard equivalence, 104, 110, 387, 401
standard parabolic, 560
standard parabolic subgroup, 33, 35, 51, 133
star, 153, 202
star of David, 151
Steiner system, 241
stellated, 151
stellation, 151
strong exchange condition, 190, 215
strong isometry, 546
strong transitivity, 324
strongly parapolar, 573
strongly transitive, 551
subgeometry, 8, 14
subgraph, 5
subspace, 86, 87, 347
subsystem, 14, 20
support, 244
symmetric, 19, 31, 245, 344
symmetric bilinear form, 49
symmetric difference, 244
symmetric group, 10, 62
symmetrized, 7, 20, 55, 57, 61, 147, 235, 294
symplectic, 329, 388, 389, 485, 516
symplectic basis, 517
symplectic group, 485, 516
symplecton, 379, 572
tangent, 446, 643
tangent set, 446, 476
ternary ring, 71, 394
tessellation, 3, 4, 155, 156
tessellation geometry, 155
thick, 7, 85, 86, 114, 271, 399, 401
thin, 7, 8, 20, 85, 86, 114, 145, 383
tilde geometry, 106
tiling, 148, 155
Tits system, 322, 535, 554, 606
topological space, 203
trace type, 483, 515
trace valued, 483
transitive, 25, 32
transitive extension, 74, 75
translation, 41, 220, 251, 254, 259, 280
transvection, 48, 279, 390
transversal, 27
tree, 98
triality, 13
triangle condition, 304, 324, 373, 379
truncated octahedron, 4
truncation, 15, 234, 246
type, 1, 4–6, 73, 536, 544, 556
type map, 5
type set, 4
unit ball, 197, 202
unit geometry, 13, 34, 141
unitary, 49, 65, 485, 516
unitary basis, 523
unitary group, 49, 69, 485, 522, 524
unitary reflection, 212
universal covering, 51
valency, 30, 67, 146, 395
Veldkamp sequence, 420
Veldkamp space, 402, 403, 476
vertex, 4, 152, 156
vertex figure, 20

wall, 190
weak, 108
weak homomorphism, 9, 117, 329
weakly parapolar, 573

weight, 244
Wester HoSi geometry, 81
Weyl distance, 545, 562
Weyl group, 215, 607
Weyl type, 535, 570
Witt index, 367, 506, 532, 595

Zorn’s Lemma, 7, 24, 227, 349, 353, 503, 546