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Fluid-structure interaction in liquid-filled piping systems is modelled by extended water hammer theory for the fluid, and beam theory for the pipes. All basic coupling mechanisms (Poisson, junction and friction coupling) are modelled. Two different solution procedures are presented. In the first procedure the governing set of equations is solved by the method of characteristics (MOC). In the second procedure the fluid equations are solved by the method of characteristics, while the pipe equations are solved by the finite element method in combination with a direct time integration scheme (MOC–FEM). The two procedures are compared with each other for a straight pipe problem. The MOC–FEM procedure is also verified against a solution procedure in which the pipe equations are solved by modal superposition.

The mathematical model is validated by simulation of two experiments known from literature: a straight pipe experiment and an experiment with one freely moving elbow. A provisional guideline is formulated which states when interaction is of importance.

1. INTRODUCTION

Investigations of researchers in the past make clear that classical water hammer theory (Wylie & Streeter 1978) is sufficient and adequate to predict extreme loadings on a system, as long as it is rigidly anchored. However, when a piping system has certain degrees-of-freedom, severe deviations from classical theory may occur due to motion of the system. Pressure waves exert forces which cause a compliant system to move. The motion causes pressure waves in return. This phenomenon is called Fluid-Structure Interaction (FSI).

FSI is essentially a dynamic phenomenon. The interaction is always caused by dynamic forces which act simultaneously on fluid and pipe. It is convenient to classify the dynamic forces into two groups: distributed forces and local forces.

Distributed forces act along the pipe. The force caused by the fluid pressure is an example. Due to rapid pressure fluctuations a pipe expands or contracts, resulting in axial stress waves in the pipe wall. The stress waves in return generate pressure fluctuations in the enclosed fluid. This coupling is referred to as Poisson coupling. The generated pressure fluctuations are usually called precursor waves because they propagate faster than the ‘classical’ pressure waves. The forces caused by fluid friction are a second example of distributed forces. The mutual friction force is responsible for a coupling called friction coupling. In most practical systems this coupling is weak.

Local forces act at specific points of a system, such as elbows, tees or valves, and cause a structural motion that can be regarded as a pumping action. The motion generates pressure waves in the fluid. This kind of interaction is called junction coupling. In general it is dominant compared to Poisson and friction coupling.

The distinguished dynamic forces and their accompanying coupling mechanisms are diagrammed in Figure 1.
The research on FSI in fluid-filled pipes started many decades ago. A good survey of previous investigations is given by Wiggert (1986). A few important articles on which our work is based are still to be mentioned. Skalak (1956) and Lin & Morgan (1956) investigated the influence of FSI on pressure surges in straight pipes. Schwarz (1978) did an extensive numerical study on transients in straight pipes, including axial and radial inertia of the pipe wall. With respect to the research on FSI in complex piping systems, Wiggert & Hatfield (1983) formulated their Component Synthesis Method. This method couples the method of characteristics (MOC) for the fluid equations to a modal representation of the piping. Poisson coupling is not included in this method. We adopted Wiggert's idea of using a combination of the MOC and the finite element method (FEM) to solve the basic equations. However, we did not neglect the Poisson coupling.

The MOC is a powerful method to deal with wave phenomena. With respect to water hammer the method has many advantages: stability is firmly established, boundary conditions can be programmed easily, and complex systems can be handled. With respect to structural dynamics there is hardly any experience with the MOC. Wiggert et al. (1986) applied the MOC to Timoshenko beam theory and were partially successful. However, Vardy & Fan (1989) presented good results.

With respect to wave phenomena the FEM is less appropriate than the MOC. Due to partitioning of the pipe, only a limited number of fundamental frequencies can be described, so that steep wave fronts cannot be fully represented. On the other hand, as we shall see, only a limited number of frequencies is necessary to model the interaction. This is one of the reasons that the Component Synthesis Method is successful. To be able to deal with nonlinear systems in future, we integrate directly the transformed structural equations instead of using modal superposition.

Reviewing the various aspects of the MOC and the FEM we kept in mind the possibility of using existing software and knowledge as much as possible. Therefore, we decided to solve the fluid equations with the MOC and the structural equations with the FEM in combination with a direct integration scheme (Newmark \( \beta = \frac{1}{4} \)). The Poisson coupling is included. Because of the fact that fluid and structural equations are coupled, an iteration over both solution methods is applied. In this paper we refer to this method as the MOC–FEM procedure.

To verify the MOC–FEM procedure, a straight pipe problem is solved by the MOC as well. The applied MOC procedure avoids the use of interpolations and is therefore described in detail.
2. BASIC EQUATIONS

2.1. EXTENDED WATER HAMMER EQUATIONS

In water hammer theory the equations for momentum and continuity are applied to the mean flow. The flow is considered as one-dimensional and isothermal. The equations are

Momentum:
\[
\frac{\partial V}{\partial t} + g \frac{\partial H}{\partial z} = - \frac{f}{4R} V_r |V_r|, \tag{1}
\]

Continuity:
\[
\frac{\partial V}{\partial t} + \frac{\rho}{c_f^2} \frac{\partial}{\partial z} \left( c_f^2 \frac{\partial H}{\partial t} \right) = 0, \tag{2}
\]

in which \( c_f^2 = K_f/\rho_f (1 + 2RK_f/Ee)^{-1} \). The other symbols are defined in the Nomenclature (Appendix). By applying the stress-strain relations for a linearly elastic pipe, the continuity equation (2) can also be formulated in terms of \( \dot{u}_z \) instead of \( \sigma_z \):

\[
\frac{\partial V}{\partial t} + \frac{g}{c_f^2} \frac{\partial}{\partial z} \left( c_f^2 \frac{\partial H}{\partial t} \right) = 2v \frac{\partial \dot{u}_z}{\partial z}, \tag{3}
\]

in which
\[
c_f^2 = \frac{K_f}{\rho_f} \left( 1 + \frac{2RK_f(1 - v^2)}{Ee} \right)^{-1}.
\]

To derive these equations (Schwarz 1978) it is assumed that:

- The one-dimensional description of the fluid flow is valid for pressure waves of low frequency. This assumption is known as the long wavelength approximation (Lin & Morgan 1956). As a result the radial inertia of the pipe wall can be neglected as well (Schwarz 1978).

- Convective terms can be neglected. Hence the fluid velocity is much smaller than the propagation speed of the pressure waves. This assumption is known as the acoustic approximation (Wylie & Streeter 1978).

- The friction can be modelled as if the flow were steady. With respect to FSI, the friction term in the momentum equation must be corrected for the axial motion, \( \dot{u}_z \), of the pipe. For friction the relative fluid velocity \( V_r = V - \dot{u}_z \) is of importance.

- Cavitation does not occur. This means that the fluid pressure remains above vapour pressure.

- The pipe is linearly elastic and thin-walled.

In classical water hammer theory the terms on the right-hand side of the continuity equations (2) and (3) are neglected. This means that axial inertia of the pipe wall is neglected. Note that these terms are proportional to Poisson's ratio, \( v \).

2.2. PIPE EQUATION FOR AXIAL MOTION

The governing equation for axial motion of the pipe reads

\[
\frac{\partial^2 u_z}{\partial t^2} - c_i^2 \frac{\partial^2 u_z}{\partial z^2} = \frac{\rho_f R \partial H}{\rho_e \partial z} + \frac{\rho_f A_f}{\rho_e A_i 4R} V_r |V_r| + \left( \frac{\rho_f R}{\rho_e} + 1 \right) g \sin \gamma, \tag{4}
\]

in which \( c_i^2 = E/\rho_e \).
The continuity equations (2) or (3) and the axial pipe equation (4) are coupled via terms proportional to Poisson's ratio. These terms represent the Poisson coupling. The momentum equation (1) and the axial pipe equation (4) are coupled via terms proportional to the friction coefficient, \( f \). These terms govern the friction coupling. Poisson coupling and friction coupling are modelled via the differential equations. Junction coupling is a result of local forces and therefore modelled via boundary conditions.

Equation (4) can be transformed to two first-order equations. Using \( \dot{u}_z \) and \( \sigma_z \) as variables the result is

\[
\frac{\partial u_z}{\partial t} - \frac{1}{\rho_t} \frac{\partial \sigma_z}{\partial z} = \frac{\rho_f A_f}{\rho_t A_t 4R} V_r |V_r| + g \sin \gamma, \tag{5}
\]

\[
\frac{\partial u_z}{\partial z} - \frac{1}{\rho_t c_i^2} \frac{\partial \sigma_z}{\partial t} = -\frac{\rho_f g R v}{eE} \frac{\partial H}{\partial t}. \tag{6}
\]

Note that equation (6) is a stress–strain relation differentiated with respect to time, with

\[
\frac{\partial \sigma_{gb}}{\partial t} = \frac{\rho_f g R}{e} \frac{\partial H}{\partial t}.
\]

The derivation of equations (4), (5) and (6) can be found in Schwarz (1978).

2.3. **Boundary Conditions**

To obtain a solution for the set of equations formed by equations (1), (2) and (4) or the set formed by equations (1), (3), (5) and (6), boundary conditions are required. For the straight pipe problems to be discussed in Sections 4 and 5, the boundary conditions for a reservoir, a massless valve and axial impact are given.

2.3.1. **Reservoir**

The boundary conditions describing a constant head reservoir with a pipe rigidly connected to it, are

\[
H = H_{res}, \tag{7a}
\]

\[
u_z = 0, \tag{7b}
\]

where \( H_{res} \) is the pressure head at the reservoir.

2.3.2. **Valve**

The boundary conditions describing the instantaneous closure of a valve rigidly fixed to the ground are

\[
V = 0, \tag{8a}
\]

\[
u_z = 0. \tag{8b}
\]

The instantaneous closure of a valve which can move in the axial direction is modelled by

\[
V = \dot{u}_z, \tag{9a}
\]

\[
A_t \sigma_z = \rho_f g A_f \Delta H, \tag{9b}
\]
in which $\Delta H$ is the pressure head difference over the valve. For a noninstantaneous valve closure, relations (8a) and (9a) are replaced by

$$V - \dot{u}_z = \tau(t)\sqrt{\Delta H},$$

(10)
in which $\tau(t)$ is a given function of time. For points of time greater than the closure time $T_c$, $\tau(t) = 0$.

2.3.3. Axial impact

When the closed end of a fluid-filled pipe is axially struck by a solid steel rod, as in the experiment described in Section 5, the boundary conditions during the period of contact are

$$V = \dot{u}_z,$$

(11a)

$$A_r \sigma_z = \rho_f g A_f H + A_r \sqrt{E_r \rho_r} (V - V_0),$$

(11b)

where $V_0$ is the velocity of the rod just before impact. The subscript $r$ denotes the properties of the rod.

3. NUMERICAL METHODS

The basic equations and boundary conditions given in the previous section are solved by two different solution procedures: the MOC–FEM procedure and the MOC procedure. Both procedures are discussed in detail.

3.1. THE MOC–FEM SOLUTION PROCEDURE

3.1.1. Solution of the extended water hammer equations

If we consider $H$ and $V$ as the dependent variables, the basic equations (1) and (2) for the fluid form a set of hyperbolic partial differential equations. This hyperbolic set can be transformed to two sets of ordinary differential equations, which will be denoted as the $C^+$ and $C^-$ equations

$$\frac{dH}{dt} + \frac{c_f}{g} \frac{dV}{dt} + \frac{f c_f}{4gR} V_r |V_r| - \frac{2v c_f^2}{g E} \frac{\partial \sigma_z}{\partial t} = 0,$$

(12a)

$$\frac{dz}{dt} = +c_f;$$

(12b)

$$\frac{dH}{dt} - \frac{c_f}{g} \frac{dV}{dt} - \frac{f c_f}{4gR} V_r |V_r| - \frac{2v c_f^2}{g E} \frac{\partial \sigma_z}{\partial t} = 0,$$

(13a)

$$\frac{dz}{dt} = -c_f.$$

(13b)

Equations (12a) and (13a) are usually called the compatibility equations. Every solution of equations (12) and (13) is a solution of the original equations (1) and (2). No mathematical approximations have been made yet.

To derive finite difference equations, the pipe is divided into equal reaches of $\Delta z$ in length. The time step is chosen equal to $\Delta t = \Delta z / c_f$.

The equations (12b) and (13b) correspond to straight lines as shown in Figure 2. We can integrate equations (12a) and (13a) along the characteristic lines to point P (upper
index: time; lower index: place: \( \sigma = \sigma_z \): 

\[ C^+: H_{i+1}^n - H_{i-1}^n + R^*(V_{i+1}^n - V_{i-1}^n) + S^*V_{r_{i+1}}^n|V_{r_{i-1}}^n| - 2T^* \int_A^B \frac{\partial \sigma}{\partial t} \, dt = 0, \]  

(14)

\[ C^-: H_{i+1}^n - H_{i-1}^n - R^*(V_{i+1}^n - V_{i-1}^n) - S^*V_{r_{i+1}}^n|V_{r_{i-1}}^n| - 2T^* \int_A^B \frac{\partial \sigma}{\partial t} \, dt = 0, \]  

(15)

in which

\[ R^* = \frac{c_f}{g}, \quad S^* = \frac{f_c \Delta t}{4 \rho R}, \quad T^* = \frac{\nu c_f^2}{g E}. \]

For the friction term, a first order approximation is likely to be satisfactory. The last terms in equations (14) and (15) can be estimated as follows:

\[ \int_A^B \frac{\partial \sigma}{\partial t} \, dt \approx \frac{\partial \sigma}{\partial t} \bigg|_{i-\frac{1}{2}} \Delta t \approx \sigma_{i-\frac{1}{2}}^{n+1} - \sigma_{i-\frac{1}{2}}^n \Delta t = \sigma_{i-\frac{1}{2}}^{n+1} - \sigma_{i-\frac{1}{2}}^n, \]  

(16)

\[ \int_A^B \frac{\partial \sigma}{\partial t} \, dt \approx \frac{\partial \sigma}{\partial t} \bigg|_{i+\frac{1}{2}} \Delta t \approx \sigma_{i+\frac{1}{2}}^{n+1} - \sigma_{i+\frac{1}{2}}^n \Delta t = \sigma_{i+\frac{1}{2}}^{n+1} - \sigma_{i+\frac{1}{2}}^n. \]  

(17)

Hence the integrals are estimated by using the axial stresses at the mid-points of the elements. Equations (16) and (17) can be substituted in equations (14) and (15). Then \( H_{i+1}^n \) (head in point P) and \( V_{i+1}^n \) (velocity in point P) can be expressed in terms of all other variables.

If \( H \) and \( V \) are known at points A and B, the unknowns \( H \) and \( V \) in point P can be solved for in principle. However, \( V_r \) and \( \sigma_x \) are not known \textit{a priori}. The axial stresses \( \sigma_x \) and velocities \( V_r \) are related to the pipe equations. Hence the solution of the pipe equations, by the FEM, must provide these variables.

### 3.1.2. Solution of the pipe equation for axial motion

The FEM divides the pipe into elements, discretizes the variables and for every element transforms the structural equations to algebraic equations. The element length is the same as used in the MOC. The total set of algebraic equations has the general form

\[ \mathbf{M} \ddot{\mathbf{u}} + \mathbf{K} \dot{\mathbf{u}} = \mathbf{F}(t). \]  

(18)

The mass matrix \( \mathbf{M} \) represents the axial inertia of the pipe and can be assembled by
means of the so-called element mass matrices (Craig 1981). The same procedure can be followed for the axial stiffness matrix $K$ and the load vector $F$.

To assemble $M$ and $K$, standard subroutines from FEM libraries are used. For the time integration there was no software available for our purposes. To solve equation (18) we investigated two methods: the Newmark $\beta$ method and the Wilson $\theta$ method (Craig 1981). From the viewpoint of stability and accuracy, the Newmark $\beta = \frac{1}{4}$ method is a good choice. The method has no amplitude error (no numerical dissipation) and a small phase error. For multi-degree-of-freedom piping systems it is desirable to have some numerical dissipation to filter out disturbing higher modes. Particularly when the system is loaded by step loads (e.g. instantaneous valve closure), these higher modes produce an inaccurate response with numerically induced high frequency components. The Wilson method has numerical dissipation properties. Although the method is stable (depending on $\theta$), it has the disadvantage of producing a larger phase error than the Newmark $\beta = \frac{1}{4}$ method.

When we tested both methods, we preferred the Newmark method because of its higher accuracy and because the method is unconditionally stable. To cope with high disturbing modes, a special form of Rayleigh damping was used. A damping matrix $C$ was added to equation (18)

$$ C = a_0M + a_1K. $$

The constants $a_0$ and $a_1$ can be chosen to produce specific damping factors $\zeta_r$ for every mode $r$. It can be proved (Craig 1981) that the damping factors are a function of the eigenfrequencies $\omega_r$

$$ \zeta_r = \frac{1}{2} \left( \frac{a_0}{\omega_r} + a_1 \omega_r \right). $$

If we choose $a_0 = 0$, the damping factors increase linearly with $\omega_r$. In other words, the high frequencies are damped more than the low frequencies.

### 3.1.3. Solution algorithm

The steady-state solution of the basic equations will be the initial condition for the unsteady-state calculation. In a steady-state situation the basic equations are uncoupled. There are no dynamic forces involved. First, the fluid equations are solved for $H$ and $V$. Second, the static load on the structure is determined and added to the structural equations. Finally the structural equations are solved for $u$.

After having solved the steady-state on $t = 0$, the dependent variables $H$, $V$ and $u$ on the next time step $t = \Delta t$ are solved. To solve the fluid equations, the pipe variables must be known. However, the pipe variables depend on the fluid variables. Because we use two different numerical methods (MOC and FEM), an iteration over the solutions of the MOC (fluid) and the FEM (pipe) is necessary within each time step. The solution algorithm is as follows:

1. The axial stresses and axial pipe velocities are estimated by taking the values at the former time step.
2. The axial stresses and axial pipe velocities are transferred to the finite difference equations (14) and (15).
3. The finite difference equations (14) and (15) are solved for $H$ and $V$.
4. $H$ and $V$ are transferred to the structural equation (18), the load vector $F$ is built.
5. The structural equation (18) is solved for $u$ by the Newmark $\beta = \frac{1}{4}$ method.
6. New axial stresses and axial pipe velocities are computed.
7. Return to step 2 if the solution of $H$, $V$ and $u$ has not attained the desired accuracy.
8. Proceed to next time step (go to 1).

In this way the total set of equations is solved every time step. Using $|H_{k+1} - H_k| < 0.001$ m ($k =$ iteration number) as a convergence criterion, solutions are attained within 10 to 15 iterations in case of instantaneous step loads.

3.2. THE MOC SOLUTION PROCEDURE

In this section, equations (1), (3), (5) and (6) are replaced by four equivalent equations which can be easily integrated. The integrations take place on a computational grid. The grid employed in this study substantially reduces the use of interpolations, which is of great advantage, as interpolations cause numerical damping. However, a slight adjustment of the wave speeds is necessary.

3.2.1. Compatibility equations

Equations (1), (3), (5) and (6) define a system of four first-order partial differential equations. If the nonlinear friction terms are regarded as right-hand sides, the system is linear and hyperbolic with constant coefficients. Due to its hyperbolic character, the system can be converted to a set of four ordinary differential equations by the MOC transformation (Forsythe & Wasow 1964). The result is

$$
\begin{aligned}
\frac{d}{dt} V + \frac{g}{c_F} \left( \frac{\bar{c}_F}{c_F} \right) + 2v^2 \frac{R \rho_f}{e \rho_1 - (\bar{c}_F/c_i)^2} \left( \frac{d}{dt} \right) H \\
+ 2v \frac{\bar{c}_F}{1 - (\bar{c}_F/c_i)^2} \left( \frac{d}{dt} \right) u_z - \frac{2v}{\rho_f \bar{c}_F} \frac{\bar{c}_F}{1 - (\bar{c}_F/c_i)^2} \left( \frac{d}{dt} \right) \sigma_z \\
= -\frac{f}{4R} V_r |V_r| + 2v \frac{\bar{c}_F}{1 - (\bar{c}_F/c_i)^2} \left( \frac{\rho_f A_f}{\rho_A 4R} V_r |V_r| + g \sin \gamma \right),
\end{aligned}
$$

(21)

$$
\begin{aligned}
\frac{d}{dt} V - \frac{g}{c_F} \left( \frac{\bar{c}_F}{c_F} \right) + 2v^2 \frac{R \rho_f}{e \rho_1 - (\bar{c}_F/c_i)^2} \left( \frac{d}{dt} \right) H \\
+ 2v \frac{\bar{c}_F}{1 - (\bar{c}_F/c_i)^2} \left( \frac{d}{dt} \right) u_z + \frac{2v}{\rho_f \bar{c}_F} \frac{\bar{c}_F}{1 - (\bar{c}_F/c_i)^2} \left( \frac{d}{dt} \right) \sigma_z \\
= -\frac{f}{4R} V_r |V_r| + 2v \frac{\bar{c}_F}{1 - (\bar{c}_F/c_i)^2} \left( \frac{\rho_f A_f}{\rho_A 4R} V_r |V_r| + g \sin \gamma \right),
\end{aligned}
$$

(22)

$$
\begin{aligned}
-\nu \frac{R \rho_f}{e \rho_1 - (c_F/c_i)^2} \left( \frac{d}{dt} \right) V - \nu \frac{R \rho_f g}{e \rho_i c_i} \left( \bar{c}_F/c_i^2 \right) \left( \frac{d}{dt} \right) H \\
+ \left( 1 + 2v^2 \frac{R \rho_f}{e \rho_1 - (c_F/c_i)^2} \right) \left( \frac{d}{dt} \right) \sigma_z \left( \frac{\rho_f A_f}{\rho_A 4R} V_r |V_r| + g \sin \gamma \right),
\end{aligned}
$$

(23)
\[-\frac{v}{\rho_f} \left( \frac{c_F}{\epsilon_i} \right)^2 \left( \frac{d}{dt} \right) V + v \frac{g}{\rho_f} \left( \frac{c_i}{c_F} \right)^2 \left( \frac{d}{dt} \right) H \]
\[+ \left( 1 + 2v^2 \frac{g}{\rho_f} \left( \frac{c_F}{c_i} \right)^2 \right) \left( \frac{d}{dt} \right) \dot{u}_z + \frac{1}{\rho_f \epsilon_i} \left( \frac{d}{dt} \right) \frac{\epsilon_i}{\epsilon_i} \sigma_z \]
\[= v \frac{R}{\rho_f} \left( \frac{c_F}{c_i} \right)^2 \frac{f}{4R} V, |V| + \left( 1 + 2v^2 \frac{R}{\rho_f} \left( \frac{c_F}{c_i} \right)^2 \right) \left( \frac{\rho_f A_f}{\rho_i A_i} \right) \frac{f}{4R} V, |V| + g \sin \gamma, \]

where \((d/dt)_1, (d/dt)_2, (d/dt)_3\) and \((d/dt)_4\) stand for the directional derivatives along the characteristic lines with slopes \(1/c_F, -1/c_F, 1/\epsilon_i\) and \(-1/\epsilon_i\), respectively; in this context characteristic lines are lines in the \((z, t)\)-plane along which disturbances propagate. The propagation speeds are
\[\epsilon_F = \left[ \frac{1}{2} \left( q^2 - (q^4 - 4c_F^2c_i^2) \right) \right]^{\frac{1}{2}} \tag{25}\]
for the pressure waves in the fluid and
\[\epsilon_i = \left[ \frac{1}{2} \left( q^2 + (q^4 - 4c_F^2c_i^2) \right) \right]^{\frac{1}{2}} \tag{26}\]
for the axial stress waves in the pipe, with \(q^2 = c_i^2 + (1 + 2v^2 \rho_f R/E) c_F^2\).

Equations (21)–(24), called the compatibility equations, can easily be integrated. The left-hand sides are integrated exactly, the nonlinear right-hand sides numerically. The ultimate result is that the vector of unknowns \(V, H, \dot{u}_z, \sigma_z\) at any point, \(P\), in the interior \((z, t)\)-plane is expressed in its values at four former points, \(A_1, A_2, A_3, A_4\). The points \(A_1, A_2, A_3, A_4\) are situated on distinct characteristic lines. In Figure 3 they are taken one time step, \(\Delta t\), earlier with respect to point \(P\). It is concluded that the unknowns in any point, \(P\), not on a boundary are fully determined, once initial and boundary values are given. For point \(P\) on a boundary, the boundary conditions have to be applied.

3.2.2. Computational grid

The computational grid generally used in classical water hammer theory (Wylie & Streeter 1978) is taken as a starting point (Figure 4). It is based on the characteristic lines along which the pressure waves propagate. The mesh spacings \(\Delta z\) and \(\Delta t\) are constant. In this grid the points \(A_1\) and \(A_2\) are grid points. The points \(A_3\) and \(A_4\), however, generally fall between two grid points. Instead of estimating the values at \(A_3\)

![Figure 3. Points P, A_1, A_2, A_3 and A_4 in the (z, t)-plane.](image-url)
and A4 by means of interpolation, in this study a spatial grid refinement is applied. This means that depending on the magnitude of \( \frac{c_i}{c_F} \) each spatial mesh is subdivided in \( i_{SGR} \) submeshes. For example, if \( \frac{c_i}{c_F} \) equals 4.7, \( i_{SGR} \) can be taken as 3 in order to bring the points A3 and A4 very close to a grid point (see Figure 5). At last, the wave speeds are slightly adjusted in such a way that \( \frac{c_i}{c_F} \) becomes \( 4.666 \ldots (14/3) \) so that A3 and A4 really are grid points. It is obvious that the adjustment will be smaller for larger values of \( i_{SGR} \). Appropriate wave speeds \( \tilde{c}_F^* \) and \( \tilde{c}_i^* \) are obtained after a slight modification of physical data, for instance of \( \rho_f \) and \( \rho_r \). From equations (25) and (26) it follows that

\[
\rho_f^* = k_1 \frac{\left( \tilde{c}_F^{*2} + \tilde{c}_i^{*2} \right) + \left( \left( \tilde{c}_F^{*2} + \tilde{c}_i^{*2} \right)^2 - 4 \left( 1 + k_1 k_3/k_2 \right) \tilde{c}_F^{*2} \tilde{c}_i^{*2} \right)^{1/2}}{2 \left( 1 + k_1 k_3/k_2 \right) \tilde{c}_F^{*2} \tilde{c}_i^{*2}},
\]

\[
\rho_r^* = k_2 \frac{\left( \tilde{c}_F^{*2} + \tilde{c}_i^{*2} \right) - \left( \left( \tilde{c}_F^{*2} + \tilde{c}_i^{*2} \right)^2 - 4 \left( 1 + k_1 k_3/k_2 \right) \tilde{c}_F^{*2} \tilde{c}_i^{*2} \right)^{1/2}}{2 \tilde{c}_F^{*2} \tilde{c}_i^{*2}},
\]

in which \( \rho_f^* \) = modified fluid density, \( \rho_r^* \) = modified density of pipe wall material, \( k_1 = \left\{ \frac{1}{K_f} + \frac{2R \left( 1 - v^2 \right)}{E} \right\}^{-1} \), \( k_2 = E \) and \( k_3 = 2v^2R/e \).
The time mesh is, except at boundaries, not divided into submeshes. At and near boundaries interpolations are necessary for one of the four points A₁, A₂, A₃, A₄, as can be seen in Figure 6.

4. NUMERICAL VERIFICATION (STRAIGHT PIPE)
To compare the solution procedures discussed in the previous section, both procedures are applied to the straight pipe system shown in Figure 7.

The fluid is flowing from reservoir to valve with a velocity of 1 m/s. The pressure behind the valve is 0 Pa. The pipe and the valve can freely move in the axial direction. To induce water hammer the ball valve is closed instantaneously, that is to say within one time step, \( \Delta t = 0.5 \) ms. In Figure 8(a) the time function of the pressure head at the valve is shown. As can be seen in the legend, the densities of fluid and pipe material are slightly adjusted (compared to the original problem definition) in the MOC solution in order to avoid interpolations. In the MOC–FEM solution, 1% damping (based on \( \omega_1 \)) is used. The pressure heads according to both solution methods agree very well. The MOC–FEM solution shows overshoot and oscillations at times where the head changes sign. These phenomena are caused by the instantaneous valve closure, which is a discontinuity that cannot be handled properly by the FEM. Due to the partitioning of the pipe, only a limited number of modes can be described. To account for discontinuities, an infinite number of modes would be necessary.

Figure 8(b) shows the time functions of the pressure heads at the valve when the valve is closed in 30 ms. Now both solution methods give almost exactly the same result. Small differences can be observed due to the 1% damping used in the MOC–FEM calculation.

5. EXPERIMENTAL VALIDATION (STRAIGHT PIPE)
One of the best experiments with respect to FSI in a straight pipe is provided by Vardy & Fan (1989). The test rig consists of a 4.5 m long steel pipe suspended by wires. The pipe, which has an internal diameter of 52 mm and a wall thickness of 3.9 mm, is closed at both ends and filled with pressurized water. Stress waves in the pipe wall and pressure waves in the water are generated simultaneously by the axial impact of a solid steel rod at one of the pipe ends.

![Figure 7. Schematic of reservoir-pipe-valve system.](image)

Figure 7. Schematic of reservoir-pipe-valve system. Length = 20 m, outer diameter = 813 mm, wall thickness = 8 mm, Young's modulus = \( 21 \times 10^{10} \) N/m², density of pipe = 7900 kg/m³, Poisson's ratio = 0.3, density of fluid = 1000 kg/m³, bulk modulus = \( 21 \times 10^9 \) N/m², friction coefficient = 0.02, initial fluid velocity = 1 m/s, pressure behind valve = 0 Pa.
Figure 8. Comparison between MOC–FEM and MOC procedures for reservoir-pipe-valve system. Pressure head at valve for: (a) instantaneous valve closure; (b) valve closure within 30 ms. ——, MOC–FEM (1% damping); ——, MOC ($i_{SGR} = 13$, $\rho_f^* = 1000 \text{ kg/m}^3$, $\rho_r^* = 7898 \text{ kg/m}^3$).
Figure 9. Comparison of the present method with the experiment of Vardy & Fan (1989): (a) pressure near impact end; (b) pressure at remote end. ---, Experiment; ---, calculation (MOC, $\Delta t = 0.11$ ms, $t_{SCR} = 5$).
Pressures, strains and pipe wall velocities were measured at various locations. The measured dynamic pressures at the pipe ends are shown in Figure 9, together with calculated results (MOC procedure with \( V_{or} = 0.739 \text{ m/s} \) and \( i_{SCR} = 5 \)). The agreement between measurement and calculation is excellent. The same degree of agreement was already found by Vardy & Fan (1989), who employed the MOC with time-line interpolations.

6. EXTENSION TO LATERAL AND TORSIONAL PIPE MOTION

In order to cope with systems with elbows the lateral and torsional pipe motion must be taken into account (see Figure 10).

6.1. LATERAL MOTION

For the description of the lateral motion of a fluid-filled pipe, Bernoulli–Euler beam theory (Craig 1981) is used. The essential difference in applying beam theory to fluid-filled pipes is the presence of the fluid. The fluid contributes to inertia in the lateral direction but does not contribute to resistance to bending.

The Bernoulli–Euler equation for the motion in \( x \)-direction reads

\[
\left( \rho_c A_t + \rho_f A_f \right) \frac{\partial^2 u_x}{\partial t^2} + E I_t \frac{\partial^4 u_x}{\partial z^4} = - \left( \rho_c A_t + \rho_f A_f \right) g \cos \gamma. \tag{29}
\]

On the right-hand side the distributed loading of the pipe can be found. For our goals, the load is static and specified by the weight of pipe and fluid. For the motion in the \( y \)-direction, equation (29) is used again with \( u_y \) instead of \( u_x \). There is no distributed loading in the \( y \)-direction.

In equation (29) the inertia force associated with the change in direction of \( V \), enforced by the curvature of the pipe, is neglected. The inertia force representing the Coriolis acceleration is neglected as well. Both inertia forces are small for fluid velocities normally encountered in industrial systems (Housner 1952).

6.2. TORSIONAL MOTION

The governing equation for the torsional motion of the pipe (Craig 1981) is

\[
\rho J_t \frac{\partial^2 \theta_z}{\partial t^2} - G J_t \frac{\partial^2 \theta_z}{\partial z^2} = 0. \tag{30}
\]

Figure 10. A fluid-filled pipe element and its main displacements.
The first term describes torsional inertia, the second torsional stiffness. There are no loads involved. The influence of fluid friction is neglected.

6.3. Boundary Condition for an Elbow

A freely moving elbow will be considered as a boundary condition. Consider an elbow as shown in Figure 11. The elbow can be schematized as two pipe elements (1 and 2) connected in point P. If the mass balance is applied to the control volume the result is

\[(VA_f)_A - (\dot{u}_z A_f)_A = (VA_f)_B - (\dot{u}_z A_f)_B.\]  

Because the elbow is considered as a point (control volume \(\rightarrow 0\)),

\[H_A = H_B.\]  

The above equations form an internal boundary condition for the fluid. Note that in equation (31) the structural variable, \(\dot{u}_z\), occurs (junction coupling). Applying the momentum balance to the control volume, the forces on the adjacent pipes are

\[F_A = \rho g (H A_f)_A, \quad F_B = \rho g (H A_f)_B.\]  

The forces due to change in momentum (\(\rho_f V^2 A_f\)) are neglected.

6.4. Extension of the MOC–FEM Solution Procedure

The modelling of FSI for systems with one or more elbows is based on six differential equations: two equations for the fluid [equations (1) and (2)] and four equations for the pipe [equation (4), equation (29) for x- and y-direction and equation (30)].

The Bernoulli–Euler equations cannot be solved with the MOC solution procedure. To use the MOC procedure for lateral motion one has to apply Timoshenko beam theory. Application of the MOC solution procedure to Timoshenko beam theory has already been investigated by Leonard & Budiansky (1954), Chou & Mortimer (1967), Wiggert et al. (1987) and Vardy & Alsarraj (1989). The authors are still investigating this subject.

![Figure 11. Schematic of an elbow.](image-url)
Equations (29) and (30) can be solved by the FEM by adding the corresponding element mass and stiffness matrices to $\mathbf{M}$ and $\mathbf{K}$ in equation (18). Element vectors are added to the load vector $\mathbf{F}$. The solution procedure as discussed in sub-section 3.1.3 remains the same.

7. NUMERICAL VERIFICATION (SYSTEM WITH ONE ELBOW)

In order to verify the MOC–FEM solution procedure for more complex structures, a system with one elbow was defined (Figure 12). Professor Wiggert of Michigan State University, U.S.A., was asked to solve this problem with his Component Synthesis Method (Wiggert et al. 1983). Because this method does not model Poisson coupling, Poisson’s ratio was taken to be zero in the MOC–FEM solution procedure. The elbow is located 310 m from the reservoir. The ball valve is fixed and it is assumed that the structure can move freely in the $(y, z)$-plane. Figure 13(a,b) shows the pressure at the elbow and the displacement of the elbow in $z$-direction due to an instantaneous valve closure ($\Delta t = 8.7$ ms). Although differences can be observed, the results agree quite well. The differences are due to the fact that in the Component Synthesis Method only four modes were used to model the structure.

8. EXPERIMENTAL VALIDATION (SYSTEM WITH TWO ELBOWS)

Wiggert et al. (1985) investigated the effect of elbow motion on pressure transients experimentally for the system shown in Figure 14. At the terminal points A and D the copper pipe ($R = 12.7$ mm) was rigidly connected to the ground. Elbow B was restrained, while elbow C could move freely in the horizontal plane. In between the points A, B, C and D the pipe was suspended by wires. Transients were generated by closing the valve at D quickly under steady-state conditions ($V_0 = 1.2$ m/s). Figure 15(a) shows the measured and calculated (MOC–FEM) time histories of the pressure at elbow C. In Figure 15(b,c) the measured and calculated velocities of elbow C are compared. The results show good agreement. In the calculations, a damping coefficient of $\xi_1 = 2.5\%$ was adopted.
Figure 13. Comparison between MOC–FEM procedure and Component Synthesis Method for system with one elbow: (a) pressure at elbow; (b) displacement at elbow in z-direction. ——, MOC–FEM procedure (5% damping); ———, Component Synthesis Method.
9. WHEN IS FLUID-STRUCTURE INTERACTION IMPORTANT?

A most relevant question with respect to practice is: when is FSI important?

We will try to answer this question by formulating a provisional guideline. Another question which arises is whether Poisson coupling is important or not. This question has never been paid much attention to in the literature. Reviewing the three coupling mechanisms, one can imagine that friction coupling is the least important. We will concentrate here on junction and Poisson coupling.

In order to investigate the influence of interaction, the system with one elbow (Figure 12) was solved in three different ways:

(a) Uncoupled
All three types of coupling are neglected. There is no feedback from the structural motion to the fluid. Poisson's ratio is set to zero.

(b) With junction coupling
Only Poisson coupling is neglected (ν = 0).

(c) With junction and Poisson coupling
All types of coupling are taken into account.

Here we will discuss results with valve closure times, $T_c = 0.5$ s and $T_c = 1.5$ s.

9.1. $T_c = 0.5$ s

For the coupled calculations the pressure at the elbow [Figure 16(a)] clearly shows the influence of structural frequencies. The axial natural frequency of the long leg is about 4 Hz. Due to junction coupling this frequency can be recognized in the pressures as well.

It is of interest to investigate some time scales of this problem. The main time scale of the water hammer waves, $T_w = 4L/c_f = 1.1$ s. The effective closure time, $T_{cef}$, of the valve is about 30% of the total closure time, thus $T_{cef} = 0.15$ s. Because $T_{cef} < T_w$, water hammer is of importance in this problem. To judge whether interaction is important, the eigenperiods, $T_s$, of the structure should be compared with $T_{cef}$ and $T_w$. In this case the dominant $T_s = 0.25$ s, and thus

$$T_{cef} < T_s < T_w.$$  \hspace{1cm} (34)

We believe that if the time scales satisfy this condition, FSI is important. Therefore equation (34) is adopted as a provisional guideline.

The natural mode of the system ($f_s = 4$ Hz) is clearly dominated by the axial motion of the long leg. It seems logical to conclude that this is the reason why Poisson coupling is important in this problem as can be seen in Figure 16(a).

Hence we state that Poisson coupling is important if the modes which satisfy equation (34) are dominated by axial stiffness.
Figure 15. Comparison of present method with experiment of Wiggert et al. (1985): (a) pressure at valve; (b) pipe velocity at elbow in $z_1$-direction; (c) pipe velocity at elbow in $z_2$-direction. ---, Experiment; --., Calculation (MOC–FEM).
Figure 16. Comparison between coupled and uncoupled calculations for system with one elbow. Pressure at elbow for: (a) valve closure time, $T_c = 0.5$ s; (b) valve closure time, $T_c = 1.5$ s. ——, with junction and Poisson coupling; ——, with junction coupling; ———, with no coupling.
9.2. \( T_e = 1.5 \text{ s} \)

To perform a first check on the guideline, the valve is closed in 1.5 s instead of 0.5 s. Hence \( T_{ef} = 0.5 \text{ s} \) (30% of 1.5 s). If we apply the guideline to this case it follows that: \( T_{ef} > T_e \) and hence the time scales do not satisfy condition (34). The guideline states that interaction is not important. This statement is confirmed by Figure 16(b) which shows the calculated pressures at the elbow.

10. REVIEW AND CONCLUSIONS

To model fluid-structure interaction (FSI) in liquid-filled piping systems the extended water hammer equations are used to model the fluid, and beam theory is used to model the structure. All basic types of coupling are modelled. The most significant coupling mechanisms are Poisson coupling and junction coupling.

In order to solve the basic set of equations the MOC–FEM solution procedures is formulated. The fluid equations are solved by the MOC (method of characteristics) and the structural equations are solved by the FEM (finite element method). The structural equations are integrated directly with the Newmark \( \beta = \frac{1}{4} \) method. To filter out disturbing high modes, a special form of Rayleigh damping is used.

For straight pipe problems the MOC–FEM solution procedure is compared with an MOC solution procedure. These tests show that, for pressure gradients of order time step \( \Delta t \), the MOC procedure is more accurate. The MOC–FEM procedure remains stable. If the pressure gradient is built up over several time steps, the MOC–FEM procedure yields almost exactly the same results as the MOC procedure.

For more complex piping systems the MOC–FEM procedure is compared with Wiggert’s Component Synthesis Method. The results agree very well. Only junction coupling could be tested this way, because the Component Synthesis Method does not contain the Poisson coupling. However, in the Component Synthesis Method the Poisson coupling could be modelled in the same way as described in this paper.

To validate the mathematical FSI model two experiments were simulated: one concerning a straight pipe (Vardy & Fan 1989), and one concerning a system with two elbows (Wiggert et al. 1985). The agreement obtained between experiment and simulation is very good. It must be remarked that the experiments did not include torsional motion.

On the basis of our simulations we formulated a simple guideline which states when interaction is important. The guideline is formulated in terms of three time scales: the effective closure time of the valve, the eigenperiods of the structure and the time scale of the water hammer waves.

More simulations and experiments are necessary to test whether this provisional guideline is adequate. However, the guideline explains why in the Component Synthesis Method only a few modes are sufficient to model FSI quite accurately, namely: those modes which satisfy the guideline.

Poisson coupling is important for the fluid when significant modes for interaction are dominated by axial stiffness.
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APPENDIX: NOMENCLATURE

\[ A_r \quad \text{cross-sectional discharge area} \]
\[ A_r \quad \text{cross-sectional rod area} \]
\[ A_w \quad \text{cross-sectional pipe wall area} \]
\[ a_0, a_1 \quad \text{Rayleigh damping constants} \]
\[ C \quad \text{damping matrix} \]
\[ c_p, c_r \quad \text{pressure wave speeds (classical)} \]
\[ \tilde{c}_p \quad \text{pressure wave speed} \]
\[ \tilde{c}_p^* \quad \text{adjusted pressure wave speed} \]
\[ c_t \quad \text{axial stress wave speed (classical)} \]
\[ \tilde{c}_t \quad \text{axial stress wave speed} \]
\[ \tilde{c}_t^* \quad \text{adjusted axial stress wave speed} \]
\[ E \quad \text{Young's modulus for pipe wall material} \]
\( E_e \) Young's modulus for rod material
\( e \) pipe wall thickness
\( \mathbf{F} \) force vector
\( \mathbf{F} \) magnitude of force
\( f \) Darcy–Weisbach friction coefficient
\( f_s \) structural frequency
\( G \) shear modulus for pipe wall material
\( g \) gravitational acceleration
\( H \) fluid pressure head
\( H_{res} \) pressure head at reservoir
\( I \) second moment of cross-sectional area
\( i_{SGR} \) spatial grid refinement factor
\( J \) polar moment of inertia
\( \mathbf{K} \) stiffness matrix
\( K_f \) fluid bulk modulus
\( L \) pipe length
\( \mathbf{M} \) mass matrix
\( P \) fluid pressure
\( R \) internal radius of pipe
\( s \) distance along the pipe
\( T_c \) closure time of valve
\( T_{ce} \) effective closure time of valve
\( T_e \) eigenperiod of structure
\( T_w \) water hammer time scale
\( t \) time
\( u \) displacement of pipe
\( \dot{u} \) velocity of pipe
\( \ddot{u} \) acceleration of pipe
\( V \) velocity of fluid
\( V_r \) relative velocity of fluid
\( V_0 \) initial velocity of fluid
\( V_{0r} \) initial velocity of rod
\( x, y \) lateral coordinates
\( z \) axial coordinate
\( \gamma \) elevation angle of pipe
\( \Delta H \) pressure head difference over valve
\( \Delta t \) numerical time step, mesh spacing
\( \Delta z \) element length, mesh spacing
\( \zeta_r \) damping coefficient
\( \theta_z \) angular displacement
\( \nu \) Poisson's ratio
\( \rho_f \) fluid density
\( \rho_f^* \) modified fluid density
\( \rho_r \) density of rod material
\( \rho_r \) density of pipe wall material
\( \rho_r^* \) modified density of pipe wall material
\( \tau \) given function of time
\( \sigma_z \) axial pipe stress
\( \sigma_{\theta} \) hoop stress
\( \omega_r \) eigenfrequency