1. Introduction

Transportation of goods by ship, over sea as well as over waterways, is a promising alternative for transport over land. Reasons are its reliability, its efficiency (a barge of 3000 tons can transport as much as 100 train wagons or 150 trucks), its relatively low operating cost and its environmental friendliness. Hence, the relative importance of this mode of transport is rising. Maritime transport for intercontinental trade receives increasing attention due to the high energy consumption of transport over water. Hence, locks managing the water level on waterways and within harbors sometimes constitute bottlenecks for transportation over water. The lockmaster’s problem concerns the optimal strategy for operating such a lock. In the lockmaster’s problem we are given a lock, a set of upstream-bound ships and another set of ships traveling in the opposite direction. We are given the arrival times of the ships and a constant lockage time; the goal is to minimize total waiting time of the ships. In this paper, a dynamic programming algorithm is proposed that solves the lockmaster’s problem in polynomial time. This algorithm can also be used to solve a single batching machine scheduling problem more efficiently than the current algorithms from the literature do. We extend the algorithm such that it can be applied in realistic settings, taking into account capacity, ship-dependent handling times, weights and water usage. In addition, we compare the performance of this new exact algorithm with the performance of some (straightforward) heuristics in a computational study.
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the North Sea Canal region (van Haastert, 2003). Some locks are being expanded, such as locks on the Twente Canal in the Netherlands (Rijkswaterstaat, 2010). Also, new locks are being built, for example, the Deurigankdock lock at the harbor of Antwerp (Antwerp Port Authority, 2011), which will become the world’s largest lock by volume.

These locks are bottlenecks for transportation over water, and hence, operating locks wisely contributes to the attractiveness of transportation over water and can help to avoid expensive infrastructural interventions. However, the algorithmic problem of how to operate a lock has not been studied broadly in the scientific literature.

The purpose of this paper is to fill this gap. Our point of view here is to see the lock as an entity providing a service to the ships. Then, it makes sense to identify a strategy for the lock that optimizes some criterion related to service (as we do in this paper). Another point of view would be that the lock announces times when ships can enter the lock in order to be transferred, and that the ships simply need to respect these times. Clearly, even in the latter model, there is still a decision to be made concerning these times.

1.1. Problem definition

We now give a formal description of a very basic situation that will act as our core problem: the lockmaster’s problem. We first study this simplified problem; the results obtained for this problem will serve as a basis for dealing with more realistic settings later on.

Consider a lock consisting of a single chamber. Ships that are traveling downstream arrive at the lock at given times. Other ships traveling upstream arrive at the lock, also at given times. Let \( A = \{1, \ldots, n\} \) represent the set of all ships. Let \( t(a) \) be the given arrival time of ship \( a \in A \), and \( p(a) \) the arrival position of ship \( a \in A \), with \( p(a) = 0 \) for a downstream arrival, and \( p(a) = 1 \) for an upstream arrival. For convenience, we assume that a total order is imposed on \( A \) so that ships are ordered by non-decreasing arrival time, i.e. \( t(i) \leq t(i + 1) \) for \( i = 1, \ldots, n - 1 \). Note that multiple ships may have the same arrival time; the total order thus breaks these ‘ties’ arbitrarily. It is important to emphasize that we do not require ships to enter the lock in the order imposed on \( A \), except in the cases (see Sections 5.1 and 5.3) where we explicitly state this as a requirement.

Let \( T \) denote the lockage duration: this is the time needed for the water level to rise from the downstream level to the upstream level (or vice versa), plus the time needed to load and unload the lock, which is assumed to be constant in the basic problem. In other words, \( T \) measures the time that elapses between opening the lock such that ships can enter, and closing the lock after ships have left. Throughout the paper, we assume \( T > 0 \) as the problem becomes trivial for \( T = 0 \). We further assume that all data are integral. Our goal is to find a feasible lock-strategy that minimizes total waiting time of all ships. The waiting time of a ship is the length of the period that elapses between the ship’s arrival time and the moment in time when the ship enters the lock. Thus, we need to determine at which moments in time the water level in the lock should start to go up (meaning at which moments in time downstream ships enter the lock and are lifted), and at which moments in time the water level in the lock should start to go down. For such a strategy to be feasible, (i) going-up moments and going-down moments should alternate, and (ii) consecutive moments should be at least \( T \) time-units apart.

This particular problem (to which we refer as the lockmaster’s problem) is a simplified version of reality. However, we see this problem as a basic problem underlying any practical lock scheduling problem; and we show how to solve this basic problem by dynamic programming (DP) in Section 3. Practical problems obviously feature many properties that are absent in this basic problem. In Section 5 we give an overview of many such features and investigate the complexity of these problem extensions.

The contributions of the present paper can be summarized as follows. We show that (1) there exists an \( O(n^2) \) algorithm (see Section 4) for the lockmaster’s problem; (2) this algorithm can be extended to solve variants with capacities, ship-dependent handling times, ship priorities, non-uniform lockage times, and settings with a limited number of lockages (Section 5).

In addition, we investigate the performance of several heuristics by running them on randomly generated instances that possess real-life characteristics (Section 6).

2. Literature

2.1. Lock scheduling

Lock scheduling has not been studied very thoroughly in the academic literature, although it has recently started to attract more attention. We mainly focus on the literature that considers scheduling a single lock. A relatively early work by Petersen and Taylor (1988) considers the Welland Canal in Canada. The authors present a dynamic programming algorithm for scheduling a single lock with unit capacity and extend this to obtain a heuristic result for the entire canal. A more recent paper (Nauss, 2008) deals with optimal sequencing in the presence of setup times and non-uniform processing times for the case where all arrival times are equal to zero. Smith, Sweeney, and Campbell (2009) simulate the impact of decision rules and infrastructure improvements on traffic congestion along the Upper Mississippi River. Ting and Schonfeld (2001) use heuristic methods to study several control alternatives in order to improve lock service quality.

Verstichel and Vanden Berghe (2009) develop (meta)heuristics for a lock scheduling problem where a lock may consist of multiple parallel, capacitated chambers of different dimensions and lockage times, making this problem at least as hard as a bin packing problem. The question of filling a lock with ships, i.e. the packing problem, is discussed by Verstichel, De Causmaecker, Spieksma, and Vanden Berghe (2014a). Verstichel, De Causmaecker, Spieksma, and Vanden Berghe (2014b) propose a mixed integer programming model to solve a generalized lock scheduling problem for instances with a limited number of ships. Recent work by Hermans (2014) considers the optimization problem of scheduling a single lock with a capacity that allows a single ship. A polynomial time procedure asserts feasibility with respect to given deadlines in \( O(n^3(\log n)) \) time; it can further be used to minimize the maximum lateness.

In a related problem, ships need to pass a narrow canal, and only a restricted number of wider areas is available where ships can pass each other. Ships need to wait in these areas and are arranged in convoys that transit in a one-way direction, see e.g. (Griffiths, 1995; Günther, Lübbecke, & Möhring, 2011; Luy, 2010; Panama Canal Authority, 2006). For instances where all ships travel in the same direction, total waiting time is equal to zero, which is not necessarily the case in the lockmaster’s problem.

2.2. Machine scheduling

Smith et al. (2011) relate traffic operations at a river lock with a variant of the job shop scheduling problem with sequence dependent setup times and a two-stage queuing process. The lockmaster’s problem is more general since ships (i.e. jobs) have release dates and multiple ships can be locked together. The relation between the lock scheduling problem and classical machine scheduling is also observed in the literature. In fact, the lockmaster’s problem introduced in this work is closely related to a batch scheduling problem. Batch scheduling involves a machine that can process multiple jobs simultaneously. Suppose that the basic lock scheduling problem only has downstream-bound ships (we will refer to this special case of the lockmaster’s problem as the uni-directional case). The lock can be seen as a batching machine and the jobs are the arriving ships with release dates and equal processing times, and the flow time of a job is the waiting time of a ship. Following the notation of Baptiste (2000) this
is problem \( |p - \text{batch} , b = n , r_i , p_i = p | \sum w_f_i \). In words: the problem has a single parallel batching machine with unrestricted capacity \( (b = n) \), release dates on the jobs, and uniform processing times. The objective is to minimize the sum of weighted flow times \( (\sum w_f_i) \), although we first discuss the problem where only unit weights are considered. Baptiste (2000) shows that this problem is polynomially solvable for a variety of objective functions. Cheng, Yuan, and Yang (2005) developed an \( O(n^3) \) algorithm for \( |p - \text{batch} , b = n , r_i , p_i = p | f \) where \( f \) can be any regular objective function. Condon, Knust, and Shakhlevich (2010) show that feasibility of the same problem with bounded capacity and deadlines can be checked in \( O(n^2) \), even for a setting with parallel batching machines. Ng, Cheng, Yuan, and Liu (2003) study a single machine serial batching scheduling problem with release dates and identical processing times. Machine setup only happens after arrival of the final job in a batch and there is a fixed setup time equal to \( s \). The completion time of a batch is equal to the sum of the processing times of the jobs in the batch. This problem is equivalent to the uni-directional lockmaster’s problem with \( s := T \) and \( p_i = p = 0 \), and can be solved in \( O(n^3) \) by a dynamic programming algorithm described in Ng et al. (2003). Clearly, the lockmaster’s problem is more general. Indeed, in case of both upstream and downstream-bound ships, we are dealing with two families of jobs, and only jobs of the same family can be together in a batch. Further, in our case, processing a batch of one family needs to be alternated by processing a (possibly empty) batch containing jobs of the other family; i.e. it is not possible to process two batches of the same family consecutively.

The concept of a “family” of jobs is also described by Webster and Baker (1995), be it without a batch processing machine. They deal with a scheduling problem in which setup times can be reduced by consecutively scheduling jobs of the same family. This type of problem is also known as batch scheduling with job compatibilities. Jobs within a batch need to be pairwise compatible, and these compatibilities can be expressed using a compatiblity graph. Boudhar (2003) and Finke, Jost, Queyranne, and Sebő (2008) study different variants of these batch scheduling problems when the compatibility graph is bipartite or an interval graph. The compatibility graph of the lockmaster’s problem is the union of two cliques.

The lockmaster’s problem can be summarized as \( |p - \text{batch} , b = n , r_i , p_i = p | \sum w_f_i \) with \( s_{f_i} = 2T \) if \( f = g \) and \( s_{f_i} = T \) if \( f \neq g \), where \( \Phi \) refers to the number of families and \( s_{f_i} \) to the setup times between batches. For a review on scheduling a batching machine we refer the reader to Potts and Kovalyov (2000) and Brucker et al. (1998). A related problem is studied by Lee, Uzsoy, and Martin-Vega (1992) who develop dynamic programming algorithms for scheduling a batching machine with release dates, deadlines and constant processing times when the goal is to minimize makespan or minimize the number of tardy jobs. In conclusion, the complexity of the lockmaster’s problem does not follow from results in literature.

### 3. A polynomial time algorithm for the lockmaster’s problem

In this section, we construct a graph such that the shortest path in the graph corresponds to a solution for the lockmaster’s problem. We show that the corresponding shortest path algorithm runs in \( O(n^3) \) time. In addition, we propose a more sophisticated implementation in Section 4, which results in an \( O(n^2) \) algorithm.

#### 3.1. Definitions and terminology

For clearness of presentation, let us describe some terminology. We define a lock movement as the act of bringing the water level down from its high point to its low point, or vice versa, plus loading and unloading the lock. Such a lock movement takes \( T \) time units, with \( T > 0 \); thus, when a lock movement starts at time \( t \), it finishes at \( t + T \). A pair of lock movements is called consecutive when the starting time of the second lock movement equals the starting time of the first lock movement plus \( T \). Clearly, after two consecutive lock movements starting at time \( t \), the lock is back at the same position at time \( t + 2T \) as it was at time \( t \). A set of \( \ell \) lock movements is called consecutive when the pairs \( (i, i + 1) \) are consecutive, \( i = 1, \ldots, \ell - 1 \). Clearly, when a set of \( \ell \) consecutive lock movements start at time \( t \), they finish at \( t + \ell T \).

Recall that each \( a \in A \) has an associated arrival time \( t(a) \in N \) and an arrival position \( p(a) \in \{0, 1\} \) (1 for upstream and 0 for downstream).

**Definition 1.** For each pair \( a, b \in A \) with \( p(a) = p(b) \), and \( t(a) + 2T < t(b) \), we define a block \( B = (a, b) \) as the set of \( \ell(B) \) consecutive movements that starts at \( t(a) \) and ends at \( t(a) + \ell(B)T \), where \( \ell(B) \) is the largest even integer such that \( t(a) + \ell(B)T < t(b) \). For each pair \( a, b \in A \) with \( p(a) \neq p(b) \), and \( t(a) + T < t(b) \), we define a block \( B = (a, b) \) as the set of \( \ell(B) \) consecutive movements that starts at \( t(a) \) and ends at \( t(a) + \ell(B)T \), where \( \ell(B) \) is the largest odd integer such that \( t(a) + \ell(B)T < t(b) \).

A geometric visualization of an instance and a corresponding solution is given in Fig. 1, where upstream arrivals appear on the upper horizontal line and downstream arrivals on the lower horizontal line, and the schedule is represented by the lock movements between both lines.

We see a solution to the lockmaster’s problem as a set of lock movements, each lock movement starting at some given time. Such a solution will be called a schedule. However, some schedules are more interesting than others. We first identify schedules that possess a certain structure.

**Definition 2.** A schedule is called a block-schedule if it consists of a sequence of blocks \( B_1, \ldots, B_q \) where \( B_q = (a_q, b_q) \), \( q = 1, \ldots, s \), and \( b_q = a_{q-1} \) for each \( q = 1, \ldots, s - 1 \); and with a final set of consecutive lock movements starting at \( t(b_s) \), and ending not later than \( t(n) + 3T \).

Notice that the distinguishing feature of a block-schedule is that each movement starts at an arrival time or it directly follows the previous movement. Now, we are ready to state the following characteristic.
Lemma 1. There is an optimal lock schedule that is a block-schedule.

Proof. We first observe that the following properties characterize block-schedules:

Property 1. Each lock movement either directly follows upon a previous lock movement, or starts upon some \( t(a) \) while containing ship \( a \).

Property 2. The length of a period in which there is no lock movement (a so-called empty period) is at most \( 2T \).

Property 3. The final lock movement does not end later than \( t(n) + 3T \).

It is easily verified that any schedule satisfying Properties 1–3 is a block-schedule, and any block-schedule satisfies these properties.

We now prove Lemma 1 by showing that any schedule not satisfying the above properties can be transformed into a schedule satisfying them without increasing the objective value. Consider some schedule for the lockmaster’s problem not satisfying Property 1. Let \( t \) denote the earliest time where a lock movement starts, such that \( t \) is neither the ending time of a previous lock movement, nor the arrival time \( t(a) \) of some ship \( a \) contained in this lock movement. Since \( t - \varepsilon \), with \( \varepsilon > 0 \) and small, the lock is waiting to go up, and since no ships contained in the lock movement arrive between \( t - \varepsilon \) and \( t \), we could have started this lock movement at \( t - \varepsilon \) without increasing the objective function value. Thus, we start the lock movement earlier in time, at either (1) the latest arrival time of a ship contained in the lock movement, or (2) the ending time of the preceding lock movement.

Next, consider a solution where no lock movement occurs during a period \( S > 2T \). At the beginning of this period, two additional movements can be scheduled, reducing \( S \) by \( 2T \) time units. By repeating this step we end up only with empty periods shorter than \( 2T \) (Property 2).

Furthermore, since all ships are identical, ships can be exchanged in any solution to the lockmaster’s problem, such that the following property holds:

Property 4 [FCFS]. For each pair of ships \( a, b \in A \) with \( p(a) = p(b) \), if \( a < b \), then ship \( a \) will leave the lock not later than ship \( b \).

Now, we describe an algorithm solving the lockmaster’s problem in polynomial time. The basic idea is to build a directed acyclic graph \( G = (V, E) \) with a given cost \( c_e \) for each \( e \in E \). The arcs in the graph represent the blocks of a schedule, the situation before the first block or the final set of movements. After describing this graph, we argue that a path in this graph with a certain cost, corresponds to a block-schedule with a total waiting time equal to this cost, and vice versa. Thus, a shortest path corresponds to a solution to the lockmaster’s problem.

3.2. Constructing the graph

There is a node \( s, a \) node \( t \), and for each \( a \in A \), there is a set of \( n + 2 \) nodes that we denote by a layer of nodes \( L(a) \). One node from this layer is called the top node, indicated by \( a_{top} \). All other nodes of the layer are indexed by \( k = 0, \ldots, n \), and are denoted by \( a_k \). Hence \( V \) has \( O(n^2) \) nodes in total.

There are five types of arcs, namely arcs leaving \( s \), arcs entering \( t \), so-called block1 arcs, block2 arcs, and 0-cost arcs; we now describe these arcs and the corresponding costs. See Fig. 3 for a graphical representation, corresponding to the instance shown in Fig. 2, assuming \( T = 30 \).

There is an arc from \( s \) to a single node from each layer \( L(a), a \in A \), say node \( a_k \), with \( k \in \{0, \ldots, n\} \). The value of \( k \) is determined by the number of ships arriving in \((−∞, t(a) + T)\) at position 1 in \( p(a) \). This arc represents the situation where the first block of a schedule starts at time \( t(a) \) and position \( p(a) \). Accordingly, the cost of this arc equals the waiting time accumulated at time \( t(a) \) of all ships arriving in \((−∞, t(a) + T)\) at position \( p(a) \), plus the waiting time accumulated at time \( t(a) + T \) of all ships arriving in \((−∞, t(a) + T)\) at position 1 in \( p(a) \).

There is an arc from a top node \( a_{top} \) from each layer \( a \in A \) to node \( t \). The cost of this arc equals the waiting time of all ships arriving in \([t(a), t(n)]\) at position \( p(a) \), and in \([t(a) + T, t(n)]\) in position 1 in \( p(a) \), in a solution where at time \( t(a) \) a set of consecutive movements starts, serving all these ships.

We now describe the block2 arcs. For each block \( B = (a, b) \in A \times A \) with \( t(B) \geq 2 \), there is an arc from node \( a_{top} \) to node \( b_{top} \), where \( l \) equals the number of ships that arrive at position 1 in \((p(a), p(b))\) in the interval \((t(a) + (t(b) − 1)T, t(b) + T)\). The cost of such an arc equals the waiting time accumulated in block \( B \) at time \( t(b) + T \). Of, in case \( p(a) = p(b) \), all ships arriving in \((t(a), t(b)]\) at position \( p(a) \), and in \((t(a) + T, t(b) + T)\) at position 1 in \( p(a) \); in case \( p(a) ≠ p(b) \), all ships arriving in \((t(a), t(b) + T)\) at position \( p(a) \), and in \((t(a) + T, t(b)]\) at position 1 in \( p(a) \). These are the block2 arcs.

Fig. 4 illustrates a block \((a, b) \) of length at least 2. It can be seen easily that all ships arriving in \( p = 1 \) in \((t(a) + T, t(a) + 3T)\) are moved at time \( t(a) + 3T \). Similarly, all ships arriving in \( p = 1 \) in \((t(a) + (t(a, b) − 2)T, t(b) + T)\) are moved at time \( t(b) \). Finally, notice that ships arriving in \( p = 0 \) in \((t(a) + (t(a, b) − 1)T, t(b) + T)\) are moved at time \( t(b) + T \).

We now describe the block1 arcs. For each block \( B = (a, b) \in A \times A \) with \( t(B) = 1 \), there is an arc from each node \( a_k \), \( k = 0, \ldots, n \) to some node \( b_j \) from layer \( L(b) \) where \( l \) equals the number of ships that arrive at position 1 in \((p(a), p(b))\) in the interval \((t(a), t(b)]\). The cost of such an arc consists of two parts, first, the waiting time accumulated at time \( t(b) \) of all ships arriving in \((t(a), t(b)]\) at position \( p(a) \), and in \((t(a) + T, t(b)]\) at position \( p(b) \); and second, \( k = (t(b) − t(a) − T) \). Fig. 5 illustrates a block \((a, b) \) of length 1. Ships arriving in the time interval represented by the dashed section at \( p = 0 \), are transported by a movement starting at time \( t(b) \). Since \( t(b) > t(a) + T \), we need to take this additional waiting time into account, which is achieved by the second term described above. Note that, by construction of the block2 arcs, the index \( k \) of \( a_k \) corresponds precisely to the number of these waiting ships for block2 arcs ending at \( a_k \).

Finally, within each layer \( L(a), a \in A \), there is an arc with cost 0 that goes from each node \( a_k \) to \( k = 0, \ldots, n \), to node \( a_{top} \); these are the 0-cost arcs. This completes the description of graph \( G \). We now prove a lemma that establishes the correspondence between block-schedules and paths in \( G \).

Lemma 2. An \( s, t \) path in \( G \) corresponds to a block schedule and vice versa.

Proof. Consider some path from \( s \) to \( t \) in \( G \). Clearly, the path will visit some nodes of some layers. More precisely, the path can only visit a node in some layer by entering a node \( a_k \) in \( L(a) \) for some \( k \in \{0, \ldots, n\} \). The cost defined above, of any arc entering node \( a_k \) assumes that the lock will move at \( t(a_k) \). Next, there are two ways of leaving node \( a_k \): either, the path proceeds with a 0-cost arc to the top
node, or it proceeds with a block1 arc. Proceeding with a 0-cost arc means that the lock will move at \( t(a) + T \), since all arcs leaving the top nodes correspond to blocks of length at least 2. Proceeding with a block1 arc to some node \( b_l \) means that there is no lock movement starting at \( t(a) + T \). In this situation, by construction, \( k \) ships are waiting at position 1 – \( p(a) \) at time \( t(a) + T \). The waiting time of these ships after \( t(a) + T \) is included in the cost of the block1 arc leaving node \( a_k \). Hence, the cost on the arc entering node \( a_k \) is defined appropriately. Finally, note that the arcs leaving \( s \) represent the waiting time before the first block and the arcs entering \( t \) represent the final set of consecutive movements. It follows that the cost of each path from \( s \) to \( t \) corresponds to the total waiting time of a block schedule. The reverse is easy to see: any block schedule can be mimicked by choosing the appropriate arcs. □

**Theorem 1.** The lockmaster’s problem can be solved in \( O(n^3) \) by a straightforward implementation of a shortest path algorithm on the acyclic graph \( G \).

**Proof.** The previous Lemma, combined with Lemma 1 and the observation that the graph \( G \) is acyclic, and contains \( O(n^3) \) arcs, imply this result. □
4. A faster algorithm for the lockmaster’s problem

We describe here a more efficient implementation that uses the structure in the graph $G$ to solve the lockmaster’s problem. The resulting complexity is $O(n^2)$. The method used to obtain this speed-up shows similarities to the approaches proposed by Wagelmans, Van Hoesel, and Kolen (1992), Federgruen and Tzur (1991), and Aggarwal and Park (1993), where an improvement procedure is described to solve the well-known lot sizing problem. We use a specific forward labeling algorithm, where we label the nodes layer by layer, and within a layer, we start with $a_0$, then $a_1$, up to $a_n$, and finally $a_n$.

Define $sp(a_i)$ as the shortest path length from $s$ to node $a_i$, with $k = 0, \ldots, n$. Further, define $sp^k(b_i)$ as the shortest path length to $a_i$, with $i = 0, \ldots, n$. The node visited just before $b_i$ is $a_i$. Note that the arc $(a_i, b_i)$ is a block1 arc in $G$, which is defined only when $t(a) + T < t(b)$ and $p(a) \neq p(b)$.

There are $O(n^2)$ arcs leaving nodes from layer $L(a)$, $O(n)$ block2 arcs, and $O(n^2)$ block1 arcs. A shortest path to some node $b_i$ has as last arc either a block1 arc, or some arc that is not a block1 arc. It follows that, for each $b_i \in L(b)$,

$$sp(b_i) = \min \{ \min_{a-b} \{sp^k(b_i) \}, \min_{a-b} \{sp^{p(b)}(b_i) \}, sp^p(b_i) \}.$$

In the following, we argue that once $sp(a_i)$ is determined for arbitrary $a_i$ and each $k = 0, \ldots, n$, all $sp^k(b_i)$, i.e. shortest paths determined by block1 arcs leaving $a_i$, can be obtained in $O(n^2)$ time.

For a given $b_i$, it holds that $sp^k(b_i) = sp(a_i) + c(a_i, b_i)$, whereby $c(a_i, b_i) = w(a, b) + k(t(b) - t(a) - T)$ is the length of the block1 arc $(a_i, b_i)$ in $G$. The term $w(a, b)$ represents the waiting time accumulated at time $t(b) + T$ of all ships arriving in $(t(a), t(b) + T)$ at position $1 - p(b)$ and the waiting time of all ships arriving in $(t(a) + T, t(b))$ at position $p(b)$; this is a constant over all $a_i, b_i$ for which a block1 arc $(a_i, b_i)$ exists. Note that for each $a_i$, there is at most one $b_i$ from layer $L(b)$ for which an arc $(a_i, b_i)$ exists. We argue that finding all $sp^k(b_i)$ for $k = 0, \ldots, n$ and for $b = a + 1, \ldots, n$ is fixed, given $a$ and $b$, corresponds to finding the minimum value of at most $n$ linear functions $\forall k = 1, \ldots, n$ for no more than $n$ inputs $\forall b = a + 1, \ldots, n$.

**Lemma 3.** Given $m$ linear functions $f_i(x) = a_i x + b_i$ with $a_i, b_i \in \mathbb{R}$ for each $i = 1, \ldots, m$, $a_i \leq a_{i+1}$ for each $i = 1, \ldots, m - 1$, and an ordered finite set $Q$. Then the indices arg min$_{i \in Q} \{f_i(x) | i = 1, \ldots, m\}$ for each $q \in Q$ can be found in $O(m + |Q|)$.

**Proof.** It is clear that we may assume w.l.o.g. that no two of the given functions are identical. We start by eliminating dominated functions. We say that $f_j$ is dominated by $f_i$, $j < i$, if $b_i < b_j$ because then $f_j(x) \leq f_i(x)$ for each $q \geq 0$. Henceforward, we assume that $b_i > b_{i+1}$ for each $i = 1, \ldots, m - 1$ in the following.

Next, we find the lower envelope of the functions $f_1, \ldots, f_m$. We refer to Sack and Urrutia (2000) for an overview of methods devoted to computing the lower envelope of a set of functions. We maintain a list $L$ of active functions which potentially contribute to the lower envelope. Note that functions may be dropped from this list later on. Initially, this list contains $f_m$ and $f_{m-1}$. We consider the functions $f_{m-2}, f_{m-3}, \ldots, f_1$ in this order. Let $f_i$ be the function to be considered, and $f_{i+1}$ and $f_{i+2}$ the last and next-to-last function contained in $L$, respectively. We determine the $q$-coordinate of the intersection of $f_i$ and $f_{i+1}$ and the $q$-coordinate of the intersection of $f_i$ and $f_{i+2}$. If $q_{i+1} \leq q_{i+2}$, then we remove $f_{i+1}$ from $L$ since $f_i(q) \geq \min\{f_{i+1}(q), f_{i+2}(q)\}$ for each $q \geq 0$, and we repeat this step with
Algorithm 1 $O(n^2)$ algorithm for finding the shortest path in $G$.

construct graph $G$ as described above

$s p(a_k) \to \infty$ for all $a \in A$ and $0 \leq k \leq n$

for $a \in A$ do

consider block $(s, a)$ and update $s p(a_k)$ for $k$ corresponding to $(s, a)$

end for

for $a = 1, \ldots, n$ do

set $s p(a_{top}) = \min \{s p(a_k) | 0 \leq k \leq n\}$

determine the lower envelope for all block1 arcs $(a_k, b_k)$ with $k = 0, \ldots, n$ and $b = a + 1, \ldots, n$ ($i$ follows from $a_k$ and $b$)

for $b = a + 1, \ldots, n$ do

if $i(a, b) = 1$ then

update $s p_k(b_i)$ using the lower envelope

else

update $s p_k(b_i)$ using $s p(a_{top})$

end if

end for

end for

“left behind”. Thus, ships that lay waiting may not all be transferred in the same lock movement.

When the number of ships that may be contained within the lock at any given time is bounded by a constant, a similar procedure to Section 3 may be used.

Theorem 3. The lockmaster’s problem with a bound on the number of ships in the lock is solvable in $O(n^4)$.

Proof. Suppose that the lock can accommodate at most $c$ ships at once. We can reformulate Property 3 as follows: the final lock movements in the lock is solvable in $O(n^4)$. The lockmaster’s problem with a (scalar) bound on the size of the lock is solvable in $O(n^4)$.

Theorem 4. The lockmaster’s problem with a (scalar) bound on the size of the lock is NP-hard.

Definition 4. We say that two nodes $(a, u, d)$ and $(b, u', d')$ are compatible if $(a, b)$ is a block and if $u' = f_{up}(a, b, u)$ and $d' = f_{down}(a, b, d)$.

The set of edges in our graph is given as $E = E^L \cup E^B \cup E^T$, with

- $E^L = \{(s, v) | v = (a, u, v) \in V^A\}$,
- $E^B = \{(v, v') | v$ and $v'$ are compatible$\}$, and
- $E^T = \{(u, v) | v = (a, u, d) \in V^B\}$.

The cost $c(v, v')$ of the edges in $E^B$, with $v = (a, u, d)$ and $v' = (b, u', d')$, equals the sum of waiting times of all ships $k$ with $u < k < u'$ arriving at $p = 1$ and the sum of waiting times of all ships $t$ with $d < t' \leq d'$ arriving at $p = 0$, such that these ships are handled while respecting the lock capacity.

The costs $c(s, v)$ on edges leaving the origin are equal to 0, since no ship has been transferred yet. The costs $c(v, t)$, with $v = (a, u, d)$, represent the waiting times of ships $k$ with $u < k < u'$ arriving at $p = 0$ and the waiting times of ships $t$ with $d < t' \leq d'$ arriving at $p = 1$. These ships are served by the final sequence of lock movements.

Then, a path from $s$ to $t$ represents a feasible lock schedule and the shortest path represents the lock schedule having minimum total waiting time of ships. G is acyclic and contains $O(n^2)$ nodes, each node being source of at most $O(n)$ arcs. Furthermore, we can determine $u'$, $d'$, and total waiting of ships according to all arcs emerging from $v \in \{s\} \cup V^B$ in $O(n)$ time. Constructing $G$ and using a straightforward shortest path algorithm allows us to find a solution in $O(n^4)$ time.

A more general setting assigns to each ship and lock an arbitrary size. When each ship and lock has an associated length and width, the problem is easily seen to be NP-hard by reduction from rectangle packing, as mentioned by Hermans (2014). We extend this result to instances where the size of the lock is represented by a scalar value. For the details of the proof, based on reduction from 3-PARTITION, we refer to Passchyn et al. (2015).

Theorem 5. Under a FCFS policy, the lockmaster’s problem with a bound on the size of the lock is NP-hard.

We may, however, impose the requirement that all ships traveling in the same direction must be handled in a predetermined order. More specifically, we will require that ships traveling in the same direction are handled according to the total order on $A$. We will say that solutions satisfying this requirement adhere to a first-come-first-served (FCFS) policy. The FCFS policy is currently applied as the standard handling policy for ships at many locks, see e.g. Smith et al. (2009); Ting and Schonfeld (2001); van Haastert (2003). When this requirement is enforced, an efficient procedure exists for finding an optimal solution.

5.2. Ship priorities

Minimizing the weighted sum of waiting times allows us to take into account ship priorities. This is often relevant, for instance, in
locks operating in ports. It is indeed quite common to distinguish between sea ships (having limited manoeuvrability) and inland ships. In addition, ships transporting dangerous goods receive priority over regular cargo ships (Du & Yu, 2003), which in turn may have priority over leisure ships, see e.g. (Smith et al., 2009; Verstichel & Vanden Berghe, 2009). All this can be dealt with by assigning a weight \( w_a \) to each ship \( a \in A \), revealing their priority. We can generalize the construction of the graph \( G \) and in particular the arc costs, to this setting by multiplying the waiting time of ship \( a \) by its weight \( w_a \). We state without proof:

**Theorem 6.** The lockmaster’s problem with objective to minimize total weighted waiting time is solvable in \( O(n^3) \).

Notice that when the ships are weighted and the capacity of the lock is limited, the algorithm described in Section 5.1 might fail to find an optimal solution. Earlier, specifying a block would implicitly specify the set of ships that are transferred in this block. This, however, need then no longer be the case; although the optimal solution can still be seen as consisting of blocks, it is not clear which particular ships are transferred during which movements in a block. When considering the uni-directional case, Baptiste’s algorithm (Baptiste, 2000) (see Section 2) yields a polynomial time procedure.

### 5.3. Handling times

In practice, placing a ship into a lock takes a certain amount of time, such that the total time a ship spends in the lock may depend on the other ships present. Smith et al. (2011) describe a lock scheduling problem where handling times are not only ship-dependent, but also sequence dependent. We here consider the setting where each ship \( a \in A \) requires an integral handling time \( h_a \). We model this by modifying the lockage time so that it is no longer constant: \( T_j = T + \sum_{a \in A_j} h_a \)

where \( A_j \) refers to the set of ships transferred in the jth lock movement, and \( T_j \) denotes the corresponding lockage duration, \( j = 1, 2, \ldots \).

Observe that, with distinct \( h_a \) values, it may be optimal to let a ship with a relatively large handling time wait while handling subsequent arrivals first. In general, all optimal solutions may thus violate Property 4.

We first state that the general setting for the lockmaster’s problem with handling times is NP-hard. The proof, by reduction from 3-PARTITION, is described by Passchyn et al. (2015).

**Theorem 7.** The lockmaster’s problem with ship-dependent handling times is NP-hard.

Observe that, because of the handling times, the number of ships contained in a lockage influences the possible starting times of later lockages. Thus, it may be optimal for a ship not to enter the first possible lockage in the ship’s direction of travel. In the absence of handling times, i.e. Section 3, not entering the first available lockage would clearly be suboptimal. Despite this, we show that, in the FCFS case, a polynomial time dynamic programming approach exists. Note that this also applies to the setting where all handling times are equal, i.e. the case where \( h = h_a \) for all \( a \in A \). For a detailed description of the algorithm, and thus the proof of Theorem 8, we refer to Passchyn et al. (2015).

**Theorem 8.** The lockmaster’s problem with arbitrary handling times under a FCFS policy can be solved in \( O(n^{10}) \) time.

### 5.4. Non-uniform lockage duration

Lockage times for upstream-bound (\( T_u \)) and downstream-bound (\( T_d \)) may differ. Passchyn et al. (2015) argue that the procedure for the lockmaster’s problem outlined in Section 3 is easily adjusted to take non-uniform lockage durations into account.

**Theorem 9.** The lockmaster’s problem with a lockage duration that depends on the position of the lock is solvable in \( O(n^3) \).

### 5.5. Water usage

Due to organizational/environmental reasons, the number of lock movements allowed in some time-interval may be limited. In particular when water is scarce (e.g. after dry seasons). In such a case, the number of allowed lockages is bounded in order to keep the water at a navigable level (Verstichel & Vanden Berghe, 2009). Again a modification to the original procedure can be found which finds an optimal solution. This procedure runs in polynomial time provided that the bound \( Q \) on the number of lockages is part of the input. We refer to Passchyn et al. (2015) for the full description.

**Theorem 10.** The lockmaster’s problem with a bound \( Q \) on the number of lock movements is solvable in \( O(2^Q n^4) \).

### 6. Computational study

Is it worth the effort to solve instances of the lockmaster’s problem to optimality? Or, are heuristics sufficient to achieve near-optimal solutions? In this section we answer this question by performing computational experiments. We consider the basic problem setting as well as a number of extensions and compare the optimal solution to a number of straightforward heuristics.

#### 6.1. Instances and problem setting

As far as we are aware, the only publicly available instances are maintained by Verstichel and Vanden Berghe (2009). Using the shortest path procedure described in Section 3, we can find a solution for these instances. We refer to Passchyn et al. (2015) for these results.

As these instances do not contain all information needed for the extensions we cover here, we also generate new instances for further testing. We simulate a realistic arrival process with ships arriving independently over a time horizon of 24 hours. The time unit is one minute and the lockage duration is assumed to be 30 minutes. The arrival rate was estimated from a dataset with arrival times for the locks of Terneuzen, The Netherlands, provided by Rijkswaterstaat, the dutch waterway management organization. The values \( p = \frac{1}{30}, p = \frac{1}{15} \) and \( p = \frac{1}{6} \) yield instances with an average of approximately 50, 100, and 150 ships respectively. Passchyn et al. (2015) provide more details on the instances and arrival distribution.

We consider the following problem settings:

1. **Basic:** The basic settings described in Section 3. This considerably simplified problem serves as the starting point for all cases below. Further, it acts as a reference to compare the relative performance of the different solution methods.

2. **Capacity:** The extension covered in Section 5.1. We assume that the number of ships in the lock is limited for any lock movement. We arbitrarily set the bound equal to 3 for all capacitated instances below. Separate simulations with capacity values of 6 and 12 respectively, resulted only in minor differences with the basic setting, indicating that the optimal solution is rarely restricted by these capacity bounds. For this reason, results for the larger capacity bounds are omitted.

3. **Weights:** The extension considered in Section 5.2. Lock capacity is not limited in this case. The generated instances each have ship priority values chosen randomly from \( \{1, 2, 3\} \) with equal probability.

4. **Handling times:** The extension considered in Section 5.3. Handling time values are chosen uniformly random from \( \{0, 2, 5\} \). Ship priorities and lock capacity are not considered. Note that finding the optimum solution is NP-hard as shown in Section 5.3.
6.2. Heuristics

Let us also define the behaviour of each of the heuristics. Each of these will be applied to all problem settings where possible. Since the solution values for these heuristics depend on the initial position of the lock (whereas it does not for the exact solution), we obtain a heuristic solution for both starting positions and report the best of both solutions. Some additional heuristics not mentioned here, and their results, are discussed by Passchyn et al. (2015).

**Continuous up/down (CUD):** The lock will move whenever possible, resulting in a continuous up/down movement. This strategy uses no information whatsoever, and even ignores the number of ships present at the lock. The first lock movement is assumed to start at $t = 0$. Lock capacity and ship handling times and weights are taken into account where relevant.

**Move upon arrival (MA):** The lock will not move unless a ship arrives or a ship is already waiting. Whenever a ship arrives on either side, the lock will immediately move and handle this ship (potentially by first performing an empty lock movement). When given knowledge concerning the ships that have arrived so far while having no future arrival information, this may be the most straightforward way to operate the lock. Capacity, handling times and weights are straightforward to take into account.

**Look-ahead 2T (LA2T):** In contrast to the CUD and MA heuristics, this procedure makes use of future arrival information. A subproblem is solved with the exact solution procedure, using arrival information for the following 2T time units. The solution to this subproblem then determines if the lock should move or wait for the following arrival. A more detailed description of this procedure can be found in Passchyn et al. (2015).

6.3. Results

We summarize the results of all simulations in Tables 1–3. Each table shows values obtained by averaging over 25 instances for each heuristic under different problem settings. We do not separately list the computation time as minimizing the solution time was not our main priority. Exact solutions were obtained in less than a second on average, except for the bounded capacity setting, where the increased graph complexity increases the computation time up to a 10 minute average on a 3.4 GigaHertz machine with 4GigaByte RAM. Exact results are reported in minutes of total waiting time. Heuristic values are shown as a percentage relative to the corresponding exact solution where possible, and as total waiting time in minutes where the exact solution is not available. All generated instances and results for each individual instance are available online at https://perswww.kuleuven.be/~u0086328/lockmasterdata.html.

We see from the tables that, as should be expected, the straightforward heuristics CUD and MA perform significantly worse than LA2T. Making use of future arrival information clearly pays off. In addition, the optimality gap induced by all heuristics tends to decrease as the arrival rate increases. This is easily explained since the waiting times will more frequently outnumber the lock capacity in this case, at which time it is always optimal to move the lock immediately with full capacity.

LA2T appears the best available strategy, provided that the optimal solution to subproblems can be found. The smaller size of subproblems may also allow an exact MIP solution in reasonable time, even for settings that are known to be NP-hard. This suggests application of this heuristic as a ‘rolling horizon’ strategy for large instances where the exact solution is infeasible. Increasing the look-ahead horizon will further improve the performance of this heuristic, at the cost of a rapidly increasing computation time as the horizon increases. For our instances, the LA2T computation was at least an order of magnitude faster than the exact procedure, and frequently the difference was even larger. For one of the larger instances in the basic setting however, the exact solution for the entire problem was in fact found faster, albeit only slightly, than the heuristic result.

7. Conclusion

This paper introduced the lockmaster’s problem, a new problem that is closely linked to batch scheduling problems. The problem can be solved in polynomial time; we were able to build a graph such that applying a basic shortest path algorithm solves the lockmaster’s problem, and several extensions, to optimality. Computational experiments confirm that this exact algorithm outperforms a number of basic heuristics.

---

**Table 1**

Results for different problem settings. Each value represents the average of 25 instances simulating the same arrival process. The arrival parameter equals $1/30$.

<table>
<thead>
<tr>
<th>$p = 0.0333$</th>
<th>Heuristic (percent)</th>
<th>CUD</th>
<th>MA</th>
<th>LA2T</th>
</tr>
</thead>
<tbody>
<tr>
<td>exact (min.)</td>
<td>OPT 727.3 (percent)</td>
<td>201.6</td>
<td>192.3</td>
<td>107.2</td>
</tr>
<tr>
<td>Capacity 793.8 (percent)</td>
<td>195.8</td>
<td>187.8</td>
<td>109.4</td>
<td></td>
</tr>
<tr>
<td>Weights 1381.4 (percent)</td>
<td>214.0</td>
<td>204.2</td>
<td>104.6</td>
<td></td>
</tr>
<tr>
<td>Handling cap + W + HT</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2**

Results for different problem settings. Each value represents the average of 25 instances simulating the same arrival process. The arrival parameter equals $1/15$.

<table>
<thead>
<tr>
<th>$p = 0.0666$</th>
<th>Heuristic (percent)</th>
<th>CUD</th>
<th>MA</th>
<th>LA2T</th>
</tr>
</thead>
<tbody>
<tr>
<td>exact (min.)</td>
<td>OPT 1884.9 (percent)</td>
<td>152.3</td>
<td>153.1</td>
<td>105.8</td>
</tr>
<tr>
<td>Capacity 3768.8 (percent)</td>
<td>130.4</td>
<td>132.3</td>
<td>107.6</td>
<td></td>
</tr>
<tr>
<td>Weights 3644.0 (percent)</td>
<td>158.5</td>
<td>159.2</td>
<td>104.9</td>
<td></td>
</tr>
<tr>
<td>Handling cap + W + HT</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3**

Results for different problem settings. Each value represents the average of 25 instances simulating the same arrival process. The arrival parameter equals $1/10$.

<table>
<thead>
<tr>
<th>$p = 0.1$</th>
<th>Heuristic (percent)</th>
<th>CUD</th>
<th>MA</th>
<th>LA2T</th>
</tr>
</thead>
<tbody>
<tr>
<td>exact (min.)</td>
<td>OPT 3361.3 (percent)</td>
<td>137.1</td>
<td>134.8</td>
<td>105.3</td>
</tr>
<tr>
<td>Capacity 21592.2 (percent)</td>
<td>109.7</td>
<td>108.4</td>
<td>103.7</td>
<td></td>
</tr>
<tr>
<td>Weights 6474.6 (percent)</td>
<td>141.1</td>
<td>139.6</td>
<td>105.3</td>
<td></td>
</tr>
<tr>
<td>Handling cap + W + HT</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
</tr>
</tbody>
</table>
8. Further research

In this work we study the lockmaster’s problem for a single lock. A relevant question is how to deal with the problem in case of multiple locks in series, either with ships sailing downstream at the first lock and upstream at the last lock, or, more complex, with ships also arriving at intermediate locks. In general, more complex waterway networks with several locks would be a nice subject for future work. In reality, lockmasters do not know all the ship arrival times in advance, except for ships that are already within a certain distance of the lock. Studying the online version of the lockmaster’s problem could capture this element in a better way. A different direction for future research is to go further into batch scheduling with three or more job families, instead of the two families related to the lockmaster’s problem studied in this paper.
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