Solutions final test Advanced Calculus (2DBN10)
January 2023

No rights can be derived from these solutions.

1. The eigenvalues of the coefficient matrix are A\; o = —1 £ v/4 — 2a.
e If ¢ > 2 the eigenvalues are conjugate complex. All solutions are of the form
u(t) = e*t(ClvleM + C2U2€7th)
with w := v/2a — 4 and suitable vectors v 5 € C? and C 2 € C. So
lu(t) < Ce " =0 ast— +oc.
e If 3/2 < a < 2 both eigenvalues are real and negative. All solutions are of the form
u(t) = Crv1eM?t + Covge??
with suitable vectors vy 2 € C? and Ci2€C. So
lu(t)] < CeMt -0 ast — +oo.
e If a <3/2then A; > 0. Let v; be a corresponding eigenvector. The solution u given by
u(t) = vieM?t
does not approach 0 as t — +o00.
(Not demanded: For a = 2, all solutions converge to 0 as well.)

2. a) By partial fraction decomposition,

s?4+13s+15 3 —2s+1 3 —2(s+2)+5

s3 +4s2+5s s+52+4s+5: s T (s+2)24+1"°

Using the table we find for the inverse transform f = £L~1[F]
f(t) =3+ e ?(—2cost + 5sint).

b) Define H : (0,00) — R by H(s) = F(s)/s and let h := L~![H] be the inverse Laplace
transform of H. Then G(s) = H(s/2)/2, and by the calculation rules

W) = / f(r)dr,

g(t) = h(2t) = ; f(r)dr.
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hence the Taylor polynomial is given by

Ty 1,1)(z,y) = 6[1 +(x—-1)—

using the standard formula.

. 1. Critical points of f satisfy

hence z =0 or y = —1.
If =0 then y = 0. The point (0,0) is a critical point in D with f(0,0) = 0.
If y = —1 then x = /2. The points (+v/2, —1) are critical points in D with f(£v/2, —1) =

1.

Vi(z,y) = ( 235 :xy)) =

(y—1)+

4. Standard expansions up to quadratic terms in (z — 1) and (y —
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This result can alternatively be obtained by calculating the partial derivatives at (1,

)

(y—1)+...)" +
Sy —1?.
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2. We parameterize the boundary of D by z = 2cosf, y = 2sin#, 6 € [0,27). For points on

this boundary,

flz,y) =

We find extrema of g by solving

g’ (0) = 8cos(—2sin? @ + cos® §) = 0.

g(0) =4 + 8cos? fsin 6.



7.

This equation implies cos = 0 or cos? § = 2sin? 6.

If cos@ = 0 then z = 0, hence y = £2, with function values f(0,£2) = 4.

If cos?§ = 2sin® @ then 22 = 242, hence 3y? = 4, i.e. y = £/4/3, v = £,/8/3, with
function values 4 &+ %ﬁ.

(Alternatively, the extrema of f on the boundary of D can also be obtained by the method
of Lagrange multipliers.)

3. Comparing the function values in the candidate points yields that the global minimum of
fon D is 0, taken at (0,0), and the global maximum is 4 + 121/3, taken at (4+/8/3,1/4/3).

. We have to minimize and maximize f(z,y,z) = z under the restrictions

gl(xayvz):x+y+z_1:07
g2z, y,2) =2 +y> —2=0.

The Lagrange equations for this problem are

0 1 2x
O =X 1] +X |2y
1 1 -1

As the three vectors in this system are linearly dependent, we have that
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i.e.  =y. This yields 2z + z = 1 and z = 222 from the restrictions, hence 222 + 2z = 1
with the solutions
-1++3

2

corresponding to the minimum and maximum value

x1,2 =

212 = 1 —2551’2 = 2:F\/§

a) To apply the Implicit Function theorem (IFT) with ¢9 = 0 we need (z¢,yo) such that

sinzg + 2sinyy = 0,

"0 + ¥ =2,

so we can choose (x0,y0) = (0,0).
Define F : R — R? by

sinz + 2siny — ¢
F(JJ,:%Z): (em+ey_t2_2>‘

Then F(zo,yo,t0) = F(0,0,0) = 0, and the Jacobian
(1 >
(0,0,0) 11

is regular. The existence of the functions £ and n with the announced properties follows
from applying the IFT.

cosr 2cosy
e’ eY

Doy (@, 9Dl 0.0.0) = (



b) Differentiating F(£(t),n(t),t) = 0 with respect to ¢t at t = 0 and using that £(0) = xo =

0, n(0) = yo = 0 yields /
(DG =0)

with solution £'(0) = —1, /(0) = 1.

8. Cylindrical coordinates:

2m 1 1 2m ol z?
/// de:/ / r/ zdzdrdf or /// de:/ / z/ rdrdzdf = /6.
K o Jo Jyr K o Jo Jo



