Assignment for OOTI courses RTS and CDS

The assignment concerns the simulation of the execution of a real-time task set in a distributed context. More precisely, it addresses the following aspects:

1. Generation of tasks

· A set of periodic tasks is defined before-hand. The parameters in this definition include task parameters as known from the course 

· Each processor has a set of sparse tasks. These are also defined beforehand in a similar way as the periodic tasks.

· On a single place in the network, dynamic tasks are generated according to certain characteristics. For each task, a processor must be found. The dynamic tasks must be executed under a best effort regime, i.e., complete as fast as possible. Parameters of the dynamic tasks can be modified at run-time through a control interface.
2. Synchronization of clocks

In order to support real-time scheduling the clock must be synchronized with a skew of at most 1 milli-seconds.
3. Distribution of tasks

The set of periodic tasks is to be distributed over de processors. The dynamic tasks must be assigned such as to optimize response times. 

4. Balancing the load

Solutions should include dynamic load-balancing.

5. Observe and control the behavior of the system

It must be possible to obtain insight in the system behavior through 

i. simple visualization

ii. performance statistics

In addition, relevant parameters can be modified through a control interface.

6. Communication infrastructure
Design a simple RPC or RMI mechanism for the communication between the processors. Include in this mechanism at least a registration and a lookup service.

Summarizing, the following elements/tasks/components can be recognized in your work. These may all be implemented in a distributed fashion and amount to a part residing on each processor.

· A task generator, generating tasks based on a set of parameters. The task generator generates the sparse tasks, the periodic tasks and the dynamic tasks. Sparse and periodic tasks must be generated such that the processors are loaded up till their maximum load or about 50% below the maximum load as sketched above. This is a parameter to the task generator. Tasks should have different periods. The ratio between the longest period and the shortest period should be a parameter of the task generator. Other parameters are the total number of tasks and of processors.

· A task allocator, allocates periodic tasks to the processors to obtain a given distribution load. The allocator sends information about the initial distribution to the processors. When a dynamic task is generated, the allocator decides on which processor the task is executed, and communicates the task characteristics to the chosen the processor. The allocator decides about any load-rebalancing activities.
· A scheduler, assigns tasks to a processor according to a scheduling strategy. The strategy is EDF. In addition, two strategies for overload conditions are possible. One strategy per group of ooti’s is used. 

· (1) A task is only scheduled when no overflow can occur, and 

· (2) a task is scheduled such that an overload of up till 20% is allowed. An overload handling algorithm is used to assure that a maximum number of the tasks nevertheless meets its deadline

· An observer, executes on a CPU and visualizes the execution of the tasks. It takes statistics on the CPU load, the number of preemptions, the number of missed deadlines, the number of successful task executions and other interesting parameters.

