Memory Management for Multimedia Quality of Service in Resource Constrained Embedded Systems

Mike Holenderski, Chidiebere Okwudire, Reinder J. Bril, Johan J. Lukkien
Eindhoven University of Technology,
Den Dolech 2, 5600 AZ Eindhoven, The Netherlands
m.holenderski@tue.nl, c.g.u.okwudire@student.tue.nl, r.j.bril@tue.nl, j.j.lukkien@tue.nl

Abstract

In this paper, we consider multimedia Quality-of-Service (QoS) in resource constrained embedded systems, where scalable applications are structured as directed acyclic graphs of tasks, which communicate via shared buffers. Scalable multimedia applications allow to trade quality for resource usage during run-time. We present two QoS problems: (i) temporal dependencies between subchains of tasks due to a common predecessor, and (ii) mode change latency in applications. These problems are addressed through advanced memory management techniques. For the first problem, it is shown how additional access to the buffer, in particular the support for dropping selected frames, allows to guarantee the Quality of Service of the application during overload conditions, preventing congestion in one buffer to propagate across the whole application. For the latter problem, the approach of in-buffer scaling is applied to reduce the mode change latency in scalable multimedia processing applications, which can adapt their memory requirements during runtime according to a set of predefined modes. The latter approach is validated with simulation results.

1 Introduction

In this paper we investigate memory management for real-time multimedia applications running on top of a resource constrained platform, and demonstrate an approach for dynamic storage allocation which can improve the Quality of Service (QoS) provided by the whole system. A real-time application is modeled by a set of tasks, where each task specifies part of the application workload associated with handling an event. Tasks use components to do the work, and can be regarded as the control-flow through the components, as shown in Figure 1.

We consider multimedia applications which are implemented as a directed acyclic graph (DAG) of data-driven tasks, with a time-driven (i.e. periodic) head and tail task. Tasks communicate via bounded buffers. Task execution is determined by priority, data availability, buffer sizes and time triggering at the boundaries of the system, however, we assume that the end-to-end latency of the complete chain is bounded. Task execution times may vary and depend on the data they process. We focus on applications which pose a QoS requirement in terms of a minimum and maximum bound on the time interval between consecutive different outputs generated by the last task in the chain.

Scalable applications are those which can adapt their workload to the available resources. In this paper we consider scalable applications which can operate in one of several predefined modes. A application mode specifies the maximum resource requirements of the application task set, in particular the resource requirements of the components used by the task set. In a resource constrained system, not all components can operate in their highest modes (i.e. modes requiring the most resources) at the same time, giving rise to a tradeoff between the resource requirements and provided quality. Some components will need to operate in lower modes. During runtime the system may decide to reallocate the resources between the components, resulting in a mode change. Many applications pose a requirement on the latency of a mode change, e.g. a mode change latency may not be longer than the time interval between two consecutive rendered frames.

1.1 Problem statement and its motivation

In this paper we address two QoS related problems in resource constrained multimedia systems. We assume a single processor environment, where tasks are preemptive.

Hentschel et al. [1] present the theory and practice of video Quality-of-Service for Consumer Terminals. They describe a pipelined multimedia processing application, where a multiplexed audio and video input stream is demultiplexed into two buffers and processed independently by two processing subchains, as shown in Figure 2. They observe that fluctuation in the processing time for decoding different video frames may fill up the buffers along the video processing subchain, in particular the video output buffer of the demultiplexer. This may cause the demultiplexer to block and in effect starve the audio subchain, leading to the dropping of audio frames, manifested by sound artifacts. In this paper we present an approach which prevents the demultiplexer from blocking.

The second problem we address in this paper is bounding the mode change latency in scalable multimedia applications, distinguishing between the application latency and the system latency. From the application...
A mode change may interfere with the processing of a video stream. A large mode change latency will delay the rendering of frames and lead to artifacts in the output video. From the system perspective, during a mode change, resources can be allocated to applications in the new mode only after they have been released by the applications in the old mode. Therefore the mode change latency will impact when the resources can be reallocated between applications and when these applications can resume operating in the new mode.

1.2 Contributions

The contribution of this paper is two fold. First, it is shown how additional access to the buffer, in particular the support for dropping selected frames, allows to guarantee the QoS of the application during overload conditions, preventing congestion in one buffer to propagate across the whole application.

Second, the approach of in-buffer scaling is applied to reduce the mode change latency bound in scalable multimedia processing applications, which can adapt their memory requirements during runtime according to a set of predefined modes.

This paper presents a general technique targeted at streaming, or data driven, systems, and uses example media processing applications for illustration and motivation.

1.3 Outline

Section 2 provides an overview of the related work, followed by a description of our application and platform models in Section 3. Section 4 describes the proposed architecture, which is refined in the following sections as new concepts are added to address the tackled problems. Our first contribution is described in Section 5, followed by our second contribution in Section 6. Section 7 concludes this paper.

2 Related work

In this section we summarize the related work on memory management in embedded systems, QoS during overload conditions, and mode changes in scalable applications.

2.1 Memory management in embedded systems

In Geelen [2], systems are investigated which can change their functionality during runtime, by varying their sets of components. Their notion of dynamic functionality is similar to the concept of scalability discussed in Section 2.3, where the total memory requirements are determined by the current application mode. They propose a method for dynamic loading of memory in real-time systems. They present a case study of a DVD player platform, with a memory management unit present but disabled, which uses static memory partitioning for memory management.

They propose a method with the memory management unit enabled for dividing the memory requirements into static overlays, created during the initialization phase. An overlay groups together the memory requirements of several components belonging to a particular mode (e.g. dvd playback or tv recording). They also show how to manage the loading and storing of overlays between RAM and hard disk by directly controlling the entries in a TLB, and implement their approach in a particular DVD player product. They assume soft deadlines on the mode changes, aiming at providing QoS in terms of “smooth” transitions.

In this paper we present an approach for dynamic reallocation of memory between components during runtime, on a platform without a memory management unit. We organize the memory requirements of components into memory budgets, which components can request, resize and discard during runtime. We show how the components can resize their budgets during a mode change, before the memory can be reallocated to other components.

Our approach is well suited for platforms with explicitly managed local memory, such as scratch-pad memory. A scratch-pad provides low latency data storage, similar to on-chip caches, but under explicit software control. The simple design and predictable nature of scratchpad memories has seen them incorporated into a number of embedded and real-time system processors [3]. McIlroy et al. [4] present a dynamic run-time heap management algorithm for scratch-pad memory. Their approach is
based on a combination of fixed-sized macro blocks, which are later subdivided into variable sized allocations.

In this paper, while in Section 5 we do not assume any particular memory organization, in Section 6 we assume the memory is managed in terms of fixed sized blocks, allowing to easily reallocate memory between components. We reuse the notion of memory reservations described in [5, 6]. They are defined as containers for memory allocations, allowing components to request memory and guarantee granted requests during runtime, avoiding static memory allocation in the absence of paging support. Memory reservations are granted to components only if there is enough space in the common memory pool, and memory allocations are granted only if there is enough space within the corresponding reservation.

2.2 Quality of Service during overload conditions

Wüst et al. [7] define QoS constraints in terms of three elements which need to be balanced: (i) minimizing deadline misses, (ii) maximizing the processing quality, and (iii) minimizing the quality changes.

The mechanism for selectively dropping buffer elements for frames, as presented in this paper, aims at resolving the induced temporal dependencies. To the best of our knowledge this problem has not been addressed in literature in the context of memory constrained multimedia applications with QoS constraints.

2.3 Scalable applications and mode changes

Multimedia processing systems are characterized by few but resource intensive tasks, communicating in a pipeline fashion. The tasks require processor for processing the video frames (e.g. encoding, decoding, content analysis), and memory for storing intermediate results between the pipeline stages. The pipeline nature of task dependencies poses restrictions on the lifetime of the intermediate results in the memory. The large gap between the worst-case and average-case resource requirements of the tasks is compensated by buffering the intermediate results (content analysis), and memory for storing intermediate results in the memory. The large gap between the worst-case and average-case resource requirements of the tasks is compensated by buffering. The mechanism for selectively dropping buffer elements for frames, as presented in this paper, aims at resolving the induced temporal dependencies. To the best of our knowledge this problem has not been addressed in literature in the context of memory constrained multimedia applications with QoS constraints.

3 The model

In this section we describe our application and platform models.

3.1 Application model

An application \( A \) is defined by a set of \( m \) tasks \( \{\tau_1, \tau_2, \ldots, \tau_m\} \). We assume several applications in our system. The applications are independent: they do not share any logical resources and their interaction is limited to time-sharing the physical resources, such as the processor or memory.

A task \( \tau_i \) is defined by its fixed and unique priority \( i \), with 1 being the highest priority, and worst-case computation time \( C_i \). A task may optionally be periodic, with \( T_i \) specifying the interarrival time of its jobs.

Tasks use components to do their work. A component \( C \) encapsulates a data structure with accompanying interface methods for modifying it and communicating with the system and other components. It can be regarded as a logical resource shared between different tasks. For example, a Decoder component encapsulates the memory to store the encoded frame data which it reads from the input buffer and provides methods for decoding the frame and placing it in the output buffer.

A task can be regarded as the control flow through the components it uses to do the work, as shown in Figure 1. Tasks of different applications do not share components.

The components are responsible for the memory requirements of an application. While tasks represent the processor-time requirements, the components they use are the major contributors to their computation time parameters (besides the system overheads).
Multimedia application

A multimedia application $A$ consists of a chain of $N_A$ tasks communicating via $N_A - 1$ shared buffers. The first and the last tasks in the chain are time driven with period $T_A$. All other tasks in the chain are data driven. In the remainder of this paper we will focus on the behavior of a single application and omit the $A$ index.

To accommodate different frame sizes at different stages in the processing pipeline, we assume frames may span across several buffer elements. To keep things simple, however, we assume that each buffer element contains at most one video frame, i.e. video frames do not share buffer elements. Therefore we assume an $n$-to-$1$ relationship between buffer elements and video frames.

3.2 Platform model

In this paper we assume that memory is managed in terms of fixed sized blocks. They avoid external fragmentation and simplify the reallocation of memory between components.

A component expresses its memory requirements in terms of memory reservations (or memory budgets), where each reservation guarantees access to a particular number of blocks during runtime. A memory reservation $R_i$ is specified by its capacity $s_i$ and manages access to $s_i$ memory blocks. Once a reservation is granted the component may request memory blocks from it. A reservation $R_i$ makes sure that it does not serve more blocks than $s_i$. A component may request several reservations, and in this way distribute its memory requirements among several reservations.

We assume a single processor environment, where tasks are preemptive.

4 The architecture

Before describing the architecture we first summarize the assumptions on the system:

A1 A system-wide fixed memory allocation size: a block.
A2 A variable budget size which is always a multiple of block size. A budget does not necessarily represent a contiguous chunk in physical memory.
A3 An $n$-to-$1$ mapping between buffer elements and video frames.
A4 Each buffer has a single writer and a single reader, where both writer and reader are aware of the mapping of frames to buffer elements.
A5 The end-to-end latency for the complete chain is bounded by $MT$, where $M$ is a natural number greater than 0 and $T$ is the period of the head and tail task in the chain.
A6 The application poses a QoS requirement in terms of a minimum and maximum bound on the interarrival time between consecutive outputs generated by the leaf task in the DAG.

The remainder of this section describes the basic architecture, introducing the necessary components and their interactions. In later sections we extend it with additional interfaces and components.

4.1 Resource Manager

The Resource Manager (RM) component provides an interface for requesting and discarding memory reservations. Upon a request for a reservation it does a feasibility check. It is also responsible for guaranteeing that once a reservation is granted to a component, memory within the reservation will not be allocated to other components.

The RM has the following interface:

- `void RM_Init()` allocates the memory managed by the RM and initializes local data structures for managing it.
- `void RM_RequestMemoryBudget(size)` checks if a budget with the given size can be accommodated and if so allocates it and returns a handle to it.
- `void RM_DiscardMemoryBudget(budget)` discards the budget, allowing other requests to reuse the discarded memory.
- `void RM_AllocateMemory(budget)` checks if there is a free block still available in the budget and if so marks it as occupied and returns a pointer to it.
- `void RM_FreeMemory(budget)` discards the block making it available for later `RM_AllocateMemory()` requests.
- `void RM_Finit()` frees the memory managed by the RM.

4.2 Buffer Component

The buffer components are responsible for most of the application’s memory requirements. Traditionally a buffer component provides interfaces for creation, reading, writing and destruction of the underlying bounded FIFO queue:

- `void Buffer_Init()` allocates the memory for the queue, i.e. requests a budget from the RM.
- `element Buffer_Peek()` returns a pointer to the head of the queue, or blocks if the queue is empty.
- `element Buffer_Pop()` pops the head of the queue, or does nothing if queue is empty.
- `element Buffer_Pull()` returns a pointer to the first free element at the tail of the queue, or blocks if the queue is full.
- `void Buffer_Push()` marks the element returned by the last call to `Buffer_Pull()` as occupied.
- `void Buffer_Finit()` frees the memory allocated for the queue, i.e. discards the corresponding budget.

5 Handling overload conditions

Hentschel et al. [1] present a study of a multimedia processing application, shown in Figure 2. They observe that fluctuation in the processing time for decoding different video frames may fill up the buffers along the video processing subchain. The buffers may continue to fill up until the demultiplexer component becomes blocked, when it is not able to write both the audio and the video frames into its two output buffers. This is an example of how the decoding of the audio stream may become blocked due to insufficient buffer space along the video processing path. In the end this leads to the dropping of audio frames, manifested by sound artifacts.
In this section we will focus on the audio and video subchains following the demultiplexer. The demultiplexer reads multiplexed frames from its input buffer and writes the audio part to its audio output buffer and the video part to its video output buffer. If either of these queues is full, then the demultiplexer blocks.

Let \( t \) be the time when \( b_v \) becomes full. If we do not address the congestion in the video subchain, then the demultiplexer will block and consequently stop feeding \( b_v \), eventually leading to audio artifacts.

One option is to extend \( b_v \) with additional memory, to prevent the demultiplexer from blocking. However, since we assumed a memory constrained platform, we cannot simply allocate more memory to one application without other applications suffering. We therefore propose to free up some space for the demultiplexer by dropping some of the frames in \( b_v \). Note that dropping frames from any other buffer along the video subchain will not alleviate the problem, since the demultiplexer will still be blocked on its output buffer.

We cannot simply pop the head element from the video output buffer. Since a single video frame is allowed to span across several buffer elements (A3), the head element could belong to a video frame which is currently being processed by the video decoder.

Waiting until the decoder has finished processing the current frame, and then discarding the head frame by simply popping it, is not an option either, since this is the very delay we want to avoid.

Instead, we propose to selectively drop those frames from \( b_v \) which can no longer be processed in time. Since we have assumed a bounded end-to-end latency (A5) and adjusted the buffer capacities accordingly, an overload condition means that a deadline was already missed. We want to prevent the deadline miss to propagate to other video and audio frames, leading to artifacts in the audio stream. We therefore propose to scan the video output buffer for the beginning of the next frame and drop all those elements which belong to that frame. A mechanism for dropping arbitrary frames also makes it possible to scan the buffer for the least significant video frame (e.g. a B or P frame in case of MPEG encoding [10]) and to drop that one instead, thus preserving the perceived quality of the output video as much as possible.

For this to work we extend the buffer component interface in Section 4.2 with additional methods providing limited access to arbitrary buffer elements:

```c
element Buffer_GetNextBufferElement() allows to iterate through the buffer elements. Every following invocation returns the following buffer element, or a NULL pointer if the end of the queue was reached.

void Buffer_ResetNextBufferElement() resets the pointer returned by the next Buffer_GetNextBufferElement() call to the head of the queue.

void Buffer_Drop(element) deletes the buffer element pointed to by element from the queue.
```

We need to iterate through the buffer elements (using Buffer_GetNextBufferElement() and Buffer_ResetNextBufferElement()) and drop those belonging to the least significant frames (using Buffer_Drop()). This congestion control should be triggered by the demultiplexer whenever it notices a full output buffer. It should be executed by a component which is aware of the semantics of the frames in the congested buffer.

Only the access to the shared data structures (such as the administration data structures for buffers and budgets) is synchronized, according to the Stack Resource Policy [11]. Having the highest priority task do all the scaling and dropping of buffer elements guarantees that no other task will interfere.

### 6 Reducing mode change latency

In Section 5 we have dealt with overload conditions. In this section we investigate reallocating memory between applications. We describe a scalable multimedia application, which can operate in one of several modes (where a mode describes its memory requirements), and show how to reduce the mode change latency. We outline our implementation of the proposed method in the \( \mu \)C/OS-II real-time operating system, and present simulation results which validate our approach.

Let us consider a multimedia processing application shown in Figure 3. It is an instance of an application comprised of a chain of tasks described in Section 3.1. It consists of three communicating tasks. The network task \( \tau_n \) receives incoming frames via the Network component and writes them to the buffer \( b_d \) containing encoded frames. The decoder task \( \tau_d \) reads the encoded frames from \( b_d \), decodes them using the Decoder component, and writes the result to \( b_d \) containing decoded frames. The buffer task \( \tau_r \) reads the decoded frames from \( b_d \) and has the Renderer component render them. The hardware attached to the Renderer component buffers the rendered frames, and in case a new frame has not arrived in time, the buffered frame is rendered.

We introduce scalability by having scalable buffer components. A scalable buffer component can adapt its size during runtime by requesting to resize its reservation. For example, the Quality Manager component (QM), which is responsible for coordinating the mode changes. There is one QM per application, which is responsible for distributing the resources between the components comprising the application. In a system comprised of several applications, there may be a global QM, which distributes the resources between the applications. Following the architecture description in [6] we add the following methods to the interface of each scalable component, in particular the buffer component in Section 4.2:

```c
void RM_ResizeBudget(budget, size) resizes a particular budget, as long as the new size does not exceed the available memory space.

We also add an additional component to the system, the Quality Manager component (QM), which is responsible for coordinating the mode changes. There is one QM per application, which is responsible for distributing the resources between the components comprising the application. In a system comprised of several applications, there may be a global QM, which distributes the resources between the applications. Following the architecture description in [6] we add the following methods to the interface of each scalable component, in particular the buffer component in Section 4.2:

```c
void QM_BeforeModeChange(targetMode) In case the targetMode is smaller than the current mode, this method allows the component to gracefully scale down its memory requirements and to reduce its budget.
A mode change request is represented by the arrival of the QM task $\tau_n$ with the highest priority among all tasks. It uses the QM, which performs the following steps:

1. Wait for the currently executing subtask to complete.
2. Identify the components involved in the mode change, by comparing the current application mode and the target application mode.
3. Call `QM_BeforeModeChange()` in all components involved in the mode change.
4. Change the corresponding modes in the data structure keeping track of all current component modes and the application mode.
5. Call `QM_AfterModeChange()` in all components involved in the mode change.

A mode change will affect each component in one of three ways with respect to resource provisions: reduce, increase or keep them the same. The interesting case is when the target mode allocates fewer resources than the current mode and the component has to adapt its resource requirements by giving up some of its resources. Reducing the mode of a buffer component (implemented by `QM_BeforeModeChange()`) can be divided into two steps: scaling down its frames followed by reducing its budget size. There are several approaches to scaling down the frames.

According to assumption A5, the end-to-end latency of the complete task chain is bounded by $MT$. If we reduce the application mode, the $M$ parameter is likely to change as well, since processing frames across the chain is likely to take less time. Let $M_c$ and $M_t$ be the $M$ parameters in the current and target modes, respectively. Note that a change of $M_c$, e.g. a decrease from $M_c$ to $M_t$, will always cause artifacts in the output. Such artifacts are inherent (and unavoidable) in an application mode change. Others can be avoided by selecting an appropriate mode-change protocol, as we propose in Section 6.2.

We continue by describing two different approaches to scaling down the frames throughout the chain. The first approach drops all buffered frames upon a mode change request, while the second approach applies the method presented above and drops only selected frames. For each approach we will analyze its mode change latency bound from the application and the system perspective (referred to as the application latency and the system latency).

### 6.1 Approach 1: drop all buffered frames

Instead of waiting for the renderer to read all the frames from the last buffer, we can:

1. Immediately drop all frames from all buffers.
2. Suspend $\tau_r$ and wait until the pipe is filled again before resuming it.

The first step avoids the delay in the previous approach, however, dropping frames means loosing the work invested in processing the dropped frames. Note that $(M_c + 1)T$ frames will be dropped.

The second step again suffers a delay of $(M_t + 1)T$ time units. Moreover, due to interdependencies between video frames (e.g. in MPEG a B frame depends on a P or an I frame), several of the first frames which arrive in step 2 may be useless, thus increasing the delay even further.

This approach speeds up the mode change with respect to other applications compared to the previous approach, by restricting the delays and lost work to the application reducing its mode.

### 6.2 Approach 2: drop only selected frames

In our approach we scale the two buffers $b_c$ and $b_d$ differently. We reduce the mode of $b_c$ by dropping only selected frames, and reduce the mode of $b_d$ by reducing the resolution of the frames already in the buffer.

1. Drop selected frames from $b_c$ (and optionally $b_d$), with preference for the least significant ones.
2. Reduce the quality of the remaining frames in both buffers.

We can accomplish the first step using the `Buffer_GetNextBufferElement()`, `Buffer_ResetNextBufferElement()` and `Buffer_Drop(element)` methods as described in Section 5. Note that we need to drop exactly $M_c - M_t$ frames. We start with dropping selected frames from $b_c$ (in case of MPEG the B and P frames)\(^1\). However, if we there are not enough frames in $b_c$ to drop, then we proceed with dropping selected frames from $b_d$, until we have dropped $M_c - M_t$ frames.

In the worst case, selectively dropping the desired frames will require scanning through $M_c + 1$ frames in all the buffers. If iterating through a single frame and optionally dropping it costs $C_{\text{drop}}$, then the worst-case

\(^1\)We assume here temporal video scaling. See [12] for other scaling methods, such as spatial or SNR scaling.
total cost for selectively dropping the desired frames will be \((M_c + 1)C_{\text{drop}}\) time units.

In the second step, the mechanism for reducing the quality of frames is likely to be different for different buffers. For example, in \(b_e\) we can drop the enhancement layers [12], while in \(b_l\) we can reduce the resolution. Note that dropping enhancement layers assumes a particular video encoding and in general may not always be possible.

We can accomplish the second step using the standard push and pop interface of a buffer described in Section 4.2. Let \(n_d\) be the number of frames in \(b_d\) upon the mode change request. We cycle through all the \(n_d\) frames by popping the head frame from the \(b_d\), reducing its resolution and pushing it back on \(b_d\), until we have processed all the \(n_d\) frames. We can do the same for the frames in \(b_e\). In the worst case we will need to scale \(M_e + 1\) frames in all the buffers. If \(C_{\text{scale}}\) is the worst-case time required to scale a frame in any of the buffers\(^2\), then the second step will take \((M_e + 1)C_{\text{scale}}\) time units.

Both buffers will be able to reduce their budgets, allowing the system to reallocate the reclaimed memory, after \((M_e + 1)(C_{\text{drop}} + C_{\text{scale}})\) time units.

From the application perspective, since the scaling is executed at the highest priority, the renderer may suffer a delay of \((M_e + 1)(C_{\text{drop}} + C_{\text{scale}})\) time units.

Note that since we drop exactly \(M_e = M_l\) frames we end up with \(M_l\) frames in the chain, hence we do not need to suspend \(\tau_r\) to fill the pipeline (as it is done in the first two approaches). Also note, that if \(M_e = M_l\), then we can skip step 1 altogether, reducing the system and application latency to \((M_e + 1)C_{\text{scale}}\).

Table 1 summarizes the impact of the different approaches on the system and the application latency. Note that both latencies define a time interval starting with the arrival of the mode change request.

<table>
<thead>
<tr>
<th>Approach</th>
<th>System latency</th>
<th>Application latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approach 1</td>
<td>(0)</td>
<td>((M_e + 1)(C_{\text{drop}} + C_{\text{scale}}))</td>
</tr>
<tr>
<td>Approach 2</td>
<td>((M_e + 1)(C_{\text{drop}} + C_{\text{scale}}))</td>
<td>((M_e + 1)(C_{\text{drop}} + C_{\text{scale}}))</td>
</tr>
</tbody>
</table>

Table 1: Impact of different scaling approaches on the mode change latency with respect to the complete system and the application itself.

The goal of guaranteed memory allocation was realized by having the RM use the memory partitions provided by the uC/OS-II operating system, where each partition manages the pool of blocks of the same size. To get consistent results we have run the simulation within the cycle accurate OpenRISC simulator inside Linux (Ubuntu 9.04)\(^4\).

We ran the simulation with the following parameters:

- period of the network task \(\tau_n\) and the renderer task \(\tau_r\), \(T = 50\) ms;
- computation time of the network task \(C_n = 2\) ms;
- computation time of the decoder task \(C_d = 3\) ms;
- computation time of the renderer \(C_r = 3\) ms;
- worst-case time needed to scale down a single frame \(C_{\text{scale}} = 2\) ms;
- period of the QM task \(T_q = 410\) ms;
- \(M_e = M_l = M\); two application modes: high and low;
- each encoded frame in \(b_e\) occupies one buffer element;
- each decoded frame in \(b_d\) occupies one buffer element in the low mode and two buffer elements in the high mode.

The QM task would periodically request a mode change alternating between the high and low modes. We varied the computation time of the complete task chain by executing the decoder task for \(C_d\) most of the time, and once in \(MT\) having it fill the remaining capacity by executing it for an additional \(MT - M(C_n + C_d + C_r)\).

The particular task parameters were selected based on data collected in a study of video frame sizes in MPEG encoding by [15]\(^5\). The processing time of the decoder was assumed to be proportional to the frame size. We determined the ratio between the minimum and maximum computation times for the decoder by averaging over several data sets.

The simulations were run for 3300 ms. The first invocation of the renderer task was offset with \(T(M + 0.5)\) ms to fill the pipeline (according to [14]), resulting in around 60 frames for approach 2.

Figure 4 compares approaches 1 and 2, illustrating their application latency. The graph visualizes the interruptions in the rendered frames. A peak visualizes the interruptions in the rendered frames. A peak means that during one or more consecutive iterations of the renderer the \(b_e\) buffer was empty, forcing the renderer to repeat the last rendered frame. Therefore a peak means a larger interval between consecutive different rendered frames, possibly leading to video artifacts. Note that during the time interval represented by a peak no new frames are rendered, meaning that fewer different frames are rendered, explaining why the peaks for approach 2 are slightly shifted.

Figure 4 confirms the behavior claimed in Section 6 for \(M = 2\): the large peaks of about 150 ms for approach 1.

\(^{2}\)If the enhancement layers are stored in separate buffer elements, then we can optimize this step by using the buffer interface for selective dropping.

\(^{3}\)Note that dropping enhancement layers is likely to take less time than reducing the resolution of a frame, hence \(C_{\text{scale}}\) is pessimistic.

\(^{4}\)The application source code, together with the simulator setup, is available at http://www.win.tue.nl/~mholende/.

\(^{5}\)Their collected data is available at http://http://www.tkn.tu-berlin.de/research/trace/trace.html.
correspond to the waiting time of \((M_i + 1)T\). The small peaks for approach 2 correspond to the overhead for scaling the frames residing in \(b_d\).

Figure 5 shows the simulation results for \(M = 8\). As expected, the behavior is very similar, with larger application latencies for approach 1 due to the larger \(M_i\) resulting in a longer waiting time for filling the pipeline.

The lack of a bump in Figure 5 may be explained by most frames residing in the encoded buffer when a mode change occurred, due to \(MT = T_q\). Since the overhead for dropping frames is negligible it does not show in the figure.

7 Conclusion

We have shown how additional access to the buffer, in particular the support for dropping arbitrary frames, can be used to guarantee the Quality of Service of the application during overload conditions.

We have also shown how a combination of two in-buffer scaling approaches: dropping selected frames in the buffer, and reducing the resolution of frames in the buffer by iterating through all its elements, can guarantee a low mode change latency from the system and application perspective. We have validated our analysis with simulation results.

In the future we would like to implement our approach on a real system to see how it impacts the perceived quality of the output video.
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