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A B S T R A C T

This paper addresses the problem of storing an ordered list using a red-black tree, where node keys can only be expressed relative to each other. The insert and delete operations in a red-black tree are extended to maintain the relative key values. The extensions rely only on relative keys of neighboring nodes, adding constant overhead and thus preserving the logarithmic time complexity of the original operations.
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1. Introduction

Red-black trees [1,2] are data structures which provide a logarithmic time bound for retrieving, inserting and deleting a node from an ordered list based on its key. The key of a node is usually stored as an absolute value, allowing to directly compare the keys of two arbitrary nodes in the tree. In some cases, however, one may need to store the key values relative to other keys in the tree [3]. If storing both relative and absolute keys is not possible (e.g. due to memory limitations), then one must be able to reconstruct the absolute keys from the relative keys. The relative keys must therefore be maintained during any operation which modifies the tree structure. This paper extends the insertion and deletion operations in a red-black tree to maintain the relative node keys, while preserving the logarithmic time complexity of the original operations.

2. Preliminaries

Let \( n \) be a node in a list and \( a(n) \) its absolute key value. Let \( (n_1, n_2, \ldots, n_N) \) be a list of \( N \) nodes ordered by their keys, i.e. \( \forall i : 1 \leq i < N : a(n_i) \leq a(n_{i+1}) \). We use a red-black tree as an underlying data structure for the ordered list. Given a particular tree we define:

- \( \text{parent}(n) \) is the parent of node \( n \) (if it exists).
- \( \text{left}(n) \) is the left child of node \( n \) (if it exists).
- \( \text{right}(n) \) is the right child of node \( n \) (if it exists).
- \( \text{root} \) is the root node of the tree.
- \( r(n) \) is the relative key value of node \( n \), defined as follows:

\[
\begin{align*}
\text{a(}
\text{left}(n)
\text{)} &= \text{a(n)} - r(\text{left}(n)) \\
\text{a(}
\text{right}(n)
\text{)} &= \text{a(n)} + r(\text{right}(n))
\end{align*}
\] (1) (2)

Note that the root is neither a left nor a right child, so its relative key is not defined. The relative key representation is illustrated in Fig. 1.
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We will use the shorthand notation:

\[ \text{isLeft}(n) \equiv n = \text{left}(\text{parent}(n)) \]
\[ \text{isRight}(n) \equiv n = \text{right}(\text{parent}(n)) \]
\[ \text{isRoot}(n) \equiv n = \text{root} \]

### 3. Design

For each node \( n \) (with exception of the root) we only store its relative key \( r(n) \). Let \( n \)'s root path be the shortest path between the root and node \( n \). Assuming we know the absolute key of the root node, we can compute the absolute key \( a(n) \) for any node \( n \) by starting at the root and accumulating the relative keys along its root path according to (1) and (2). We store and maintain the absolute key of the root node in the variable \( a\text{Root} \).

When inserting or deleting nodes in our red-black tree we need to maintain the relative keys stored in the nodes in such a way that after performing the operation the root paths for all nodes will have the same value as they had before the operation. Let \( p(n, t) \) be the value of the root path of node \( n \) in tree \( t \), computed recursively according to (1) and (2). Let \( T \) and \( T' \) denote the tree before and after performing an insert or delete operation, respectively. For both operations we will need to prove that the following invariant is maintained:

\[ \forall n \in T \cap T' : \quad p(n, T') = p(n, T) = a(n). \quad (3) \]

Note that (3) must hold only for nodes which are in the tree before and after the operation (i.e. we can exclude the inserted or deleted node). For the inserted node \( n \) we must have \( p(n, T') = a(n) \). For nodes which are not in the tree we assume that any predicate on them holds, i.e.

\[ \forall x, T, P : \quad x \notin T \Rightarrow P(x, T) \equiv \text{true} \quad (4) \]

where \( x \) is a node, \( T \) is a tree, and \( P \) is a predicate.

### 4. Insert

Inserting a value into a red-black tree involves the following steps [1,2]:

1. find a leaf position for inserting the value,
2. add a new leaf node,
3. balance the tree.

---

**Fig. 1.** Example of storing an ordered list (2, 3, 4, 5, 6, 9, 11) using a red-black tree with relative keys. The numbers inside and outside the nodes represent \( r(n) \) and \( a(n) \) values, respectively.

**Fig. 2.** Instances of rotation operations when \( \text{isLeft}(a) \) holds. The “less than \( a \)” subtree contains nodes with smaller absolute keys than \( a(a) \). Node \( x \) may or may not exist. Notice that \( a, b, x \) and \( y \) are labels, rather than relative keys in Fig. 1.

Step 1 traverses the tree looking for the right position to insert a new node for the inserted value. While traversing the tree the values of the root paths can be computed by accumulating the relative keys stored in the nodes according to (1) and (2). Adding a leaf node in step 2 does not impact the relative keys of any other nodes in the tree. Therefore, relative keys do not need to be adapted in steps 1 and 2.

Step 3 relies on two rotation operations, \( \text{rotateLeft}(t) \) and \( \text{rotateRight}(t) \), to rebalance the tree. During these operations, the relative position of nodes in the tree is changed, and consequently the relative keys of the affected nodes need to be adapted. In this section we show how to extend these two operations to maintain invariant (3).

#### 4.1. Rotate left

In our red-black tree we store only the relative keys in the nodes, which satisfy (1) and (2). Therefore, to maintain invariant (3), after any operation which modifies the tree structure by adding, removing or rotating nodes, the relative keys must be updated. We distinguish three cases, depending on whether (i) \( a \) is a left child, (ii) \( a \) is a right child, or (iii) \( a \) is the root.

##### 4.1.1. Case: \( a \) is the left child of its parent

The \( \text{rotateLeft}(a) \) operation when \( \text{isLeft}(a) \) is illustrated in Fig. 2. The original \( \text{rotateLeft}(a) \) operation can be defined in terms of the following pre and post condition, using notation in [4]:

\[ \{ P \} \quad \text{rotateLeft}(a) ; \quad \{ Q \} \]

where

\[ P : a = \text{left}(y) \land b = \text{right}(a) \land x = \text{left}(b) \]
\[ Q : a = \text{left}(b) \land b = \text{left}(y) \land x = \text{right}(a) \]
Notice that in P and Q we only list the conditions which are affected by the \rotateLeft() operation and for brevity we omit the unaffected ones.

To maintain invariant (3), we need to modify the relative keys stored in the nodes. We propose the following parallel assignment:

\[ r(a), r(b), r(x) := r(b), r(a) - r(b), r(b) - r(x) \quad (6) \]

To prove that (3) is indeed maintained, we need to show that the values of the root paths of all the nodes in the tree are the same as before the \rotateLeft() operation. In particular, we need to show that we can derive the same root path value for all nodes which have acquired a new parent. In Fig. 2 these are nodes a, b, and x.

**Lemma 1.** When isLeft(a) holds, extending operation \rotateLeft(a) with assignment (6) maintains invariant (3).

**Proof.** From (1), (2) and (5) we can derive the following pre and post conditions for (6) relating the absolute and relative keys before and after \rotateLeft(a) when isLeft(a):

\{ R \}
\[ r(a), r(b), r(x) := r(b), r(a) - r(b), r(b) - r(x); \]
\{ S \}

where

\[ R : a(a) = a(y) - r(a) \land a(b) = a(a) + r(b) \]
\[ \land a(x) = a(b) - r(x) \]

\[ S : a(a) = a(b) - r(a) \land a(b) = a(y) - r(b) \]
\[ \land a(x) = a(a) + r(x) \]

We need to show that \( R \Rightarrow S(r(a), r(b), r(x) := r(b), r(a) - r(b), r(b) - r(x)) \).

\[ S(r(a), r(b), r(x) := r(b), r(a) - r(b), r(b) - r(x)) \]
\[ \equiv \{ \text{definition of } S \} \]
\[ a(a) = a(b) - r(a) \land a(b) = a(y) - r(a) + r(b) \]
\[ \land a(x) = a(a) + r(b) - r(x) \]
\[ \equiv \{ \text{arithmetic} \} \]
\[ a(a) = a(y) - r(a) \land a(b) = a(a) + r(b) \land a(x) \]
\[ = a(b) - r(x) \]
\[ \equiv \{ \text{definition of } R \} \]
\[ R \]

\[ \square \]

4.1.2. Case: a is the right child of its parent

The \rotateLeft(a) operation when isRight(a) can be specified as follows:

\{ P \}
\rotateLeft(a);
\{ Q \} \quad (7)

**Algorithm 1 Extended rotateLeft().**

```plaintext
procedure rotateLeft(a)
    b := right(a);
    if isLeft(a) then
        r(a), r(b), r(x) := r(b), r(a) - r(b), r(b) - r(x);
    else if isRight(a) then
        r(a), r(b), r(x) := r(b), r(a) + r(b), r(b) - r(x);
    else
        aRoot, r(a), r(x) := aRoot + r(b), r(b), r(b) - r(x);
    end if
    rotateLeft(a);
end procedure
```

where

\[ P : a = right(y) \land b = right(a) \land x = left(b) \]
\[ Q : a = left(b) \land b = right(y) \land x = right(a) \]

We can show in a similar way to the case when isLeft(a), that invariant (3) will be maintained for isRight(a) if we extend the rotateLeft(a) operation with assignment

\[ r(a), r(b), r(x) := r(b), r(a) + r(b), r(b) - r(x) \quad (8) \]

Notice the subtle difference in the assignment to r(b).

4.1.3. Case: a is the root

The \rotateLeft(a) operation when isRoot(a) can be specified as follows:

\[ \{ a = \text{root} \land b = \text{right(a)} \land x = \text{left(b)} \} \]
\rotateLeft(a);
\[ \{ a = \text{left(b)} \land b = \text{root} \land x = \text{right(a)} \} \]

Since in this case a is the root of the tree, it does not have a parent. As mentioned in Section 3, we must therefore maintain the absolute key of the root aRoot directly. We can show in a similar way to the case when isLeft(a), that invariant (3) will be maintained when isRoot(a) holds if we extend the \rotateLeft(a) operation with assignment

\[ aRoot, r(a), r(x) := aRoot + r(b), r(b), r(b) - r(x) \]

Notice that after the rotation node b becomes the root. Since b does not have a parent and a(b) = aRoot, its relative key r(b) can be arbitrary (in our case it simply remains the same).

The extended \rotateLeft() operation is summarized in Algorithm 1.

4.2. Rotate right

The extended \rotateRight() operation is summarized in Algorithm 2. It can be shown in a way similar to Section 4.1 that the proposed extension maintains invariant (3).

5. Deleting nodes

Deleting a node n from a red-black tree involves the following steps [1,2]:
Algorithm 2. Extended rotateRight().

\[
\begin{align*}
\text{procedure} & \text{ rotateRight}(b) \\
a & := \text{left}(b); \\
x & := \text{right}(a); \\
\text{if} \ isLeft(b) \text{ then} & \quad r(a), r(b), r(x) := r(b) + r(a), r(a), r(a) - r(x); \\
\text{else if} \ isRight(b) \text{ then} & \quad r(a), r(b), r(x) := r(b) - r(a), r(a), r(a) - r(x); \\
\text{else} & \quad \text{aRoot}, r(b), r(x) := \text{aRoot} - r(a), r(a), r(a) - r(x); \\
\text{end if} & \\
\text{rotateRight}(b); \\
\end{align*}
\]

Fig. 3. The swap(n, m) operation in a red-black tree, when isLeft(n) and \( a \neq m \) hold. Node x may or may not exist and it is possible that \( a = z \).

1. find node \( m \) which is \( n \)'s predecessor in the ordered list,\(^1\)
2. swap \( n \) with \( m \),
3. rebalance the tree,
4. remove \( n \).

Steps 2, 4 and 3 modify the tree structure. Step 3 relies on rotation operations to rebalance the tree, which we have already addressed in Section 4. In this section we show how to extend the \text{swap()} and \text{remove()} operations in steps 2 and 4 to maintain invariant (3).

5.1. Swap

Fig. 3 illustrates the swap operation. A swap is performed only if \( n \) has two children, therefore, we can assume that nodes \( a \) and \( b \) in Fig. 3 exist. Node \( x \) represents the root of the subtree with nodes smaller than \( m \). This subtree, and thus also \( x \), may or may not exist. Since \( m \) is the predecessor of \( n \) in the ordered list (i.e. the largest node in the subtree rooted at \( a \)), \( m \) cannot have a right child.

We first consider the case when \( a \neq m \), illustrated in Fig. 3. Notice that \( z \) represents the parent node of \( m \) and it is very well possible that \( a = z \). We have introduced it here only to be able to express the absolute key of \( m \) relative to its parent when showing that (3) holds. Similar to Section 4 we distinguish three cases, depending on whether (i) \( a \) is a left child, (ii) \( a \) is a right child, or (iii) \( a \) is the root.

5.1.1. Case: \( a \) is the left child of its parent

The original swap(a) operation can be defined in terms of the following pre and post condition:

\[
\begin{align*}
\{ P \} & \quad \text{swap}(n, m); \\
\{ Q \} & \quad \text{if} \quad \text{isLeft}(n) & \quad \text{then} \\
& \quad \land \quad n = \text{left}(y) & \quad \land \quad a = \text{left}(n) \\
& \quad \lor \quad n = \text{right}(z) & \quad \land \quad x = \text{left}(m) \\
& \quad \quad (a, n, m) \quad \text{be} \quad \{ d(n, m), d(n, m) \} \\
\end{align*}
\]

where

\[
\begin{align*}
P & : n = \text{left}(y) \land m = \text{right}(z) \land x = \text{left}(m) \\
& \quad \land a = \text{left}(n) \land b = \text{right}(n) \\
Q & : m = \text{left}(y) \land n = \text{right}(z) \land x = \text{left}(n) \\
& \quad \land a = \text{left}(m) \land b = \text{right}(m)
\end{align*}
\]

Adjusting the relative keys when swapping nodes \( n \) and \( m \) requires the knowledge of \( d(n, m) \), which represents the difference between \( a(n) \) and \( a(m) \), i.e.

\[
d(n, m) = a(n) - a(m)
\]

Let us introduce the following shorthand notation:

\[
\begin{align*}
R_1 & : a(n) = a(y) - r(n) \\
S_1 & : a(m) = a(y) - r(m) \\
R_2 & : a(m) = a(z) + r(m) \\
S_2 & : a(n) = a(z) + r(n) \\
R_3 & : a(x) = a(m) - r(x) \\
S_3 & : a(x) = a(n) - r(x) \\
R_4 & : a(a) = a(n) - r(a) \\
S_4 & : a(a) = a(m) - r(a) \\
R_5 & : a(b) = a(n) + r(b) \\
S_5 & : a(b) = a(m) + r(b)
\end{align*}
\]

Lemma 2.

\[
\begin{align*}
\{ P \} & : R_1 \land R_2 \land R_3 \land R_4 \land R_5 \\
\{ Q \} & : S_1 \land S_2 \land R_3 \land R_4 \land R_5
\end{align*}
\]

Proof. We need to show that

\[
\begin{align*}
P & \Rightarrow \quad Q \quad (r(n), r(m) := r(m) + d(n, m), r(n) + d(n, m)) \\
& \quad \{ \text{definition of } S_1, S_2, R_3, R_4, R_5 \} \\
a(m) & = a(y) - r(n) - d(n, m) \land a(n) \\
& = a(z) + r(m) + d(n, m) \\
& \quad \land R_3 \land R_4 \land R_5 \\
& \quad \{ \text{arithmetic, (10)} \} \\
a(n) & = a(y) - r(n) \land a(m) = a(z) + r(m) \land R_3 \land R_4 \land R_5 \\
& \quad \{ \text{definition of } R_1, R_2 \} \\
P & \quad \square
\end{align*}
\]

\(^1\)Some red-black tree implementations search for \( n \)'s successor node \([5,6]\), resulting in slightly different extension of the \text{swap()} operation. However, the correctness of the extension can be shown similar to the argument presented in this section.
Lemma 3.
\[ \{ P : S_1 \land S_2 \land R_3 \land R_4 \land R_5 \} \]

if \( \exists x : x = \text{left}(m) \) then
\[ r(x) := r(x) + d(n, m); \]
end if

\[ \{ Q : S_1 \land S_2 \land S_3 \land R_4 \land R_5 \} \]

Proof. We need to show that the following two conditions hold:

\[ (P \land \exists x : x = \text{left}(m)) \Rightarrow Q(r(x) := r(x) + d(n, m)) \]  \( (11) \)

\[ (P \land \neg \exists x : x = \text{left}(m)) \Rightarrow Q \]  \( (12) \)

Eq. (12) follows from (4). Now we show that (11) holds:

\[ Q(r(x) := r(x) + d(n, m)) \]

\[ \equiv \text{definition of } S_1, S_2, S_3, R_4, R_5 \]

\[ S_1 \land S_2 \land a(x) = a(n) - r(x) - d(n, m) \land R_4 \land R_5 \]

\[ \equiv \text{arithmetic, (10)} \]

\[ S_1 \land S_2 \land a(x) = a(n) - r(x) \land R_4 \land R_5 \]

\[ \equiv \text{definition of } R_3 \]

\[ P \quad \square \]

Lemma 4.
\[ \{ P : S_1 \land S_2 \land S_3 \land R_4 \land R_5 \} \]

r(a) := r(a) - d(n, m);

\[ \{ Q : S_1 \land S_2 \land S_3 \land S_4 \land R_5 \} \]

Lemma 5.
\[ \{ P : S_1 \land S_2 \land S_3 \land S_4 \land R_5 \} \]

r(b) := r(b) + d(n, m);

\[ \{ Q : S_1 \land S_2 \land S_3 \land S_4 \land S_5 \} \]

Lemma 6. When isLeft(n) and \( a \neq m \) hold, extending operation swap(n, m) with program E given by

\[ r(n), r(m) := r(m) + d(n, m), r(n) + d(n, m); \]

if \( \exists x : x = \text{left}(m) \) then
\[ r(x) := r(x) + d(n, m); \]
end if

\[ r(a) := r(a) - d(n, m); \]

\[ r(b) := r(b) + d(n, m); \]

where \( d(n, m) = a(n) - a(m) \), maintains invariant (3).

Algorithm 3 Extended swap().

\begin{verbatim}
procedure swap(n, m, d)
a := left(n);
b := right(n);
if \( a \neq m \) then
    if isLeft(n) then
        r(n), r(m) := r(m) + d, r(n) + d;
    elseif isRight(n) then
        r(n), r(m) := r(m) + d, r(n) - d;
    else
        r(n), aRoot := r(m) + d, aRoot - d;
    end if
end if
if r(n) := r(a) - d;
else
    if isLeft(n) then
        r(n), r(m) := r(m) - r, r(n) + d;
    elseif isRight(n) then
        r(n), r(m) := r(m) - r, r(n) - d;
    else
        r(n), aRoot := r(m) - r, aRoot - d;
    end if
end if
if r(b) := r(b) + d;
swap(n, m);
end procedure
\end{verbatim}

Proof. From (1), (2) and (9) we can derive the following pre and post conditions for the proposed extension E:

\[ \{ R_1 \land R_2 \land R_3 \land R_4 \land R_5 \} \]

\( E \)

\[ \{ S_1 \land S_2 \land S_3 \land S_4 \land S_5 \} \]

From Lemmas 2, 3 and 5, and their sequential composition it follows that E indeed satisfies the above pre and post conditions. \( \square \)

5.1.2. The other cases

For the other cases when \( a \neq m \) (i.e. when \( n \) is the right child of its parent or when \( n \) is the root) and for the case when \( a = m \), we can follow a similar argument to prove that (3) is maintained by the \( \text{swap}(n, m, d) \) extension summarized in Algorithm 3. The \( d \) parameter represents \( d(n, m) \) which can be accumulated while searching for \( m \) in step 1 of the delete operation. Searching for \( m \) is limited to traversing the nodes on \( m \)'s root path and therefore has logarithmic time complexity. Accumulating \( d \) adds a constant overhead.2

5.2. Remove

The delete operation in a red-black tree guarantees that when remove(n) is called node \( n \) either has no children, or only one child, indicated by the \( x \) node in Fig. 4. The remove(n) operation removes node \( n \) and substitutes it by its child \( x \), if any. It can be shown similar to Sections 4.1 and 5.1 that the extension of remove(n) shown in Algorithm 4 maintains invariant (3).

2 During the \( \text{swap}(n, m) \) operation, \( r(n) \) can become negative. Node \( n \), however, is removed later during the remove(n) operation. It is the only place and time when a node can have a negative relative key value.
6. Discussion

There are several well known data structures exhibiting logarithmic insertion and deletion time complexity, such as red-black trees, AVL trees, and certain implementations of the heap [5]. In this paper we focused on extending the red-black tree with relative keys. The presented approach can be easily applied to balanced trees which rely on rotations for balancing, such as AVL trees. Balanced tree implementations that rely on other operations for balancing, such as the array implementation of a heap, can be extended in a similar way, relying on and updating only the relative keys residing locally in the immediate relatives (parent, siblings and children).

In a memory constrained environment we like to limit the representation of the keys (e.g. limit to 16 bits on embedded platforms). Inserting a node with a key much larger than the largest representable key value is made possible by the relative key representation. However, it will require inserting intermediate nodes [3]. In the standard array-based heap implementation, adding such ‘dummy’ keys requires filling an entire layer in the tree while this impact is much better amortized for rotation-based trees. Some further study is required to highlight the detailed differences.

7. Conclusion

We have shown how to support relative keys in a red-black tree by extending the methods which modify the tree structure when inserting or deleting nodes. The extensions are simple assignments adapting the relative keys stored in the nodes. The assignments require only information which is available locally, i.e. the relative keys of the neighboring nodes in the tree. Therefore, the logarithmic time complexity of the insert and delete operations in a red-black tree is maintained.
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