Predicting Current User Intent with Contextual Markov Models
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Abstract—In many web information systems like e-shops and information portals predictive modeling is used to understand user intentions based on their browsing behavior. User behavior is inherently sensitive to various contexts. Identifying such relevant contexts can help to improve the prediction performance. In this work, we propose a formal approach in which the context discovery process is defined as an optimization problem. For simplicity, we assume a concrete yet generic scenario in which context is considered to be a secondary label of an instance that is either known from the available contextual attribute (e.g. user location) or can be induced from the training data (e.g. novice vs. expert user). In an ideal case, the objective function of the optimization problem has an analytical form enabling us to design a context discovery algorithm solving the optimization problem directly. An example with Markov models, a typical approach for modeling user browsing behavior, shows that the derived analytical form of the optimization problem provides us with useful mathematical insights of the problem. Experiments with a real-world use-case show that we can discover useful contexts allowing us to significantly improve the prediction of user intentions with contextual Markov models.
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I. INTRODUCTION

In many web applications, contextual information is available along with the data. This information is very useful for predictive analytics. For example, in a weblog of users’ activities on a website, the contextual information such as user’s (current) location, used device or gender can split users into subgroups sharing similar backgrounds. Users in the same group usually behave in a similar way. Therefore, their intentions are easier to recognize when the predictive models cleverly leverage the available contextual information, e.g. training and employing a local model for each of the contexts recognized to be useful.

There are several important groups of research questions in context-aware predictive analytics related to context discovery, context management and context integration into predictive modeling. We focus on one of the most general questions from the first group: how to discover a set of useful contexts from data. In many cases, contextual information is provided explicitly in the form of additional features describing e.g. user current location. These explicit contexts are different from implicit contexts that can be only inferred from data. For instance, we may have no explicit information whether a user is very well familiar with a particular website’s functionality or falls into the category of novice users. However, a context discovery approach may be able to infer such information automatically based on the number of visits or access patterns of the user. For simplicity, but without loosing the generality of our study we assume that all the contexts are non-overlapping and that a user is at any moment is associated only with one contextual category.

If we want to focus predictive modeling on a subset of the most promising contexts, we can perform data exploration and use domain expertise for choosing an appropriate subset of contexts. However, for complicated and large-scale datasets, deep understanding of data by exploration can be rather limited. In addition to that, in many cases, domain expertise may be not always available (yet). Therefore, an alternative straightforward context selection approach is direct evaluation of every subset of the set of targeted contexts through predictive accuracy testing. This solution is computationally demanding when the set of targeted contexts has a high cardinality. Moreover, in several cases, evaluation must be done in an online settings with a real information system in operation that is also very expensive and time demanding.

In this work, we formulate (useful) context discovery as an optimization problem. Even when domain experts are not available and data exploration gives only partial knowledge about the data and if direct context evaluation and testing are expensive, it is still possible to select a good set of contexts if we know the closed form of the objective function of the optimization problem. On one hand, an analytical form of the objective function provides us with useful mathematical insights of the problem. It may give us a good hint for context discovery even in the case that the optimization problem is hard. On the other hand, it enables us to evaluate the contexts in an off-line settings before performing an online testing with a small set of selective contexts.

We focus on Markov models that are commonly used for modeling web user behavior. Our analysis shows that the objective function calculated as the expected accuracy of prediction using the Markov model has a closed form. Analyzing the analytical form of the objective function helps us to find interesting properties of adopting contextual information for prediction with Markov model. Namely, if the data are generated by a Markov model, any context preserving the Markovian property in each contextual category is useful in the sense that the accuracy of prediction using Markov model...
built for each category of the context is at least as large as the expected accuracy of the Markov model built for the whole data. This property is a theoretical judgement of context-aware method for prediction using Markov models.

We conducted experiments on a real dataset to illustrate that 1) if useful contexts are discovered, the local Markov models predict user intentions statistically significantly better than the global model, and 2) local Markov models perform well, i.e. not significantly worse than a global model, even when the contexts are absolutely not useful and have substantially smaller number of instances to induce local models.

The rest of the paper is organised as follows. In Section II we introduced related work on context-awareness in supervised learning applications. In Section III we introduce definitions of context-aware predictive analytics. In Section IV we introduce a specific case of using contextual information for improving prediction ability of Markov models. In Section V we propose the context discovery method based on navigation graph clustering. We present our experimental study using a real Web portal data sets in Sections VI and VII. Section VIII concludes.

II. RELATED WORK

Many studies have demonstrated that integrating context-awareness into predictive modeling helps to better understand user information needs and improves the effectiveness of ranking [18], query classification [6] and recommendations [12].

The first approaches for context-aware modeling assumed that contexts were given explicitly and focused on the integration of the this additional data source into the space of predictive features, or using it for learning local models and hybrid models, for correction of model outputs or performing contextual selection of instances to learn a model from [15]. Examples of contextual information include current date, season, weather [5], users’ location [16] and emotional status.

In machine learning research the term usually characterizes the features that do not determine or influence the class of an object directly, but improve predictive performance when used together with other predictive features [15]. Recent approaches consider how to derive such features. E.g. in [19] feature transformations requiring the resulting contexts to be independent from the class labels have been explored.

In this work we consider both cases, when contextual information is given and when we need to derive it based on some assumptions on what kind of useful hidden information may be present in the data. User modelling for personalization is a fundamental and challenging problem. For modeling user behavior (navigation) on the Web, the use of Markov models is a reasonable choice as they are compact, simple and based on well-establish theory. Several Markov models were proposed for modelling user Web data: first-order Markov model, hybrid-order tree-like Markov model [10], prediction by partial match forest [7], 6th-order Markov models [9], variable order Markov model (VOMM) [4] that provide the mean to capture both large and small order Markov dependencies. Recently, it was shown in [8] on large data set that it is better to use the variable order Markov models for this purpose. Other, perhaps the most commonly used techniques, are based on Hidden Markov Models (HMM). However, work with HMMs typically requires understanding of the domain and very large training samples [2]. In [11] a hierarchical clustering approach was proposed for decomposing users’ web sessions into non-overlapping temporal segments. In the experimental study it was shown that such temporal context can be identified and used for more accurate next user action prediction with Markov models.

In this work we also study context-awareness with the class of Markov models.

III. CONTEXTUAL PREDICTION

This section discusses generalized definitions of contextual predictive analytics. Let \( D \) be the set of all possible data instances. As a running example, we consider a website containing five different activities with categorial labels \( a, b, c, d \) and \( e \). Every user visiting the website produces a sequence of transition activities corresponding to the categories that the user has visited. In this example, \( D \) is the set of all possible sequences of activities from the categories \( a, b, c, d \) and \( e \).

Let \( \Theta = C_1 \times C_2 \times C_3 \times \cdots \times C_N \) be the space of all possible contextual features associated with every data instance, where each \( C_i \) is a context. Denote \( \theta_s \in \Theta \) as the contextual feature vector associated with sequence \( s \).

Let \( M : \Theta \times D \mapsto V \) be a predictive model that maps each test sequence \( s \in D \) associated with the contextual information \( \theta_s \) to the decision space \( V \). Let \( F(s, M(\theta_s, s)) : kD \times V \mapsto \mathbb{R} \) be the function evaluates how good a model is. For example, in the case which predicts the next activity which the user will perform, the decision space \( V \) is the same as the data instance space, i.e. \( V \equiv kD \). An example of the evaluation function is the number true predictions made by \( M \) over the test instance \( s \). For instance, assume that the model \( M \) predicts \( s = ababc \) as \( M(\theta_s, s) = abedc \) then it makes three true predictions corresponding to the underlined activities, i.e. \( F(s, M(\theta_s, s)) = 3 \).

Let \( T \subseteq kD \) be a set of test instances and denote \( Pr(s) \) as the probability that \( s \in T \). The expectation of the evaluation function \( F(s, M(\theta_s, s)) \) over the test set is defined as \( E[T, M] = \sum_{s \in T} Pr(s) \cdot F(s, M(\theta_s, s)) \). The value of the expectation \( E[T, M] \) can be considered as an objective that we need to optimize and assume that \( M^* \) is the optimal model, i.e. \( M^* = \arg \max_M E[T, M] \).

Let \( C \) be a context with \( n \) categories: \( C = \{ c_1, c_2, \ldots, c_n \} \) associated with each data instance \( s \in kD \). A context may have different categories, e.g. the region context can be divided into four categories such as Europe, Africa, American, or Asia. For simplifying the discussion, we consider contexts that have only two categories. The discussion of the general cases with more than two categories is very similar.

Assume that we have a context \( C \) with two categories \( c_1 \) and \( c_2 \) dividing the test set into two disjoint subsets \( T_1 \) and \( T_2 \) such that \( T = T_1 \cup T_2 \). Denote \( M_1 \) and \( M_2 \) as two predictive models built for the category \( c_1 \) and \( c_2 \) respectively. Let \( Pr(c_1) \) and \( Pr(c_2) \) are probabilities that a test instance belonging to the category \( c_1 \) and \( c_2 \) respectively.

**Theorem 1 (Contextual Principle):** Let \( M^* \) be an optimal model on \( T \) then it is a combination of \( M_1^* \) and \( M_2^* \). Where
M_1^* is an optimal model for T_1 and M_2^* is an optimal model for T_2.

Proof: Because M_1^* = \arg\max_{M_1} E[T_1, M_1] and M_2^* = \arg\max_{M_2} E[T_2, M_2] we must have E[T_1, M_1^*] ≥ E[T_1, M^*] and E[T_2, M_2^*] ≥ E[T_2, M^*]. We further derive:

\[
P(c_1)E[T_1, M_1^*] ≥ P(c_1)E[T_1, M^*] \quad (1)
\]

\[
P(c_2)E[T_2, M_2^*] ≥ P(c_2)E[T_2, M^*] \quad (2)
\]

\[
P(c_1)E[T_1, M_1^*] + P(c_2)E[T_2, M_2^*] ≥ E[T, M^*] \quad (3)
\]

On the other hand, since M^* = \arg\max_M E[T, M], we have:

\[
E[T, M^*] ≥ P(c_1)E[T_1, M_1^*] + P(c_2)E[T_2, M_2^*] \quad (4)
\]

From two inequalities 3 and 4 we imply that: E[T, M^*] = P(c_1)E[T_1, M_1^*] + P(c_2)E[T_2, M_2^*]. In other words, M^* is a combination of M_1^* and M_2^*.

Theorem 1 shows that the problem of finding the best model for every test instance can be solved by considering the subproblems of finding optimal models for test instances in each individual contextual category. This result provides us with theoretical judgement for personalization and exploitation of contextual information in predictive analytics.

Nevertheless, in practice finding an optimal model for each contextual category is usually as hard as finding an optimal model for the whole data. Indeed, it is usually the case that the type of model is chosen in advance, e.g. Markov models. Model’s parameters are estimated from training data D. Under this circumstance, contextual predictive analytics seeks for a context such that it divides the training data into two subsets D_1 and D_2 and the predictive models trained on D_1 and D_2 improve the predictive performance in comparison to the model trained on the whole training data. To this end, we define useful contexts as follows:

Definition 1 (Useful Context): Given a model M built based upon the whole training data D and M_1, M_2 are two models built based upon D_1 and D_2 corresponding to each contextual category of a context C respectively. The context C is useful if an only if: E[T_1, M_1] ≥ E[T_1, M] and E[T_2, M_2] ≥ E[T_2, M]

IV. CONTEXTUAL MARKOV MODELS

This section discusses a specific case of using contextual information for improving prediction ability of Markov models. In particular, we are given log of sequences of activities performed by users in a web application. The task is to predict the next activity in a sequence. Markov model is chosen as a predictive model for this problem. We are interested in finding useful context such that Markov models built for each category of the context improve the prediction performance compared to the Markov model built for the whole data. We call this problem as the contextual Markov model.

To simplify the discussion, we only consider the special case with the first order Markov model or Markov chain. Generalization of our discussion to Markov models with any order is similar to that special case. Let us denote kA = \{a_1, a_2, \ldots, a_n\} as the set of all possible activity. A Markov chain M is associated with a transition probability matrix \[P(a_j|a_i)\], where \[P(a_j|a_i)\] is the probability of transition from the activity \[a_i\] to the activity \[a_j\].

For any activity \[a \in kA\], we denote \[P(a)\] as the activity with highest transition probability from the activity \[a\], i.e. \[P(a) = \arg\max_{a \in kA} P(a|a)\]. Given that the current state is the activity \[a\], if the data follows Markovian property then \[P(a)\] is always the best prediction of the next state. Therefore, we consider a predictor which always chooses the most probable transition for the next state. If the test sequences in \[T\] are random samples from the Markov model \[M\], the expected accuracy of the predictor, i.e. the expectation of true prediction rate can be calculated as follows:

\[
E[T, M] = \sum_{a \in kA} P(a)P(a|a) \quad (5)
\]

Let \[C = \{c_1, c_2\}\] be any context and \[M_1, M_2\] are two Markov chains built for each categories \[c_1\] and \[c_2\] respectively. Consider a new predictive model that uses \[M_1\] to predict test sequences belonging to \[T_1\] corresponding to the first category \[c_1\] and uses \[M_2\] to predict test sequences belonging to \[T_2\] corresponding to the second category \[c_2\]. We also denote \[P_1(a_j|a_i)\] as the transition matrix of the Markov model \[M_1\] and \[P_2(a_j|a_i)\] as the transition matrix of the Markov model \[M_2\]. If two test sets \[T_1\] and \[T_2\] contain randomly sampled sequences from two Markov models \[M_1\] and \[M_2\] then the expected accuracy of this prediction can be calculated as follows:

\[
E[T, M_1, M_2] = P(c_1)E[T_1, M_1] + P(c_2)E[T_2, M_2] \quad (6)
\]

where \[P(c_1)\] and \[P(c_2)\] stand for the probability of the test sequence belonging to the first and the second category respectively and:

\[
E[T_1, M_1] = \sum_{a \in kA} P_1(a)P_1(m_1(a)|a) \quad (7)
\]

\[
E[T_2, M_2] = \sum_{a \in kA} P_2(a)P_2(m_2(a)|a) \quad (8)
\]

Theorem 2: Assume that the test data possess the Markovian property and this property holds for every category of a context \[C\]. Moreover, the training data \[D\] together with \[D_1\] and \[D_2\] are large enough such that we can learn accurate Markov models \[M\], \[M_1\] and \[M_2\] then that context is useful, i.e.: \(E(T_1, M_1) \geq E(T_1, M)\) and \(E(T_2, M_2) \geq E(T_2, M)\)

Proof: Under the category \[c_1\], let \[P(m(a), a|c_1)\] be the probability of the event indicating that the current activity is \[a\] and the next activity is \[m(a)\]. We have:

\[
E[T_1, M] = \sum_{a \in kA} P(m(a), a|c_1) \quad (9)
\]

\[
= \sum_{a \in kA} P(m(a)|a, c_1)P(a|c_1) \quad (10)
\]

\[
= \sum_{a \in kA} P(m(a)|a, c_1)P_1(a) \quad (11)
\]

\[
\leq \sum_{a \in kA} P_1(m_1(a)|a, c_1)P_1(a) \quad (12)
\]

\[
\leq E[T_1, M_1] \quad (13)
\]

The inequality \(E[T_2, M] \leq E[T_2, M_2]\) can be derived in a similar way from which the theorem is proved.
Theorem 2 shows that if the data possess the Markovian property then exploiting any context preserving the Markovian property is always beneficial. This theorem can be considered as a theoretical judgement for using contexts to improve Markov model. In practice, Markov models are usually learnt from training data. The accuracy of model’s parameters estimation is highly dependent on the amount of available data. When we exploit a context, the training data is split into smaller portions by the context which may cause the decline in the accuracy of parameter estimation.

Finally, the contextual Markov problem is defined as an optimization problem as follows:

**Definition 2 (Contextual Markov):** Given training data \( D \), find the context \( C = \{c_1, c_2\} \) splitting \( D \) into \( D_1 \) and \( D_2 \) such that the Markov models \( M_1 \) and \( M_2 \) learnt from \( D_1 \) and \( D_2 \) respectively maximize the evaluation function on the test set \( T: E[T, M_1, M_2] \).

**V. CONTEXT DISCOVERY TECHNIQUES**

**A. Clustering-Based Approach**

In order to illustrate the key idea behind our proposed algorithm, consider an example in Figure 1 where transition probabilities \( P(x|a) \ (x \in \{a, b, c, d, e\}) \) from the current state \( a \) to the other states are shown. Figures 1.b and 1.c show the transition probability \( P(x|a, C) \ (x \in \{a, b, c, d, e\}) \) in two different contexts \( C = \{c_1, c_2\} \) and \( C^* = \{c_1^*, c_2^*\} \).

In Figure 1.a, all transitions are equally probable. Therefore, the transition probability distribution from \( a \) has very high entropy making prediction ineffective. If we use the predictor always predicting the most probable transition, the expected true prediction rate is 0.2.

The situation is changed when we consider two contexts \( C \) and \( C^* \). In particular, in Figure 1.b, the distributions \( P(x|a, c_1) \) and \( P(x|a, c_2) \) both have lower entropy than the transition distribution \( P(x|a) \). Under the context \( C \), the true prediction is \( P(m(a)|a, c_1) = 0.3 \) in the category \( c_1 \) and \( P(m(a)|a, c_2) = 0.3 \) in the second category. Similarly, under the context \( C^* \) the true prediction rate is \( P(m(a)|a, c_1^*) = 0.4 \) in the category \( c_1^* \) and \( P(m(a)|a, c_2^*) = 0.4 \) in the second category. Therefore, by exploiting the context \( C^* \) we may increase the prediction accuracy from 0.2 to 0.4.

Common sense tells us that the prediction is easier if the context splits the data into homogeneous groups. In doing so, users with similar behavior are grouped together which may result in low-entropy transition distribution. A possible clustering algorithm to group users is an agglomerative hierarchical clustering algorithm which uses the objective function \( E[T, M_1, M_2] \) as a principle for merging clusters. Overall, our approach consists of two important components: (1) a clustering algorithm which groups training sequence into groups with similar sequences and (2) an alignment procedure which assigns new test sequence to clusters given partial content of the test sequence seen so far.

**B. Clustering by Community Detection**

A general representation of users’ historical behavior is given as a log of web sessions \( kD = \{S_1, S_2, \ldots, S_n\} \) where each web session is a sequence of states \( S_i = (a_1, a_2, \ldots, a_m) \) corresponding to historical browsing activities of a user. In our case the users’ actions are categorized by the type of the users’ actions: searches, clicks on ads or homepage visits. A complete set of used categories is presented in Figure 2 as graph nodes. However the set of all possible activity states depends on needs of a particular service e.g. a visit of the home page can be considered as an activity. Thus, activities and their possible orderings within user web sessions can be summarized as a user navigation graph.

**Definition 3 (User navigation graph):** A user navigation graph is a directed and weighted graph \( G = (V, E) \), where \( V \) is a set of vertices corresponding to all possible user actions and \( E \) is the set of edges \( \{a_1, a_2, \ldots, a_m\} \). Each edge \( e \) of \( G \) is associated a weight \( w(e) \) indicating the transition probability between two incident vertices of the edges.

Depending on user experience they may perform different activities by visiting different states in the navigation graph. Therefore, we propose a user action clustering method based on community detection in the navigation graph. We want to understand if there are any groups of nodes in the navigation graph and then use this knowledge to characterize the users’
Assume that we have \( n \) graph partitions by using a communities detection method. Discovered groups of states may be interpreted after analysis e.g. \( V_i \) corresponds to a “novice” user’s behaviour. However, if \( n \) is too big to analyze then we have clusters: \( \{V_i\}_{i=1}^{n} \). To simplify the discussion, we consider two clusters: Let \( V_{\text{exp}} \) and \( V_{\text{nov}} \). \( V_{\text{exp}} \) corresponds to states which are visited by a “expert” users (red states in Figure 2) and \( V_{\text{nov}} \) consists of activates related to a “novice” user (green sector in Figure 2). Having clusters of states, we can align each web session with corresponding clusters. If a web session contains both red and green states, the alignment is performed by examining the sequence from the left to the right: if expert state encounters in a sequence then method assigns the sequence to \( V_{\text{exp}} \), otherwise, a session is assigned to \( V_{\text{nov}} \) so far. Let us call this procedure sequential user alignment. For example, let \( S_i = \text{ccabbbba} \), \( V_{\text{exp}} = \{a,b\} \) and \( V_{\text{nov}} = \{c,d,e\} \). The alignment function \( A \) aligns the sequence \( S_i \) to clusters as follows. Fist, \( A \) sees the state \( c \) and \( S_i \) is temporarily assigned to \( V_{\text{nov}} \). Then, \( A \) again sees another “novice” state \( e \) and \( S_i \) remains in \( V_{\text{nov}} \). In the third step, \( A \) encounters “expert” state \( a \) and \( S_i \) is moved to \( V_{\text{exp}} \).

In this case, type of user’s behaviour is a context. The states in the navigation graph which are visited by user during session \( S_j \) is contextual features \( \theta_{S_j} \). \( \{V_i\}_{i=1}^{n} \) represent contextual categories. The proposed alignment approach allows us to effectively align training sequences to clusters. More importantly, the alignment is very convenient for sequentially aligning test sequences to clusters. In the experiments, we show that this approach works well with a specific real-world use-case. Moreover, the proposed approach can easily be generalized to any sequence data. Vincent et al. [3] introduce an algorithm that finds high modularity partitions of networks in a short time and that unfolds a complete hierarchical community structure for the network, thereby giving access to different resolutions of community detection.

C. Clustering by Geographical Position

Our dataset contains a user location. In the literature, it was shown that the users’ location is useful contextual information in many applications [16], [14], [1]. A context based on geographical location can have different levels of granularity like continent, country, city and so on. In our experiments we concentrate on a continent level due to limitations from the evaluation side.

**Grouping session.** We use user IP addresses as contextual features, then \( \theta_{S} = IP \) is contextual vector associated with session \( s \). We define six contextual categories: \( C_{\text{geo}} = \{C_1 = \text{Europe}, C_2 = \text{Africa}, C_3 = \text{North America}, C_4 = \text{South America}, C_5 = \text{Asia}, C_6 = \text{Oceania}\} \).

**Geographical alignment function.** \( kD \) is divided into six disjoint training sets associated with the continent: \( kD_{\text{Europe}}, kD_{\text{Africa}}, kD_{\text{Asia}}, kD_{\text{North America}}, kD_{\text{South America}}, kD_{\text{Oceania}} \).

VI. EXPERIMENTAL STUDY

A. Data

The anonymized dataset for our case study comes from StudyPortals.eu. The web-portal provides information about various study programmes in Europe. We used data that was collected in May 2012, dataset contained over 350,000 session\(^1\). Each user’s session is recorded as following: user IP address, the two timestamps indicating the start of the session and the end of the session, sequence of the user’s actions. StudyPortals.eu has a categorisation of actions a user can perform on their website to describe users’ transitions. This taxonomy is used to describe users’ paths on the website which can be transferred into a navigation graph. The users’ navigation for the StudyPortals.eu is demonstrated in Figure 2, where possible values for users’ actions \( a_i \) are presented: \( A = \{a_1, a_2, \ldots, a_{16}\} \). General type of action on the site is view (exp. view study file with additional information), click (click on a banner, or a country information link, or a

\(^1\)The dataset is publicly available as a benchmark. Please refer to the section Code and Datasets section at http://www.win.tue.nl/~mphechen/projects/capa/.
university link, or a program link), submission (user feedback through question or inquiry submit), impression (referee to the recommendation actions), and search (quick search - simple search from homepage, basic search - when user uses special search page, refined search - when additional filters are used). X node is the action which is out of the categorisation scope.

B. Experiment Design

Our sequential dataset of users’s actions is randomly split into two parts: test set $T$ - 20% of the and training set $(Tr)$ contains - 80% of the session log.

Training phase. The whole $Tr$ is used to learn a global predictive model $M$ (Glob.). Using the sequential user alignment method we divide the whole training dataset into subsets, which apply to each of the contexts. Assume we have context $C$ with $k$ categories $\{c_i\}_{i=1}^k$ dividing the train set into $k$ disjoint subsets $\{T_{ci}\}_{i=1}^k$ such that $Tr = T_1 \cup T_2 \ldots T_k$. Let denote $\{M_{ci}\}_{i=1}^k$ as $k$ predictive models built for categories $\{c_i\}_{i=1}^k$ respectively.

Testing phase. During the testing stage we calculate accuracy of global model $M = Acc[T,M]$ (Equation 5), $k$ categories $\{c_i\}_{i=1}^k$ divide the test set $T$ into $k$ disjoint subsets $\{T_{ci}\}_{i=1}^k$ such that $T = T_1 \cup T_2 \ldots T_k$. Let $P(c_i)$ is a probability that the test instance belongs to the category $c_i$ then $Acc[T, \{M\}_{i=1}^k] = \sum_{i=1}^k P(c_i) Acc[T_i, M_i]$ (Equation 6).

As predictive models we use the following Markov models: FOMM, CTW [17] and PST [13]. To calculate the final metrics we run the described evaluation 10 procedures times to collect average metrics. We run the evaluation cycle for two discussed contexts: users’ type (“novice” vs. “expert”) and geographical location.

VII. EXPERIMENTAL RESULTS

A. Context by Geographical Position

In this experiment we want to evaluate an impact of context based on geographical location of a user. The method to obtain the context based on geographical position is described in details in Section V-C. We use mapping from contextual feature IP address to a continent as alignment method to cluster the session. Therefore, we have six contextual categories: $EU$ - users from continent Europe, $AS$ - users from continent Asia, $AF$ - users from continent Africa, $NA$ - users from continent North America, $SA$ - users from continent South America, $OC$ - users from continent Oceania. We derive six separate predictive models for each continent: $\{M_{ci}\}_{i=1}^6$ that is trained for each continent and one global prediction model $M$ that is trained on whole dataset as output of training stage.

The resulted accuracy is shown in Table I. Clearly, the user’s geographical location is not an useful context according Definition 2. Because the way as the context divides data does not give us any benefits in terms of $Acc[T, \{M\}_{i=1}^6]$ that is accurate. The related improvements of the predictive accuracy are almost always negative. Only for the case of PST location context gives slightly improvement. Therefore, the geographical location is not a useful context for our domain in this particular use-case.

<table>
<thead>
<tr>
<th>Cat. $c_i$</th>
<th>Size $c_i$</th>
<th>FOMM(%)</th>
<th>CTW(%)</th>
<th>PST(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glob</td>
<td>1</td>
<td>406±1.3</td>
<td>49.2±4.3</td>
<td>45.1±0.2</td>
</tr>
<tr>
<td>expert</td>
<td>0.11</td>
<td>55.3±1.0</td>
<td>(+36.2)</td>
<td>59.3±3.1</td>
</tr>
<tr>
<td>novice</td>
<td>0.89</td>
<td>61.7±1.0</td>
<td>(+69)</td>
<td>57.2±1.9</td>
</tr>
<tr>
<td>W.Sum</td>
<td>1</td>
<td>43.4±0.28</td>
<td>(+6.9)</td>
<td>54.4±1.7</td>
</tr>
</tbody>
</table>

B. Context by Community Detection

In this experiment we want to evaluate an impact of the context based on discovered communities in the user navigation graph. The method to obtain the context based on type of users’ behaviour is described in details in Section V-B. By applying this method we obtain two communities in our users’ navigation graph with modularity equals to 0.174.

$M$ is a global model that built on whole $Tr$. We use alignment method and as a result we obtain two clusters: $V_{\text{expert}}$ and $V_{\text{novice}}$. These clusters are used to learn two contextual models: $M_{\text{expert}}$ and $M_{\text{novice}}$. The resulted accuracy is shown in Table II. The related improvement compared to performance of global model is high, up to 18.9% in terms of PST predictor. Distinctly, the type of users’ behaviour is a useful context according to Definition 2. Since this context gives improvement in terms of $Acc[T, M_1, M_2]$, for all given predicting models: for FOMM relative improvement is 6.9%, for CTW relative improvement is 10.6%, and for PST relative improvement is 18.9%. According to the predictive accuracy it is important to notice that we have much higher relative improvement for the “advanced” users which are our target group from our business perspectives. This group of users has longer sessions which again indicates their interest to find a suitable program. Therefore the type of user’s behaviour is a useful context for our domain in particular use-case of users’ trail prediction.

Therefore, the proposed technique to discover useful contexts that can be used to improve the prediction models for the user navigation trails.

C. Random Context

We introduce a random context $R$ in order to provide a support evidence for presented theory about contextual Markov
models. In particular, we aim to provide an experimental argument that local Markov models are not worse than global Models.

We select randomly training samples of different size. Assume that random context have two categories, so \( k = 2 \). Therefore, we divide randomly \( T_r \) into two samples \((T_r/2)_1 \) and \((T_r/2)_2 \) and build local models \( M_{T_r/2}_1 \) and \( M_{T_r/2}_2 \) respectively. An alignment function randomly selects model \( M_{T_r/ni} \) for a test instance. Then the expected accuracy \( \text{Acc}[T, M_{T_r/2}_1, M_{T_r/2}_2] \) is calculated (Equation 6). We continue the experiment recursively splitting the training data until the size of \( T_r/ni \) becomes less than 100 sessions. We run the experiment 10 times and compute averages and standard deviations of generalization accuracies.

The results are presented in Figure 3. Blue plot “Weighted random context” shows accuracy of local models of different size. Figure 3 (B) presents results for PTS predictor. We can clearly see when the training size becomes less than 4k, the standard error increases substantially and the accuracy declines. The same situation happens with CTW predictor in Figure 3 (A) - accuracy drops when training size is less than 4k instances. Both predictors show the same tendency - the accuracy decreases when the size of the sampled training subset is less than 10-20% of the whole set, and an increase of the standard error testifies about future reduction of accuracy (or future unexpected behaviour). Figure 3 also depicts accuracies and the corresponding standard errors of the global model and considered contexts: geographical location and users’ behaviour type. Based on the observations we can hypothesize that if standard error is low then the discovered cluster is strong.

VIII. CONCLUSION

In practice, domain experts can have many ideas about possible context for the domain, based on their intuition; they can apply explorative analysis and data mining techniques to identify the contextual features.

In this paper, we introduced a formal definition of useful context and the problem of learning contextual Markov models. We formulated the context discovery as an optimization problem. We provided intuitive proofs showing that an optimal global model corresponds to optional contextual models and for Markov models, the contextual models are expected to be at least as good as global. We performed experiment with random contextual Markov models and it shows that with some constraints they are almost as good as global. Therefore, this fact gives us experimental evidence about safety of testing local models. Thus, at least for this class of models we have a sound justification and motivation for context-aware predictive analytics.

We introduced the method to context discovery which consists of two important components: a clustering algorithm which divides training sequences into \( k \) groups and an alignment method which assigns new test sequence to clusters. We presented the experiments with real-world dataset for two specific examples of our method: (1) explicit contexts of users’ location which is widely used in many applications and (2) implicit context that is inferred from the user navigation graph with our approach.

The experimental case study on the real dataset that we performed can be regarded as an illustration of contextual Markov models learning. This case study shows that if we can identify useful contexts the local Markov models outperform the single global Markov, and if context is not useful, local models will still perform as good as the global model.
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Fig. 3. Mean of accuracy for 10 iterations with standard error (SE). Plot (A) represents results for CTW algorithm. Plot (B) represents results for PST algorithm.