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ABSTRACT

This paper further investigates parameters that may affect water hammer wave attenuation, shape and timing (Bergant and Tijsseling 2001). New sources that may affect the waveform predicted by classical water hammer theory include viscoelastic behaviour of the pipe-wall material, blockage and leakage in addition to the previously discussed unsteady friction, cavitation and fluid-structure interaction. These discrepancies are based on the same basic assumptions used in the derivation of the water hammer equations for the liquid unsteady pipe flow, i.e. the flow is considered to be one-dimensional (cross-sectionally averaged velocity and pressure distributions), the pressure is higher than the liquid vapour pressure, the pipe-wall and liquid have a linear-elastic behaviour, unsteady friction losses are approximated as steady state losses, the amount of free gas in the liquid is negligible, fluid-structure coupling is weak (precursor wave pressure changes are much smaller than the water hammer pressures), the pipe is straight and of uniform shape (no blockage) and there is no lateral outflow (leakage) or inflow (pollution).

Part 1 of the paper describes additional mathematical tools to those presented in the authors 2001 paper for improved modelling of unsteady friction (convolution-based model), viscoelastic behaviour of the pipe-wall material, blockage and leakage. The method of characteristics transformation of the classical water hammer equations gives the standard water hammer solution procedure. The convolution-based unsteady friction model is explicitly incorporated into the staggered grid of the method of characteristics. The viscoelastic behaviour of the pipe-wall material is described by a generalised Kelvin-Voigt model. A retarded pipe-wall strain term is added to the continuity equation. Again, the method of characteristics transformation of the expanded system of equations is used. Blockage and leakage are modelled as an end or an interior boundary condition within the characteristics grid.

1. BACKGROUND

The water hammer phenomenon is usually explained by considering an ideal reservoir-pipe-valve system in which a steady flow with velocity \( V_0 \) is stopped by an instantaneous valve closure (see Fig. 1). The valve closure generates a pressure wave which travels at the wave speed or celerity, \( a \), towards the reservoir at distance, \( L \). The amplitude, \( P \), of the pressure wave is given by the Joukowsky formula

\[
P = ρ a V_0
\]  

(1)

where \( ρ \) is the mass density of the fluid. The travelling pressure wave reflects at the reservoir and returns at the valve at time \( 2L/a \). Finally, a standing wave occurs in the pipe. In fact, water hammer is nothing more than the
free vibration of the liquid column. The natural frequency of the vibration is \( \frac{\omega}{4L} \) for the open-closed system of Fig. 1.

![Fig. 1 Reservoir-pipe-valve system](image)

**Basic Water Hammer**

The pressure waves in the ideal system of Fig. 1 are plane waves that obey the standard wave equation

\[
\frac{\partial^2 P}{\partial t^2} - a^2 \frac{\partial^2 P}{\partial x^2} = 0
\]

with \( t = \text{time}, x = \text{axial distance} \), and the wave speed given by the Korteweg formula

\[
a = \sqrt{\frac{K}{\rho}} \sqrt{\frac{1}{1 + \psi \frac{DK}{\pi K}}}
\]

where \( K = \text{bulk modulus of elasticity of the fluid}, E = \text{Young's modulus of elasticity of the pipe material}, D = \text{pipe diameter}, e = \text{pipe thickness} \), and \( \psi = 1 \). The coefficient \( \psi \) accounts for the support conditions of the pipe and may take values between 0.75 and 1. Eq (2) has exact solutions according to D’Alembert. The pressure histories at valve and midpoint in Fig. 2 are the exact solutions for water hammer in an ideal reservoir-pipe-valve system.

![Fig. 2 Basic water hammer in reservoir-pipe-valve system. Left: pressure at valve. Right: pressure at midpoint.](image)

**Classic Water Hammer**

The pressure variations in Fig. 2 repeat forever; however, in reality, the pressure variations will die out because of friction and damping mechanisms. The classic theory of water hammer takes into account the effect of skin (fluid-wall) friction. In fact, it describes the transient free vibration of a liquid column. Pressure, \( P \), and average velocity, \( V \), obey the equations for conservation of mass and momentum

\[
\frac{\partial V}{\partial x} + \frac{1}{\rho a^2} \frac{\partial P}{\partial t} = 0
\]

\[
\frac{\partial V}{\partial t} + \frac{1}{\rho} \frac{\partial}{\partial x} \left( V \frac{P}{2} \right) = -fv
\]

where \( f = \text{friction coefficient according to Darcy-Weisbach} \). Differentiation and combination of Eqs (4) and (5) yields the associated wave equation
\[ \frac{\partial^2 P}{\partial t^2} - a^2 \frac{\partial^2 P}{\partial x^2} = f \rho a^2 \frac{|V|}{D} \frac{\partial V}{\partial x} \]  

(6)

The quasi-steady friction term on the right side of Eqs (5) and (6) is for turbulent flow. The classic water hammer equations (4) and (5) are herein referred to as the reference model. They describe the acoustic behaviour of weakly compressible (elastic) flow in thin-walled prismatic pipes of circular cross-section. The pipe wall is assumed to behave linearly elastic and cavitation does not occur.

The standard procedure to solve the reference model is provided by the method of characteristics (MOC). The MOC transforms the PDEs represented by (4) and (5) into ODEs—the compatibility equations—as

\[ \frac{dP}{dt} + \rho a \frac{dV}{dt} = \mp f \rho a \frac{|V|}{2D} \]

(7)

which are valid along characteristic lines of slope \( dv/dt = \pm a \) in the distance-time plane. The families of characteristic lines define staggered (diamond) or interlaced (rectangular) grids covering the \( x\)-\( t \) plane. The left side of Eq (7) is integrated exactly, the right side numerically. Using proper boundary conditions, the numerical solution is found by time-marching from a given initial condition.

It is common to use the alternative variables \( Q = AV \) and \( H = P / (\rho g) - x \sin \theta \), where \( Q \) = discharge, \( H \) = piezometric head, \( A \) = cross-sectional pipe area, \( g \) = gravitational acceleration, and \( \theta \) = pipe slope.

Aims of this Paper

In practice the situation is typically far from ideal. The square wave in Fig. 2 is an idealised solution that never will be measured in reality. Friction, in the classic way of Eq (5), gives damping (Leslie and Tijsseling 2000) and line pack. Sometimes this is not sufficient and more advanced models, referred to as unsteady or frequency-dependent friction, have to be applied. Many other complications may exist in practical situations. These are: air (free and dissolved) in the liquid, cavitation and column-separation (low-pressure phenomena), fluid-structure interaction (if unrestrained pipes move), visco-elastic pipe-wall behaviour (if pipes are made of plastic or if steel pipes deform plastically), and leaks and blockages at unknown locations in the system.

Bergant and Tijsseling (2001) presented a paper at the previous meeting that dealt with unsteady friction, column-separation, cavitation, fluid-structure-interaction, and combinations of these. The idea was born to complete the review with the help of specialists in the field. As a result, the present paper revisits unsteady friction and adds the new subjects visco-elasticity, leakage and blockage. Unsteady friction is a dynamic two- (or even three-) dimensional effect difficult to model because of turbulence. It is a subject that deserves continuing study. The ever-increasing use of plastic pipes of ever-increasing diameters justifies the study of visco-elastic pipe-wall behaviour. Unsteady friction and visco-elasticity are also important issues in acoustic leak detection. This method, in its ideal form, determines leak locations and sizes from the leak-induced distortion of the square waves.

The paper presents one-dimensional mathematical models in the framework of the MOC. Numerical models including all of the aforementioned aspects do not exist (to the authors’ knowledge), but this could be one goal of the present collaboration (initiated through the EC Surge-Net project). If not, the different models are suited for easy implementation in standard water hammer codes. Part 2 of this paper presents case studies with experimental results confirming the different models and their underlying assumptions.

2. FURTHER CONSIDERATION OF UNSTEADY FRICTION

The role of friction in one-dimensional pipe flow depends on the system under analysis. For example, the majority of laboratory systems are unsteady friction dominant (i.e., unsteady friction dominates over steady friction). Unsteady friction arises from the extra losses from the two-dimensional nature of the unsteady velocity profile. If turbulence is considered unsteady friction is a three-dimensional problem; however, modelling both the two-dimensional and three-dimensional cases is complicated, computationally intensive and defining boundary conditions in more complicated systems (e.g., junctions, inline valve, etc.) becomes difficult. It is desirable to have a model that takes into account higher dimensional velocity profile behaviour, but still can be efficiently implemented in the one-dimensional analysis. The equation representing the conservation of linear-momentum in unsteady pipe flow can be expressed as follows
\[
\frac{\partial H}{\partial x} + \frac{1}{gA} \left( \frac{\partial Q}{\partial t} + V \frac{\partial Q}{\partial x} \right) + h_f = 0
\]  

(8)

where \(h_f\) = unsteady head loss per unit length. The average velocity \(V\) is defined as \(AV = \int_A v \, dA\) where \(v\) is the velocity component. There are many types of unsteady friction models (Bergant et al. 2001), however, in this paper the convolution-based unsteady friction model is considered.

**Convolution-Based Models**

The unsteady head loss can be thought of as comprising a steady portion and an unsteady portion. In the case of Zielke (1968), the unsteady frictional head loss formulated in the time-domain is

\[
h_f = \frac{f_0Q^2}{2gDA^2} + \frac{16\nu}{gD^2A} \left( \frac{\partial Q}{\partial t} \ast W \right)(t) = 0
\]

(9)

where \(\nu\) = kinematic viscosity, \(W\) = weighting function and "\(\ast\)" represents convolution. The subscript "0" denotes variables based on steady-state conditions preceding the transient event. The Darcy-Weisbach relation defines the steady-state component and the unsteady component is defined by the convolution of a weighting function with past accelerations (\(\partial Q/\partial t\)). Weighting functions are based on defining the steady-state viscosity distribution preceding the transient event, considering it constant during the event (the “frozen viscosity” assumption), and then deriving the Laplace solution of the axi-symmetric unsteady pipe flow equations. The solution gives the Laplace-domain equation of the weighting function, after which Zielke (1968) derived an approximate time-domain weighting function equation. The approximate time-domain weighting function for laminar flow is

\[
W(\tau) = \begin{cases} 
\sum_{j=1}^{6} m_j \tau^{j-1} & \text{for } \tau \leq 0.02 \\
\sum_{j=1}^{5} e^{-n_j \tau} & \text{for } \tau > 0.02 
\end{cases}
\]

(10)

where \(m_j = \{0.282095, -1.25, 1.057855, 0.9375, 0.396696, -0.351563\}, j = 1, \ldots, 6\) and \(n_j = \{26.3744, 70.8493, 135.0198, 218.9216, 322.5544\}, j = 1, \ldots, 5\). The weighting function is defined in terms of the dimensionless time \(\tau = 4\nu t/D^2\). Good matches between numerical simulation and the experimental tests of Holmboe and Rouleau (1967) were observed.

Vardy et al. (1993) used the frozen viscosity assumption to derive the weighting function for smooth-pipe turbulent flow. The viscosity distribution was based on a core region with a constant turbulent viscosity and an outer shear-layer with a linear change in viscosity from laminar (at the pipe wall) to turbulent viscosity (at the core/shear-layer interface). Vardy and Brown (1995) presented the weighting function as

\[
W(\tau) = \frac{A^* e^{-\tau/C^*}}{\sqrt{\tau}}
\]

(11)

where \(A^*\) and \(C^*\) (the shear-decay coefficient) are coefficients that depend on the Reynolds number \(\text{Re} = \nu D / \nu\) of the pre-transient flow. In a later paper, Vardy and Brown (2003a) define the coefficients for smooth-pipe turbulent flow as

\[
A^* = \frac{1}{2} \left( \frac{\nu_{\text{wall}}}{\nu_{\text{lam}}} \right), \quad C^* = \frac{12.86}{\text{Re}^{\kappa}} \quad \text{and} \quad \kappa = \log_{10} \left( 15.29 \text{Re}^{-0.0567} \right)
\]

(12)

where \(\nu_{\text{lam}}\) = laminar kinematic viscosity and \(\nu_{\text{wall}}\) = kinematic viscosity at the wall. The coefficients are accurate for the range \(2,000 < \text{Re} < 10^5\). Recently Vardy and Brown (2003b) developed coefficients \(A^*\) and \(C^*\) for fully-rough turbulent pipe flow as

\[
A^* = 0.0103 \sqrt{\text{Re}} \left( \frac{E}{D} \right)^{0.39} \quad \text{and} \quad C^* = \left( 0.352 \text{Re} \right)^{-1} \left( \frac{E}{D} \right)^{-0.41}
\]

(13)
where $\nu/D = \text{relative roughness}$. The coefficients are valid for the range $10^{-6} < \nu/D < 10^{-2}$.

Although, convolution-based models for unsteady friction are only approximate and have a finite time-duration of applicability, they have shown good matches with both previous numerical and experimental studies. Vardy and Hwang (1991) show good matches between a two-dimensional shell model of transient flow and the Zielke weighting function. Ghidaoui and Mansour (2002) show that the Vardy-Brown weighting function produces good matches with the quasi-2D model of Pezzinga (1999) for smooth-pipe turbulent flow and with experimental data.

**The Momentum Correction Factor**

The convolution-based unsteady friction formulation considers the effect of the velocity profile on the unsteady frictional head loss term; however, the effect of the velocity profile is not considered in the flow acceleration terms in Eq. (8). The convolution-based unsteady friction model cannot produce the low frequency shift noticed in experimental results (i.e., the model results become out-of-phase with the experimental results). This suggests that the true disturbance wave speed is lower than expected. This discrepancy in the apparent wave speed is typically attributed to air coming out of solution as the pressure wave propagates through the fluid. Additionally, but to a smaller extent in larger systems, there is a small inertial length associated with orifices and jets discharging into the reservoir at the ends of pipelines (Funk et al. 1972). Brown et al. (1969) attributed this change in the fundamental frequency to the extra inertia of the fluid due to the velocity distribution, which is related to the momentum correction factor $\beta$. The dependence of equation of motion on $\beta$ can be derived by applying Reynolds transport theorem to the conservation of linear-momentum and energy. Almeida and Koelle (1992) and Brunone et al. (1991, 1995) presented equations of motion that include the momentum correction factor ($\beta$) and the kinetic energy correction factor ($\alpha$). These equations include additional partial derivatives of $\alpha$ and $\beta$ with respect to $x$ and $t$. Since a one-dimensional transient model does not keep information about the velocity distribution it is assumed that $\alpha$ and $\beta$ are relatively constant in space and time during the transient, causing all dependence on $\alpha$ to be eliminated leaving $\beta$ remaining in the equations. Studies such as Buthaud (1977) and Brunone et al. (1991) suggest that realistic values of $\beta$ do not vary greatly during a transient event. Using Reynolds transport theorem, it can be shown that if the linear-momentum correction term is considered, then Eq. (8) becomes

$$
\frac{\partial H}{\partial x} + \frac{\beta_0}{gA} \left( \frac{\partial Q}{\partial t} + V \frac{\partial Q}{\partial x} \right) + h_f = 0
$$

(14)

where the momentum correction factor $\beta_0$ is defined as $\beta AV^2 = \int_A v^2 dA$. The momentum correction factor can be determined from either the log or power laws for the velocity distribution (Chen 1992). When Eq. (14) and the unsteady pipe flow equation representing the conservation of mass (Eq. (4)) are solved using the method of characteristics, the slope of the characteristics decreases ($dx/dt = a/\sqrt{\beta_0}$) representing a slowing of the transient.

**Method of Characteristics Implementation**

Inclusion of the momentum correction factor in the method of characteristics affects the disturbance propagation wave speed and the Joukowsky pressure rise relationship. For water transients, where the Mach number ($M = V/a$) is significantly lower than one, the convective term ($V\partial Q/\partial x$) in Eq. (14) can be neglected and the characteristics become straight. Under this assumption the compatibility equations for the positive and negative characteristics are

$$
(H_p - H_A) + \frac{a\sqrt{\beta_0}}{gA} (Q_p - Q_A) + \Delta x(h_f)_A = 0 \quad \text{along} \quad \frac{\Delta x}{\Delta t} = -\frac{a}{\sqrt{\beta_0}}
$$

(15)

$$
(H_p - H_B) - \frac{a\sqrt{\beta_0}}{gA} (Q_p - Q_B) - \Delta x(h_f)_B = 0 \quad \text{along} \quad \frac{\Delta x}{\Delta t} = \frac{a}{\sqrt{\beta_0}}
$$

(16)

where the subscripts $A$, $B$, and $P$ denote positions on the characteristic grid required for the calculation of $H$ and $V$ at $P$ (as used in Wylie and Streeter 1993) and $\Delta x$ and $\Delta t$ are the space and time steps of the discretised characteristic grid, respectively. The integration of the frictional term in the above equations is performed approximately using the rectangular rule of integration based on conditions at the base of the characteristics (at known conditions). The calculation of the convolution-based unsteady frictional head loss term for a location $(x, t)$ in the characteristic grid is

$$
h_f(x,t) = f_0 \frac{Q(x,t)Q(x,t)}{2gDA^2} + \frac{16\nu}{gD^2A} \sum_{j=3,5...}^M [Q(x,t - j\Delta t + \Delta t) - Q(x,t - j\Delta t - \Delta t)]W_0(j\Delta t)
$$

(17)
where $M = t/\Delta t - 1$. This scheme, called the full convolution scheme, was first implemented by Zielke (1968) and does not exhibit “grid separation” problems because it is applied on a single diamond grid. The full convolution scheme is computationally intensive and can be prohibitive to its use. Trikha (1975) and Kagawa et al. (1983) improved computation speed by approximating Zielke’s weighting function. Recently Ghidaoui and Mansour (2002) presented an efficient implementation for the Vardy and Brown (1995) weighting function. However their results show an amount of error due to the approximations used in their derivation.

3. GASEOUS CAVITATION

This section summarises theoretical tools for gaseous cavitation as presented in the 2001 paper by Bergant and Tijsseling. Gaseous cavitation occurs in fluid flows when free gas is either distributed throughout a liquid (small void fraction) or trapped at discrete positions along the pipe and at boundaries (large void fraction). Gas may be entrained in a liquid due to gas release during low-pressure transients, cavitation or column separation. Transient gaseous cavitation is associated with dispersion and shock waves. The pressure-dependent wave speed in a gas-liquid mixture is significantly reduced. Gas release takes several seconds whereas vapour release takes only a few milliseconds. The effect of gas release during transients is important in long pipelines in which the wave reflection time is in the order of several seconds. Methods for describing the amount of gas release were developed by Zielke and Perko (1985).

Transient flow of a homogeneous gas-liquid mixture with a low gas fraction and with the liquid’s mass density may be described by classical water hammer equations (4) and (5) in which the liquid wave speed $a$ is replaced by the pressure-dependent gas-mixture wave speed $a_m$ (Wylie 1984):

$$a_m = \sqrt{\frac{a^2}{1 + \frac{a^2}{g(H - z - h_i)}}}$$

where, in addition, the ideal gas equation assumes isothermal conditions. The pressure-dependent wave speed $a_m$ makes the system of equations highly non-linear. A number of numerical schemes including the method of characteristics have been used for solving the above set of equations (Wylie 1980; Chaudhry et al. 1990; Wylie and Streeter 1993). These methods are complex and could not be easily incorporated into a standard water hammer code. Alternatively, the mass of distributed free gas can be lumped at computational sections leading to a discrete gas cavity model (Wylie 1984). The discrete gas cavity model (DGCM) allows gas cavities to form at computational sections in the method of characteristics. A liquid phase with a constant wave speed $a$ is assumed to occupy the computational reach. The discrete gas cavity is described by the water hammer compatibility equations, the continuity equation for the gas cavity volume, and the ideal gas equation (Wylie 1984) and their numerical form within the staggered grid of the method of characteristics is:

- compatibility equation along the $C^+$ characteristic line ($\Delta x/\Delta t = a$):

$$H_{i,j} - H_{i+1,j-2\Delta t} + \frac{a}{gA}((Q_g)_{i,j} - (Q_g)_{i+1,j-2\Delta t}) + \frac{fA}{2gDA^2}(Q_u)_{i,j} \frac{\partial}{\partial t}(Q_u)_{i+1,j-2\Delta t} = 0 \quad (19)$$

- compatibility equation along the $C^-$ characteristic line ($\Delta x/\Delta t = -a$):

$$H_{i,j} - H_{i+1,j-2\Delta t} - \frac{a}{gA}(Q_g)_{i,j} - (Q_g)_{i+1,j-2\Delta t}) - \frac{fA}{2gDA^2}Q_g)_{i,j} \frac{\partial}{\partial t}(Q_g)_{i+1,j-2\Delta t} = 0 \quad (20)$$

- continuity equation for the gas cavity volume:

$$\psi \frac{\partial}{\partial x}(Q_g)_{i,j} + ((1 - \psi)(Q_g)_{i,j} - (Q_g)_{i,j-2\Delta t} + \psi(Q_g)_{i,j} - (Q_g)_{i,j}) 2\Delta t \quad (21)$$

- ideal gas equation:

$$\psi \frac{\partial}{\partial x}(H_{i,j} - z_i - h_i) = (H_0 - z_0 - h_i) \alpha_{g0} A \Delta x \quad (22)$$
The treatment of gas release by the DGCM is straightforward (Barbero and Cia pony 1991). In addition, the DGCM model can be successfully used for simulation of vaporous cavitation by utilizing a low gas void fraction \((\alpha_g \leq 10^{-7})\) (Wylie 1984; Simpson and Bergant 1994). In this case, when the discrete cavity volume calculated by the equation (21) is negative, then the cavity volume is recalculated by equation (22).

4. VISCOELASTIC BEHAVIOUR OF PIPE WALL

Plastic pipes have been increasingly used in water supply systems due to their high resistant properties (mechanical, chemical, temperature and abrasion) and cost-effective price. The viscoelastic behaviour of polymers is well-known (Ferry, 1970; Aklonis et al., 1972). This behaviour influences the pressure response during transient events by attenuating the pressure fluctuations and by increasing the dispersion of the pressure wave. Two different approaches have been developed to simulate this effect in fluid systems. The first approach assumes that the viscoelastic effect of the pipe-wall can be described by a frequency-dependent wave speed (Meiβner and Franke, 1977). The second approach is based on the mechanical principle associated with viscoelasticity in which strain can be decomposed into instantaneous-elastic strain and retarded-viscoelastic strain. The elastic strain is included in the wave speed, whereas the retarded strain is an additional term included in the mass-balance equation (Rieutford and Blanchard, 1979; Covas et al., 2002; Pezzinga, 2002). This section focuses on the mathematical modelling of hydraulic transients in polyethylene pipes by adding the retarded strain in the transient pipe flow equations and by taking into account unsteady friction losses.

Linear-Viscoelastic Model

Polyethylene pipes have a different rheological behaviour in comparison to metal and concrete pipes. When subject to an instantaneous stress \(\sigma\), polymers do not respond according to Hooke’s law. Plastics have an instantaneous-elastic response and a retarded-viscous response. Consequently, strain can be decomposed into an elastic, \(\varepsilon_e\), and a retarded component, \(\varepsilon_r\):

\[
\varepsilon(t) = \varepsilon_e + \varepsilon_r(t)
\]  

According to the “Boltzmann superposition principle”, for small strains, a combination of stresses that act independently in a system result in strains that can be added linearly. The total strain generated by a continuous application of stress \(\sigma(t)\) is (Covas, 2003):

\[
\varepsilon(t) = J_0 \sigma(t) + \int_0^t \sigma(t-t') \frac{\partial J(t')}{\partial t'} dt'
\]  

where \(J_0\) = instantaneous creep-compliance and \(J(t')\) = creep function at \(t'\) time. For linear-elastic materials, the creep-compliance \(J_0\) is equal to the inverse modulus of elasticity, \(J_0 = 1/ E_0\).

Assuming that the pipe material is homogeneous and isotropic, it has linear viscoelastic behaviour for small strains, Poisson’s ratio \(\nu\) is constant so that the mechanical behaviour is only dependent on a creep-function, and circumferential-stress \(\sigma\) is expressed by \(\sigma = \alpha \Delta P D/2e\); the total circumferential strain, \(e = (D-D_0)/D_0\), is described by (Covas, 2003):

\[
\varepsilon(t) = \frac{\alpha \Delta P D_0}{2e_0} \left[ P(t) - P_0 \right] J_0 + \int_0^t \alpha \frac{(t-t') \sigma(t-t')}{2e(t-t')} \frac{\partial J(t')}{\partial t'} dt'
\]  

The first term of Equation (25) corresponds to the elastic strain \(\varepsilon_e\) and the integral part to the retarded strain \(\varepsilon_r\). The creep-compliance function \(J(t)\), which describes the viscoelastic behaviour of the pipe material, can be determined experimentally in a mechanical test or calibrated based on collected transient data (Covas, 2003). The creep-function of the pipe was represented by the mechanical model of a generalised viscoelastic solid (Fig. 3):

\[
J(t) = J_0 + \sum_{k=1}^N J_k \left(1 - e^{-t/\tau_k} \right)
\]  

in which \(J_0\) = creep-compliance of the first spring, \(J_0 = 1/ E_0\); \(J_k\) = creep-compliance of the spring of \(k\)-element Kelvin-Voigt, \(J_k = 1/ E_k\); \(E_k\) = modulus of elasticity of the spring of \(k\)-element; \(\tau_k\) = retardation time of the dashpot.
of $k$-element, $\tau_k = \mu_k/E_k$; $\mu_k$ is the viscosity of the dashpots of $k$-element. The parameters $J_k$ and $\tau_k$ of the viscoelastic mechanical model should be adjusted to the creep experimental data.

![Generalised Kelvin-Voigt model for viscoelastic solid](image)

Fig. 3 Generalised Kelvin-Voigt model for viscoelastic solid

Taking into account the relationship between cross-sectional area, $S$, and total strain, $\varepsilon = (\Delta A/\Delta t) = 2A(\varepsilon_\text{e} + \varepsilon_\text{r})$, the continuity equation yields

$$\frac{\partial H}{\partial t} + \frac{a^2}{gA} \frac{\partial Q}{\partial x} + \frac{2a^2}{g} \frac{\partial \varepsilon_r}{\partial t} = 0$$

(27)

Whilst the third term represents the retarded effect of the pipe-wall, the elastic strain is included in the piezometric head time derivative and in the elastic wave speed, $a$. The elastic wave speed is calculated by Eq. (3) considering $E_0 = 1/J_0$. Eq. (27) solved with Eq. (8) and the second term of Eq. (25) describe the pressure-flow fluctuations along a pressurised pipeline.

**Method of Characteristics Implementation**

The set of partial differential equations (8) and (27) is solved by the MOC (convective term is neglected) as follows

$$\frac{dH}{dt} + \frac{a}{gS} \frac{dQ}{dt} + \frac{2a^2}{g} \left( \frac{\partial \varepsilon_r}{\partial t} \right) = \pm a h_f = 0$$

(28)

and are valid along the characteristic lines $dx/dt = \pm a$. The complete equations including the convective term can be found in Covas (2003). Numerical solution of Eq. (28) is

$$[H(x,t) - H(x \mp \Delta x, t - \Delta t)] + \frac{a}{gS} \left[ Q(x,t) - Q(x \mp \Delta x, t - \Delta t) \right] + \frac{2a^2}{g} \left( \frac{\partial \varepsilon_r}{\partial t} \right) \mp a \Delta h_f = 0$$

(29)

where the time-derivative of the retarded strain is obtained by taking the derivative of the second term of Eq. (26). Terms $\varepsilon_e$ and $\partial \varepsilon_r/\partial t$ are evaluated by means of (26) considering the creep-function defined by the mechanical model of the viscoelastic solid as follows:

$$\varepsilon_e(x,t) = \sum_{k=1}^{N} \varepsilon_e(x,t) = \sum_{k=1}^{N} \left( \frac{\alpha D}{2e} \gamma \int_{t}^{t} \left[ H(x,t - \tau) - H_0(x) \right] \frac{J_k}{\tau_k} e^{-\frac{t - \tau}{\tau_k}} dt \right)$$

(30)

$$\frac{\partial \varepsilon_r(x,t)}{\partial t} = \sum_{k=1}^{N} \frac{\partial \varepsilon_r(x,t)}{\partial t} = \sum_{k=1}^{N} \left( \frac{\alpha D J_k}{2e} \gamma \left[ H(x,t) - H_0(x) \right] - \frac{\varepsilon_r(x,t)}{\tau_k} \right)$$

(31)

The parameters $J_k$ and $\tau_k$ are usually adjusted to the creep experimental data. The pipe diameter $D$, wall-thickness $e$ and pipe-wall constraints coefficient $\alpha$, which are time-dependent parameters, are assumed constant and equal to steady-state values.

**5. LEAKAGE AND BLOCKAGE**

Leaks and blockages represent common faults that pipeline systems can experience during their design lifetime. In many cases transients measured in the field show significant damping above that predicted by models including unsteady friction. In some cases this additional damping is caused by unknown pipeline faults such as leaks and blockages. Leaks and blockages are complimentary phenomena; for example a leak represents a flow loss with no head loss whereas a blockage represents a head loss with no flow loss. Both leaks and blockages are modelled using the orifice equation.
\[ Q_O = C_d A_d \sqrt{2g \Delta H_O} \]  

where \( Q_O \) = flow through the orifice, \( \Delta H_O \) = head loss across the orifice, \( C_d \) = discharge coefficient and \( A_d \) = orifice area. For both leaks and blockages, Eq. (32) is implemented in the method of characteristics as an internal boundary condition (see Fig. 4).

![Fig. 4 Leak and blockage implementation in the MOC](image)

The classical compatibility equations (Wylie and Streeter 1993) either side of the leak or blockage are

\[ H_p^+ + BQ_P^+ = C_p \quad \Delta x/\Delta t = +a \]  
\[ H_p^- - BQ_P^- = C_M \quad \Delta x/\Delta t = -a \]

where \( B \) = characteristic impedance (= \( a/gA \)) and \( C_p \) and \( C_M \) represent all known variables for the positive and negative characteristics respectively.

Leaks are treated as an off-line orifice. The two relationships that relate the upstream head and flow to the downstream head and flow are

\[ Q_p^+ - Q_p^- - C_d A_d \sqrt{2g(H_p - H_{OUT} - z)} = 0 \quad \text{where} \quad H_p = H_p^+ = H_p^- \]

where \( z \) = pipe elevation at the leak and \( H_{OUT} \) = outside pressure at the leak. In most cases the outside pressure is atmospheric pressure and assumed zero. Eqs. (33), (34) and (35) form a set of quadratic equations in \( H_p \) that is solved using the quadratic formula. Once \( H_p \) is determined the upstream and downstream flows are calculated using the positive and negative compatibility equations respectively. Care must be taken to account for the case when the pressure inside the pipe becomes less than the outside pressure. In that case, Eq. (35) is re-written assuming that the leak works in reverse injecting fluid into the pipe. For real leaks, it is unlikely that the orifice equation will completely describe their behaviour. Real leaks come in a variety of sizes and shapes resulting in deviations from the classical orifice relationship. In many cases a power law can be used for modelling the discharge-head loss relationship; however, typically the details of the leak are unknown and the orifice relation is sufficient.

Blockages are treated as an inline orifice. The relationships that relates the upstream and downstream head to the flow through the blockage are

\[ Q_p |Q_p| - 2g(C_d A_d)^2 |H_p^+ - H_p^-| = 0 \quad \text{where} \quad Q_p = Q_p^+ = Q_p^- \]

Eqs. (33), (34) and (36) form a set of quadratic equations in \( Q_p \) and can be solved using the quadratic formula; however, care must be taken to account for the case when the flow reverses through the orifice. Again, the orifice equation represents the simplest model of a blockage. In most cases the orifice relationship will approximate a blockage that could be of any shape and length. Additionally, for low pipe flows a blockage can cause additional delays in the transient response due to inertial lengths associated with the submerged jet created by the blockage (Prenner 1998).

7. CONCLUSIONS

Transients in pipelines are modified by phenomena that can be broadly classified into four areas:
1. The impact of three-dimensional nature of the flow and fluid turbulence
2. Modification of fluid properties – gas entrainment
3. Non-elastic response of the containing pipe
4. Local changes in pipeline cross-section or geometry – blocks or leaks

The one dimensional assumptions that are made to aid solution fail to capture the full three dimensional nature of the resulting damped oscillatory flow that creates and then destroys the velocity profile and boundary layer. Unsteady friction is the primary manifestation of this effect. The damping of the pressure trace is significantly greater (and frequency dependent) than that given by the application of steady state friction relationships. The assumption of a uniform velocity profile \( \beta = 1 \) produces less dramatic effects on the transient pressure trace but it does result in a reduction in the wave speed and an observable shift in the modelled trace. Modification of the fluid property due to gas entrainment and cavity formation results in significant wave speed reduction. While relationships exist that provide an estimate of the reduced wave speed, a more satisfactory approach is to use a discrete gas cavity model that distributes the gas present in the system at the computational nodes. The non-elastic behaviour of the pipe wall is an area that is increasing in importance as plastic pipes are being employed for serviceability reasons. In this instance, pressure relief is provided as the pipe wall expands and contracts in a visco-elastic fashion. A non-linear model of this process using a series of dashpots and springs provides an effective way to model this behaviour. Local changes in the pipeline cross-section or geometry (leaks) can also lead to significant modification of the transient behaviour. This is dealt with by breaking the solution space either side of the leak or blockage using interior boundary conditions that satisfy the relevant compatibility conditions across the node. Most of the phenomena described in this paper cause additional damping of the modelled transient traces. Current models are crude but effective given the computational demands of transient modelling, however, there is potential for further investigation and refinement.
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APPENDIX II - NOTATION

The following symbols are used in this paper:

\[ A \] = cross-sectional pipe area;
\[ a \] = liquid wave speed;
\[ a_m \] = gas-mixture wave speed;
\[ B \] = characteristic impedance;
$A', C', \kappa$ = Vardy-Brown weighting function coefficients;
$A_o$ = cross-sectional orifice area;
$C_d$ = orifice discharge coefficient;
$C_p, C_M$ = known variable coefficient for the method of characteristics;
$D$ = inner pipe diameter;
$e$ = pipe-wall thickness;
$E, E_0$ = Young’s modulus of elasticity of pipe;
$f$ = Darcy-Weisbach friction factor;
$g$ = gravitational acceleration;
$H$ = head;
$h_f$ = frictional head loss per unit length;
$h_v$ = gauge vapour pressure head;
$J, J_0$ = creep-compliance, instantaneous or elastic creep-compliance;
$J_k$ = creep of the springs of the Kelvin-Voigt elements;
$L$ = pipe length;
$K$ = bulk modulus;
$M$ = Mach number;
$n, m$ = Zielke weighting function coefficients;
$P$ = pressure;
$Q$ = discharge (flow) or node downstream-end discharge;
$Q_u$ = node upstream-end discharge;
$Re$ = Reynolds number;
t, $t'$ = time;
$V$ = average velocity;
$W$ = weighting function for convolution-based unsteady friction model;
x = distance;
z = elevation;
$\alpha$ = kinetic energy correction factor, pipe-wall constraint coefficient;
$\alpha_g$ = gas void fraction;
$\beta$ = momentum correction factor;
$\Delta H_0$ = head loss across orifice;
$\Delta t$ = MOC time step;
$\Delta x$ = MOC space step;
$\varepsilon$ = pipe roughness height; strain; circumferential total strain;
$\varepsilon_e$ = instantaneous-elastic strain;
$\varepsilon_r$ = retarded strain;
$\theta$ = pipe slope;
$\nu$ = kinematic viscosity, Poisson’s ratio;
$\rho$ = mass density of fluid;
$\sigma$ = stress; circumferential-stress;
$\tau$ = dimensionless time;
$\tau_k$ = retardation time of the dashpot of $k$-element;
$\mu_k$ = viscosity of the dashpots of $k$-element;
$\psi$ = pipe constraint coefficient, weighting factor;
$\forall$ = discrete cavity volume;

**Subscripts:**
g = gas;
i = node number;
$O$ = relating to an orifice;
0 = based on steady-state or reference conditions; elastic component
+ = relating to the positive characteristic;
− = relating to the negative characteristic;

**Abbreviations:**
DGCM = discrete gas cavity model;
MOC = method of characteristics;
ODE = ordinary differential equation(s);
PDE = partial differential equations(s).