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Abstract - The time evolution of power systems is modeled by systems of differential and algebraic equations (DAEs) [8]. The variables involved in these DAEs may exhibit different time scales. Some of the variables can be highly active while other variables can stay constant during the entire time integration period. In standard numerical time integration methods for DAEs the most active variables impose the time step for the whole system. We present a strategy, which allows the use of different, local time steps over the variables. The partitioning of the components of the system in different classes of activity is performed automatically based on the topology of the power system. The performance of the multirate approach for two case studies is presented.
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1 Introduction

Time evolution of power systems is modeled by large differential-algebraic systems (DAEs). These systems are built from the differential and algebraic equations describing the network, the generators, the voltage regulators, the speed governors and the dynamic loads. All together they form a non-linear system in semi-explicit form

\[ \dot{y} = f(t, y, z), \]
\[ 0 = g(t, y, z), \]

with initial values \( y(0) = y_0 \) and \( z(0) = z_0 \), such that \( g(t_0, y_0, z_0) = 0 \). It is assumed that the matrix \( \frac{\partial g}{\partial z} \) is non-singular and therefore system (1) has index one. The joint vector of differential and the algebraic variables is denoted by \( u = [y, z]^T \).

State of art numerical integration methods for DAEs use time steps that are varying in time, but are constant over the system variables [5]. Large interconnected power systems are modeled by very large DAEs of which some components may exhibit a significantly more active behavior than others, distinguishing slow and rapid temporal variations. A voltage wave propagation due to lightning lasts a few microseconds to milliseconds but a second-order Adams method is applied to the differential state variables, whereas algebraic state variables are integrated using second-order BDF method. The Adams method we use, is symmetrically A-stable (the domain of stability coincides with the left complex half-plane) and thus does not suffer from the hyper stability in contrast to the BDF method. Therefore, if the DAE system is itself unstable, the Adams method will lead to an unstable solution and will allow for detection of instabilities. We, however, still prefer to use the BDF method for the algebraic state variables, since it less sensitive to the variations in the algebraic equations than the Adams method. Detailed description and the coefficients for both methods can be found in [6].

Let us assume that we know, at time \( t_n \), the numerical approximation of the solution \( u_n \) together with it’s first two derivatives \( u_n' \) and \( u_n'' \), and we want to compute the numerical solution at time \( t_{n+1} = t_n + \tau_n \). We store the vector of the solution and its derivatives in Nordsieck form

\[ u_n = \left[ u_n, \tau_n, u_n', \frac{1}{2} \tau_n^2 u_n'' \right]^T. \]

Following the usual predictor-corrector approach, we first...
compute the prediction by means of Taylor’s formula

\[
\begin{align*}
  u_{n+1}^P &= u_n + \tau_n u'_n + \frac{1}{2} \tau_n^2 u''_n,
  \\
  u_{n+1}^{IP} &= u'_n + \tau_n u''_n,
  \\
  u_{n+1}^{PP} &= u''_n.
\end{align*}
\]

Next we continue with the correction stage

\[ u_{n+1} = u_{n+1}^P + (u_{n+1} - u_{n+1}^P) l, \]

where \( l = (l_0, l_1, l_2)^T \) is the vector of the coefficients of the method. Here \( u_{n+1} \) is computed from the following algebraic system

\[
\begin{align*}
  \tau_n y_{n+1}^P + l_1 (y_{n+1} - y_{n+1}^P) - \tau_n f(t_{n+1}, u_{n+1}) &= 0, \\
  g(t_{n+1}, u_{n+1}) &= 0.
\end{align*}
\]

For the variable step size control we need an estimate for the local error at each time step. Following [1], we estimate the local error for an attempted step from time \( t_n \) to \( t_{n+1} = t_n + \tau_n \) as

\[
E_{n+1} = K l_2 ||u_{n+1} - u_{n+1}^P||,
\]

where \( K \) is a method dependent constant. In our strategy we control the \( L^2 \) norm of the error.

### 3 Multirate strategy

In this paper it will be assumed that the variables of the system (1) can be partitioned into fast and slow

\[
y = [y_{fast}, y_{slow}]^T \quad \text{and} \quad z = [z_{fast}, z_{slow}]^T.
\]

Our multirate time stepping strategy is based on local temporal error estimation and can be described as follows. For a given global time step \( \tau_n = t_{n+1} - t_n \), we first compute a tentative approximation at the time level \( t_{n+1} \) for all variables. For those components for which the error estimator indicates that smaller steps are needed, the computation is performed again with smaller time steps. At this refinement stage we perform a local variable time stepping and solve the subsystem

\[
\begin{align*}
  y'_{fast} &= f_{fast}(t, y_{fast}, z_{fast}, \omega), \\
  0 &= g_{fast}(t, y_{fast}, z_{fast}, \omega)
\end{align*}
\]

where \( \omega \) denotes the already computed values of the slow variables. During the refinement stage, values at the intermediate time levels of the slow components might be needed. These values can be obtained by interpolation.

The intervals \([t_n, t_{n+1}]\) are called time slabs. After each completed time slab the solutions are synchronized. In our approach, these time slabs are automatically generated, similar as in the single-rate approach, but without imposing temporal accuracy constraints on all components.

An important issue in our strategy is to determine the size of the time slabs. These could be taken large with a large multirate factor, or small with a lower multirate factor. A decision can be made based on an estimate of the number of components at which the solution needs to be calculated, including the overhead due to coupling.

In this paper we consider two levels of activity: slow variables and fast variables. One can also allow for more levels of activity. In this case, the desired accuracy does not necessarily have to be achieved during the first refinement. The refinement can be continued until the error estimator is below a prescribed tolerance for all components. An example of a time slab with two levels of refinement is shown in the Figure 1.

#### 3.1 Refinement tolerance

Let us denote the tolerance prescribed by the user by \( Tol \). During the refinement stage we recompute the most active components of the system. Since the tolerance \( Tol \) is used to control the \( L^2 \) norm of the error for all the variables, the tolerance used during the local variable time stepping should be relaxed.

By controlling the discrete \( L^2 \) norm of the error we require

\[
(1/m \sum_{i=1}^{m} e_i^2)^{1/2} < Tol,
\]

where by \( e_i \) we denote the local error for the \( i \)-th component and \( m \) is the total number of variables. While doing the local refinements, in order to efficiently achieve the same accuracy as in the single-rate time stepping we determine

\[
Tol_{local} = \arg \max_{Tol > 0} \left( \frac{1}{m} \sum_{i : |e_i| < Tol} e_i^2 + \sum_{i : |e_i| \geq Tol} Tol'^2 \right) \leq Tol.
\]

Relation (6) can also be written as

\[
Tol_{local} = \arg \max_{Tol > 0} \left( \sum_{i} e_i^2 + m_{fast} Tol'^2 \right) \leq mTol^2,
\]

where \( m_{fast} \) denotes the number of fast variables (the variables for which \(|e_i| \geq Tol'\)).

In practice, there is no easy way to determine \( Tol_{local} \) from (7). One can perform a loop from \( Tol' = Tol_{max} \) to \( Tol' = 1 \) and stop at the first value of \( Tol' \) which will satisfy the inequality in (7).
3.2 Choosing the size of the time slabs

The size of time slabs is determined automatically while advancing in time. When we are done with the processing of the \( n \)-th time slab of size \( \Delta t_n \), the size of the next time slab is taken as

\[
\Delta t_{n+1} = S_{n+1}^\ast \tau_{n+1}^\ast,
\]

where \( S_{n+1} \) is the estimated multirate factor for the \((n+1)\)-st time slab, and \( \tau_{n+1}^\ast \) is the optimal time step size which would give us an estimated error smaller than the given tolerance if we were to use a single-rate approach for the next time step from \( t_n \) to \( t_n + \Delta t_{n+1} \). For the first time slab we use \( S_1 = 1 \).

3.2.1 Estimation of \( \tau_{n+1}^\ast \)

Using the information available from the \( n \)-th time slab we can estimate the value of \( \tau_{n+1}^\ast \) for the next time slab. This is done using the standard step size control technique; the only difference is that for each component we use the information from the last available local time steps from the last time slab \([t_{n-1}, t_n]\). For example, in the time slab depicted in Figure 2, in order to estimate \( \tau_{n+1}^\ast \), we will use the information from the hatched areas, where the last local time steps before \( t_n \) have been taken.

Let us denote by \( \bar{\tau}_n \) the size of the last time step during the local refinement. We will also assume that a numerical integration method of order \( p \) is used. In order to estimate the optimal single-rate time step \( \tau_{n+1}^\ast \) we will use the local errors \( e_i \) for the slow variables and rescaled local errors \( \left( \frac{\Delta t_n}{\bar{\tau}_n} \right)^{p+1} e_i \) for the fast ones. Here by \( e_i \) we denote the estimated local error for the variable \( i \). The norm of this joint slow and rescaled fast errors vector will be denoted by \( E_n \).

Figure 2: Time steps used for the estimation of \( \tau_{n+1}^\ast \).

We determine \( \tau_{n+1}^\ast \) by

\[
\tau_{n+1}^\ast = \vartheta \Delta t_n \sqrt{\text{Tol}/E_n},
\]

where \( \vartheta \) is a safety factor.

Expression (9) gives us an estimate of a step size with which we expect a norm of local error smaller than the tolerance.

3.2.2 Estimation of \( S_{n+1} \)

We assume that the multirate factor for the processed \( n \)-th time slab of size \( \Delta t_n \) was \( S_n \). It means that during the local refinement in the \( n \)-th time slab we performed \( S_n \) smaller steps.

The estimation of \( S_{n+1} \) will be based on the anticipated number of fast variables. In order to estimate the optimal multirate factor we study several hypothetical computations for this last time slab. In these computations we consider what would have happened if we had taken the multirate factor larger than \( S_n \). In particular we consider what would have happened if

\[
S'_{n} = S_n + k
\]

or

\[
\Delta t'_{n} = \frac{S_n + k}{S_n} \Delta t_n,
\]

for \( k = 1, \ldots, k_{\text{max}} \). In our test we use \( k_{\text{max}} = 10 \).

The local errors can be estimates as

\[
e'_i = \left( \frac{S_n + k}{S_n} \right)^{p+1} e_i.
\]

Following the procedure from Section 3.1 for each \( k \) we determine the refinement tolerance and the number of fast components. We choose the maximum value of \( k \) for which number of fast variables is smaller than \( \alpha_{\text{reject}} \)

\[
S_{n+1} = S_n + \max \{ 0 < k < k_{\text{max}} | m_{\text{fast}}(k) < \alpha_{\text{reject}} \}.
\]

4 Partitioning strategy

Partitioning of the variables in slow and fast can be fixed and given in advance, or it can vary in time and should be performed automatically during the time integration process. In this section we present a strategy for automatic partitioning of both differential and algebraic variables. This strategy is based on the local time variation of the numerical solution of the system and on the topology of the power system.

A power system can be usually decomposed in two parts:

- a large network which consists of a set of nodes (each node introducing two variables) connected by a set of branches (lines, cables and transformers),
- a set of components (synchronous machines, motors, loads...) which are usually connected to a particular node.

This particular structure can be used to derive a dedicated partitioning strategy.

We first perform a single step with step size \( \tau \) and using an error estimator we determine the variables which do not satisfy the criterion

\[
|e_i| < T o_{\text{local}},
\]

where again \( e_i \) is the estimated local error for the variable \( i \) and \( T o_{\text{local}} \) is the computed local tolerance. These variables will be called fast.

To allow for accurate computation of the fast variables, during the refinement stage, we also recompute the slow variables which are strongly coupled to the fast ones. The propagation of the fast status is performed as follows:

1. All the components which contain at least one fast variable are classified as fast.
2. All the nodes which contain at least one fast variable are classified as fast.

3. The connection node of a fast component is classified as fast.

4. The fast status of the nodes is then propagated through the network:
   - The graph $G$ is defined as follows:
     - A node in $G$ is defined for each electrical node;
     - An edge is defined between two nodes of $G$ if there exists at least one branch linking the two corresponding electrical nodes;
     - A weight representing an “electrical distance” will be associated to each edge of $G$. Let us denote by $C_1$ and $C_2$ the two $2 \times 2$ sub-matrices of the admittance matrix coupling the pairs of variables associated nodes 1 and 2. The weight between node 1 and 2 is defined as
       \[
       l_{12} = \min \left( \frac{1}{\|C_1\|_\infty}, \frac{1}{\|C_2\|_\infty} \right) \tag{15}
       \]
       where
       \[
       \|C\|_\infty = \max |C_{ij}|.
       \]
     - Each node at a distance less than a given parameter $tol_G$ from a fast node is classified as fast.

5. All the variables belonging to a fast node or a fast component are classified as fast and will therefore be updated during the refining phase.

The creation of a table containing, for each node, the list of strongly connected nodes can be efficiently (through a modified Dijkstra algorithm and a parallel implementation) performed off-line before the start of the simulation. With this off-line preparation, the cost of the above partitioning is almost negligible during the simulation.

5 Case studies

In this section we present numerical results for two test problems. For the results reported here we used quadratic interpolation to obtain missing component values. Linear interpolation was also tried and the results were nearly identical; this simply indicates that the interpolation errors are not significant in these tests.

The computational costs are presented in terms of number of function evaluations, number of Jacobian evaluations and number of Newton iterations. We estimate the total computation cost by means of formula

\[
C = 1.2 \cdot 10^{-7} N_{\text{FuncEval}} + 7.2 \cdot 10^{-7} N_{\text{JacEval}} + 5 \cdot 10^{-7} N_{\text{LUFactor}} + 5 \cdot 10^{-8} N_{\text{Newton}}.
\]

Here the coefficients represent the reference costs per variable or equation and are based on the benchmarks in a particular software package. The counters $N_{\text{FuncEval}}$, $N_{\text{JacEval}}$, $N_{\text{LUFactor}}$ and $N_{\text{Newton}}$ also take into account the number of the variables or the size of the matrix involved in the correspondent calculation. In our solver a LU-factorization is performed after each update of the Jacobian, hence $N_{\text{LUFactor}} = N_{\text{JacEval}}$. From the cost coefficients it is visible that the computational cost is dominated by the cost of the Jacobian evaluations.

In our implementation of the single-rate and multirate solvers we try to reduce the number of Jacobian evaluations. A full Jacobian evaluation is performed only if it is strictly necessary:

- at the beginning of the time integration;
- the Newton method does not converge.

In all other cases (change of the time step, a discontinuity detected, etc), when necessary, we perform a local Jacobian update.

5.1 A chain test problem

For our first test problem we consider a power system composed of a chain of 100 small subsystems connected by very long lines. Each subsystem comprises a generator and the corresponding controllers modeled by 30 equations, a step-up transformer and an impedant load. A schematic illustration of the chain is presented in Figure 3. The resulting system contains 4970 variables, 3089 of which are algebraic.

![Figure 3: Chain of 100 subsystems.](image)

A short-circuit of 100 ms is performed at the first high voltage busbar. During the very first second, this event strongly affects the beginning of the chain while the rest of the system remains more or less constant. The impact of the short-circuit propagates to the neighboring subsystems while being progressively damped.

![Figure 4: Solution for two components.](image)
solution of the fast variable on this interval is computed by 26 time steps, whereas only 5 time steps are needed for the slow variable. In this simulation 70 fast variables were observed.

Table 1 shows the number of function evaluations, number of Jacobian evaluations, number of Newton iterations, estimated costs and the weighted $L^2$- and infinity-norm errors for the single-rate and multirate methods. From these results it is seen that a substantial improvement in number of function evaluations is obtained. For the single-rate method, the number of function evaluations is four times larger. Moreover, the error behavior of the multirate scheme is very good. The speed up in terms of estimated costs is smaller than the one based on the number of function evaluations. This reduction in speed up is due to large number of Jacobian evaluations. This is again visible from the results presented in the table. An improvement of the local Jacobian evaluation within multirate time stepping is needed.

<table>
<thead>
<tr>
<th></th>
<th>single-rate</th>
<th>multirate</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td></td>
<td>error</td>
</tr>
<tr>
<td>$N_{FuncEval}$</td>
<td>184326</td>
<td>47102</td>
</tr>
<tr>
<td>$N_{JacEval}$</td>
<td>11892</td>
<td>15355</td>
</tr>
<tr>
<td>$N_{Newton}$</td>
<td>184326</td>
<td>47102</td>
</tr>
<tr>
<td>$C$</td>
<td>0.045</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Table 1: Errors and computational costs for the chain problem.

5.2 PEGASE problem

As the second test we consider the PEGASE problem. This problem is a dedicated test case constructed by the PEGASE consortium [10]. The system modeled is loosely inspired from the European transmission grid in terms of size (number of branches, nodes, generators, loads), topology and type of units (nuclear, hydro, TGV). The problem is modeled by a DAE system with 123465 variables, of which 50235 are algebraic.

The main features of the PEGASE test system are

- 15350 buses.
- 3824 synchronous machines with generic models of AVR, speed governors and turbines.
- 4853 dynamic loads. Some of them include an equivalent of the distribution transformer and medium-voltage feeder.

![Diagram of the disturbance of a machine’s excitation controller.](image)

Figure 5: Diagram of the disturbance of a machine’s excitation controller.

We solve this problem on the time interval $0 < t < T = 20$. One of the machines has its excitation controller disturbed by a local sustained instability (see Figure 5). The parameter $\alpha$ characterizes the extent of this disturbance with respect to the classical control loop. If $\alpha = 0$ then the machine is correctly controlled and the instability should not affect the network. If $\alpha = 1$ then the machine is steer in open-loop by the local instability which will strongly affect the network. In our test we consider $\alpha = 0.2$. We expect that this event will only have a local impact and hence, multirate method will be able to exploit this difference in the time scales.

Figure 6 shows the time points in which the solution for two variables, one fast and one slow, were computed during the time interval when the disturbance occurred. It is seen that the time steps used for the fast variable are much smaller than the ones used for the slow variable. The solution for the fast variable on this interval is computed by 46 time steps, whereas only 1 time step is needed for the slow variable.

Table 2 shows the number of function evaluations, number of Jacobian evaluations, number of Newton iterations, estimated cost (in seconds) and the weighted $L^2$-norm error (measured with respect to an accurate reference solution) for the global time interval $[0, T]$ for the single-rate and multirate methods. From these results it
is seen that a substantial improvement in cost is obtained. For the single-rate method the estimated costs are twenty times larger. Moreover, the error behavior of the multirate scheme is very good.

For comparison, in Table 3 and Table 4, results for two additional values of the parameter $\alpha$ are presented. For the test case with $\alpha = 0$ the disturbance is isolated and does not propagate through the network. For this case the number of function evaluations and number of Newton iterations required by the single-rate solver are considerably larger than for the multirate solver. Due to the use of local Jacobian updates, the total number of Jacobian evaluations is similar for multirate and single-rate solver for this value of $\alpha$. This is also the reason why the speed-up in the total computation time is not so large as for $\alpha = 0.2$. For the test case with $\alpha = 0.5$ the disturbance strongly affects the network making most of the variables active. No significant speed up is achieved in this case.

6 Conclusions

In this paper we presented a multirate time stepping strategy for systems of differential and algebraic equations resulting from modeling of power systems. The algorithm for dynamic partitioning of the components into slow and fast was described. Numerical experiments confirmed that the efficiency of time integration methods can be significantly improved by using large time steps for inactive components, without sacrificing accuracy.
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