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1. PURPOSE OF THIS SURVEY

Thus far, much about AU'lomath was written in separate reports. Most of this work has been made available upon request, but only a small part was published in journals, conference proceedings, etc. Unfortunately, a general survey in the form of a book is still lacking. A short survey was given in de Bruijn (1973), but the present one will be much more extensive. Naturally, this survey will report about work that has been done, is going on, or is planed for the future. But it will also be used to explain how various parts of the project are related. Moreover we shall try to clarify a few points which many outsiders consider as uncommon or even weird. In particular we spend quite some attention to our concept of types and the matter of "propositions as types" (section 14). Finally the survey will be used to ventilate opinions and views in mathematics which are not easily set down in more technical reports.

Some further material of a general nature can be found egg. in de Bruijn (1968b), Jutting (1977). For those who have not read anything about the project, this survey cannot pretend to give more than a vague idea of the languages. For getting a better idea, de Bruijn (197Jb), van Daalen (1973) may be recommended; van Dale (1973) hives a very precise definition af AUT-QE, one of the most prominent members of the family (see sections 9,13).
2. PURPOSES OF THE PROJECT AUTOMATH

The project was conceived in 1966; the first report was de Bruijn (1968a). The idea was to develop a system of writing entire mathematical theories in such a precise Eashion that verification of the correctness can be carried out by formal operations on the text. Here "formal" means: without "understanding" the "meaning", and therefore it has to be possible to instruct computers how to check the correctness. Indeed, the fact that we do have computers will be one of the reasons why our generation has better chances than those who tried to have similar claims in the past, like Leibniz, Peano and Hilbert. Even if we do not actually use computers, they are there to set the standard of what is "formal" verification.

In the next three sections we discuss motivations for the project: checking, understanding and processing. The first two motives seem to favour the choice of a system of a very general nature, not necessarily tied to today's ideas of formalizing mathematics in terms of classical logic and set theory.

## 3. CHECKING

Most mathematicians can very well check themselves what they read and write. Nevertheless only a small portion of mathematical literature is absolutely flawless. Moreover, human checking seems to be a social affair too: mathematicians put trust in something since they think or know that other mathematicians have checked it.

Very meticulous checking is definitely unpopular. The thing we have in mind puts quite a burden on those who write the mathematics to be checked. They have to justify every little step extensively. It is only after this that a computer can do the「inal checking and fuarantee the correctness.

We mention two cases were checking may be important. Thefirst om is for things which are very hard and condensed, and where there is little intuitive or experimental support. The second
one is for long and tedious proofs which form very long chains of very elementary steps. Such things may occur in combinatorial arguments, but, more important, in the large amount of work that has to be done to check the semantic correctness of large computer programs or machine designs.

Checking may actually bo carried out in man-machine cooperation. 'lhis may alsomean that, at least temporarily, parts of the checking may be omitted if they refer to things we are absolutely sure of.

Many errors in mathematics are made at the interfaces between theories. Therefore, we want to do the checking in a system that embraces all the therries involved. For example, if we want to check that the regular 17 -gon can be constructed by ruler and compass, we have to be able lo formulate the rules of geometric constructions into our system.

## 4. INIDERSTANDING

Formal systems help us to understand mathematics already by the mere fact that they force us to subdivide mathematical discussion into (i) language (ii) metalanguage and (iii) interpretation. lhe role of the hater is often underestimated. Those who say that mathematics is set theory, usually disregard the fact that they hande an extensive system of interpretation which is almost completely intuitive. Quite often it is just the interpretation that means "understanding" mathematics. Therefore we want a system that checks as much as possible of what we can actually say. (This is as far as we can go: we cannot expect a machine or a person to check what is in the back of our minds). Our system should check a kind of language that comes as close as possible to what we write in ordinary mathematics.

If we want to understand mathematics we also have to get insight into the roles of axioms, definitions, proofs, theorems. We cannot expect to get such an insight from a basic theory that has been built up itself with axioms, definitions, proofs and
theorems. It is much better to have a foundation that is nothing but a sot of rules for manipulating language. On such a foundation we can build logic and mathematics, possibly with the use of axioms. There is nothing against axioms, but we should be free to accept them or to reject them. Axioms should not be tied to the fundamentals of our system.

Another thing that a good language may help us to understand is the structure or the complexity of an argument. The text may reveal analogies in the structure of arguments, and classification of their inherent difficulty. As to the classification of difficulty we mention that a very useful borderline between "elementary" and "higher" mathematics is that elementary mathematics is the part of mathematics that can be expressed without lambda calculus. Ln other words: "elementary" is what can be said in PAL (see section 11).

## 5. PROCESSING

The fact that a machine can read, check and store the mathematics we produce, can have several advantages. One of these is that we can be absolutely sure that two mathematicians use the same theorem with exactly the same conditions. But a machine can also process its contents for answering questions. Examples: (i) produce a glossary of a text, (ii) find out in a given argument whether a given axiom does or does not play a (direct or indirect) role, (iii) print all notions and arguments that are needed to understand a $\quad$ iven theorem, omit everything that is irrelevant to it.

## 6. WHAT KINO OF MATHEMATICS CAN WE DO?

The AUTOMATH system is like a big restaurant that serves all sorts of food: vegetarian, kosher, or anything else the customer wants. The languagos are not tied to any logical system: hardiy any losic has been built in. Admittedy there are basic notions wi functionality and typing, but these need not be used the way they secm to be intonled for. Those who want to say that a
fanction is a subset in a rertain cartesian product, can say it in AU'GOMA'H, but the restarant also eaters for those who want to describe mathematiral functions by means of the functionality available in the lamgnage itself. Those who reject the axiom of choice or the excluded middle can use the system, as well as adepts in "New Math" and those who see "truth" as a matter of checking zeros and ones in truth tables.

Nevertheless some customers are better served than others. The best-served are those who try to keep close to the way mathematicians actually talk and think. They can use the types for doing typed set theory, the context structure to represent their ordinary way of reasoning (natural deduction), and the built-in functionality for describing their functions.

For typed set theory and natural deduction in relation to AU'OMA'lH, see de Bruijn (1975a), Nederpelt (1977). Formal ZermeloFränke] set theory was written in AUT-68 (cf. section 9) by van Daalen (1970). For a large piece of mathematics described in the "natural" style, we refer to the Landau translation (see sections 20 and 25).
7. BOOKS ANI CONTEX'SS

We write our mathematics in books, consisting of sequences of lines. Each line is written in some context.

We use the word "context" in a restricted sense. At each point of a mathematical discussion we can consider
(i) the set of assumptions which are considered to be valid at that point.
(ii) The set of variables which are "alive" at that point.
(iii) The sel of all notions that have been developed previously (cither by definitions or by taking them as primitives). Many people will say that the context is (i) + (iii), and disregard (ii) (their idea is that there is an infinite pool of varlables which are always available).

We shall uso tho word context differently, taking it to be
described by (i)t(ii). There is no reason for us to specify (iii), since it follows from the given order of the lines in the book. 'Ihis is not true for (i): assumptions can be both introduced and discarded. And as to (ii): our point to take this as part of the context, is the fact that the variables will be typed. These types may be expressed by means of "older" variables but their construction may also depend on the fact that the assumptions of the context are valid (i.e. the types may be defined by expressions containing things that were defined only under these assumptions).

Similarly, the assumptions may be expressed in terms of variables belonging to the context. In this respect assumptions and variables play the same role in the context. They can appear in any order. Let us give an informal example of a context:
"Let $n$ be a natural number. Let $P$ be a point of $R_{n}$. Let $Q$ be a point of $R_{n}$. Assume $d(P, Q)>n . "$

This context contains three variables $n, P, Q$ and one assumption. We say that this context has length 4 . Things of the kind (iii) are "natural number", "point of $\mathrm{R}_{\mathrm{n}}$ ", "d", ">".

In a mathematics book we can indicate the context of every line. There is a special kind of lines that serve to define new contexts (these lines are called block openers). Examples: "Let $n$ be a natural number". "Assume $d(P,(Q)>n "$. Block openers are placed in a context too.

A context can be seen as a sequence of block openers, arranged in the order in which they appear in the book. If these context lines are labeled $A_{1}, \ldots, A_{n}$, then the context of $A_{n}$ is $A_{1}, \ldots, A_{n-1}$ Therefore the context $A_{1}, \ldots, A_{n}$ is adequately described by mentioning $A_{n}$ only: looking up line $A_{n}$ in the book will reveal $A_{n-1}$, etc.

The word "block opener" suggests the usual situation that assumptions are taken to be valid during a sequence of consecutive lines, and that validity regions of assumptions are nested
intervals. These things will not be generally assumed however. A context can shrink for a while, and be picked up later.
8. Definitional Lines and pn-Lines

What kind of material can be written in a context (apart from block openers that extend the context)? It will turn out that we can get away with two things: definitional lines and PN-Iines. In the first case we have a new identifier (symbol or word), and an expression (in torms of old identifiers and material from the context) ; the line is intcrpreted as the definition of the new identifier. In a $1 \times-1 i n e$, however, no expression is given, but the symbol $P N$ is written instead. The interpretation is that the identifier is introduced as a primitive symbol. In section 14 it will be explained how some of the definitional lines can be interpreted as theorems with proofs and some of the PN-lines as axioms.

## 9. the languace famtiy

As basic language we take SEMTPAL. It is not able to handle mathematics, but just intended to give a record of how things are expressed in terms of others. The contexts in SEMIPAL are sequences of untyped variables. Apart from the block openers there are definitional lines and PN-Iines. The expressions are composed of identifiers and variables. If the context is $x_{1}, \ldots, x_{n}$, the new identifier is $p$, then the line is written as something like

$$
\begin{equation*}
x_{1}, \ldots, x_{n} * p:=f\left(g\left(x_{1}, a\right), h\left(x_{1}\right)\right) . \tag{9.1}
\end{equation*}
$$

On the right we have an example of an expression. In order to explain what we intend with this line, it is better to write $p\left(x_{1}, \ldots, x_{n}\right)$ instead of $p$; the interpretation is that $p$ is introduced as a function of $n$ variables. The expression on the right is assumed to be correct, i.e. (i) each non-variable identifier has been introduced previously in the book, with a context length equal to the mumer of subexpressions it has in (9.1), (ii) the variables occurring in (9.1) all belong to the context $x_{1}, \ldots, x_{n}$. spmipal can be extended in two ways.
(i) by admitting lambda expressions ( $\lambda$-SEMIPAL).
(ii) by attaching a type to every expression, taken from a fixed finite sot ol typers. het us call this PAL-FT (PAL with fixed typers).

We can go beyond (ii):
(iii) by admitting the introduction of type variables and of primitive types. 'his will be called PAL ("Primitive Automath Janguage").

The combination of PAL and $\lambda$-SEMIPAL leads to AUY-68 (for a long time this was called AUTOMATH), and, a little beyond it, AUTQE. Let us write $A<B$ if every correct book in language $A$ is also correct in language $B$. Then we have PAL $\leqslant$ AUT-68 $\leqslant$ AUT-OE.

A different extension of PAL is J.Zucker's AUT-PI (see section 22).

The language AUT-SL. (single line AUT, see de Bruijn (1971a), Nederpelt (1973) has been created mainly in order to get a streamlined language theory. It is a very general higher-order language, obtained by giving up all restrictions on abstraction, and admitting all numbers $0,1,2, \ldots$ as degrees (see section 11 ). Once this has been done, wr can write PN's as block openers (cf. section 16), eliminate all derinitional lines, and thus obtain a complete book in the form of a single line.

## 10. ABBREVIA'IION SYSTEM

In SEMIPAL we have a simple abbreviation system that can be maintained throughout the language family. If p was introduced by (9.1), say, then in lator expressions $p$ is allowed to have fewer than $n$ subexpressions. The missing subexpressions are just supplied by adding $x_{1}, x_{2}, \ldots$ on the left. For example: if $E_{3}, E_{4}, \ldots, E_{n}$ are expressions, then $p\left(E_{3}, \ldots, E_{n}\right)$ is an abbreviation for $p\left(x_{1}, x_{2}, F_{3}, \ldots, E_{n}\right)$. (So $p\left(E_{3}, \ldots, E_{n}\right)$ can only be used in a context containing the first two variables of the context of (9.1) ).
guite a different kind of abbreviation, (again for all lan-
guages of the family) lies in the paragraph sustem (for a description see Jutting (1977). It has the practical advantage that names for identifiors (o.g. common letters like $x, a, \ldots$ ) can be used over and over again. The book is divided into sections, subsections, sub-subsections,... (all called paragraphs). If we mention an identifier we mean the one that was introduced in the smallest surrounding paragraph; if we want to refer to a different identifier with the same name, we have to mention its paragraph number.

## 11. TYPTNG ANI DEGRESS

We begin with a language with fixed types. Let us call it PALFT. We start from SEMIPAL, and we attach a type (taken from the given set) to every variable, to every identifier and to every expression. The rules are obvious: if we form an expression by substituting expressions $E_{1}, \ldots, E_{n}$ for $x_{1}, \ldots, x_{n}$ in $p\left(x_{1}, \ldots, x_{n}\right)$, then for each $i$ the type of $E_{i}$ should equal the one of $x_{i}$, and $p\left(E_{1}, \ldots, E_{n}\right)$ gets the same type as $p$. The type can be written at the end of each line of the book (including block openers). As a seperation mark we can use the semicolon (we also write p : $\tau$ in the metalanguage in order to say that $p$ has the type $\tau$ ).

Let us pass to pal. We introduce a new symbol type, and say that $t$ : type for every type we had thus far. let us admit this new kind of typing for block openers as well as for PN-lines. Then by obvious extensions of our rules, we can get the new types in the definitional lines too. We do not need the collection of fixed types anymore: the same effect can be obtained with PNIines " $\mathrm{T}:=\mathrm{PN}$ : type".

Since PN-lines can be written inside a context, we can getbig expressions typed by type (i.e. we get types depending on a number of parameters).
l.et us say that type is an expression of degree 1 ; if E : type w'e say that E has degree ? ; if $\mathrm{F}: \mathrm{E}$ and E : type we say that F has degree 3 .

In the Languages ment ioned in sectiong the degrees are restricted to $1,2,3$. Ghere would not be any harm in admitting bisther degrees, but the deseription of present-day mathematics dons mot seem to require more than three degrees. There is a suggesetion of using degrea 4 in de Bruijn (1974b), but what is done with it might also be done with lower degrees by slight modifications of the language.

The typing rule of PAL-FH is to be modified in PAI: the type of $p\left(L_{1}, \ldots, L_{n}\right)$ is to bo what we get if in the type of $p\left(x_{1}, \ldots, x_{n}\right)$ we substicute $E_{1}$ for $x_{1}, \ldots, E_{n}$ for $x_{n}$. And we require that the type of $\mathrm{E}_{\mathrm{i}}$ is "definitionally equal" (see scetion 18 ) to the ane we got by that same substitution in the type of $\mathrm{x}_{\mathrm{i}}$ (the latter type does not contain $x_{i}, x_{i+1}, \ldots, x_{n}$ ).
12. ADDING THE LAMBIDA CNACULUS

In seetion 9 we ammonced $\lambda$-SEMIPAL as what we get from PAL by admitting $\lambda$-expressions as expressions. (This language has never been used or studied in the project; it is onlymentioned here as a resting-point in the discussion). If E is anexpression containing the variable $x$, then $\lambda_{x} E$ is an expression in which $x$ is no longer a variable but a dummy. The passage from $E$ to $\lambda_{x} E$ is called abotration. The interpretation is that $\lambda_{x} E$ is a function, which at any point phas as its value the expression we get if in E we replace $x$ by $p$ (the result of this substitution is written in the metalanguage as $\mathbb{\|} \mid \mathrm{P} \rrbracket \mathrm{E})$.

The counterpart of abstraction is called aplication. We write p\{f\} for the thing that is interpreted as the value of the function I at the point P . (Pho usual way of writing $\mathrm{f}_{\mathrm{p}}$ or $\mathrm{f}(\mathrm{p})$ is inconvenient since abstraction is written on the left, and it happens so ofton that abstractions and applications are tied together in pairs.

Acrucial role in the metalanguage is played by B-paduction. Ihis means reducing $\{p\} \lambda_{x} E$ to $\| x \mid p \mathbb{E}$, in accordance with the interpretation. Less; important is $n$-reduction, reducing $\lambda_{x}\{x\} E$
to E in cases where f does not contain x .
In -simmpal wo have two different ways to describe the relation belween a lunclion f, a value p of tho variable, and the value of the function at that point. One way is the application \{p\}f, the other one is by means of what we shall call instantiation. 11 I is an identifier introduced in the context $x$ (either by a dofinitional line or by a PN-line or by a block opener) then we can use the expression $[(p)$ in later lines. This feature of the language has disadvantages (two ways of writing, with the same interpretation) and hardly any advantage: instanciation does not do what application camot do. This will be different in typed languages: the scopes of instantiation and application overlap, but none of the two scopes is contained in the other.
13. ADDING 'IYPEI LAMBDA CAlCUIUS TO PAL

We first say that the word "typed" in the title does not refer to fixed types like in PAL-ft of section 11 . We shall admit type variables, and lambda expressions as types. Therefore we get beyond what is usually called typed lambda calculus.
lhe typed lambda expressions we want to add to PAl are of the
 a legitimate axpression under the assumption that the type of $x$ is A. In the metalangrage wo speak of "abstraction over $A^{\prime \prime}$ or "abstraction of $B$ over $A$ ".

The subscripted notation $\lambda_{u}$ U is hard to print in the many cases where $U$ is an expression containing further $\lambda$ 's. Therefore


There are various possibilities to play the game. For a survey wo refor to de Bruijn (1974a). In particular we have to decide what degrees for $A$ and $B$ we admit. Boch in AUT-68 and AUT-QE we admit abstraction over $A^{\prime}: s$ of degree 2 only. In AUT-68 the abstracted expression $B$ con have degree 2 or 3 , in AUT-QE B can have degree 1,2 or 3 . The typing rule for $\lambda$-expressions in AUT-QE is roughly this: if in tho context $\gamma$ extended by $x$ : we have
$B(x): C(x)$ ，then in the contoxt $\gamma$ we have $\lceil x: A] B(x):[x: A] C(x)$ ．In Allobs this is difterent if $B$ has degree 2．If $B(x)$ ：type then Al＇T－68 obtaint $|x: A| B(x):$ type．

In NU＇－QE the＂（fuisi－expressions＂（like 「x：Altype）seem strange，but once ane pets aceustomed to them they turn out to be quita natural and emjoyable．frey allow applications \｛a\}f if we know $1: P, P: I x: A \mid t y p e$ and $a: A$ ．
lhere is a rule in AUT－op that increases the power of the lan－ guage．The rule is called thre inclusion．If we have a typing Iike $I$ ：「u：U $\quad\lceil v: V\rceil$ ype we say that the typing $T$ ：「u：Uךtype and T ：type are also acceptable（acceptable in the sense of the rules for instantialion and application）．Expressed superficially： averything wo say for arbitrary types can be used for function Lypes too．

Actablly we can laka three decisions about type inclusion．It can be forbidden（like in AUT－SL），allowed（like in AUT－QE）or proscribed（like in AUT－68）．Prescribing type inclusion means that the abstractions in front of type have to be skipped．

In AUl＇－68 typings are mique in the following sense．If in some concext both $A: B_{1}$ ，and $A: B_{2}$ are correct，then $B_{1}$ ，and $B_{2}$ turn out lo be definitionally equal（see section 18）．In AlP－QE this holds with the excoption of type inclusion．But this is just a matter of phrasing the language definition．We can also say that typing is unique but that the typing rule is liberalized（cf． ＂mock typing＂in de Bruiju（1974a））．

If $A$ ：type and $B:$ type we are able to say＂let $f$ be a map－ ping of $A$ to $B$＂by means of a block opener＂f $: ~ \Gamma x: A\rceil B "$ ．This shows that in the typed language the lambda calculus can do what instantiation cannot do（cf．section 12）．On the other hand，by instantiation we are able to handle block openers like＂A ：type＂， and the functional relationships expressed in this context cannot be expressed by abstraction，at least not in languages（like


1 (egg. over type).
14. USE OF TYPING FOR REASONING
 used for mathematical reasoning depends on the idea of propositron: as burs. Roughly it means that if $p$ is a proof for a proposition, we write it as a typing piP. This principle goes back to Curry ind leys (1958), and was elaborated by Howard (1969), Mrawitz(1971), Girard (1972), Martin Löf (1973). Completely independently of these developments it appeared in de Bruijn (1968a,b).

Treating propositions as types is definitely not in the way of thinking of the ordinary mathematician, yet it is very close to what he actually does. We shall try to explain this presently.

Assume that our book contains the following theorem (described informally), for some given functions $\phi, \psi$ :
"Theorem 1. Let $x$ be a real number. Assume $\psi(x)>1$. Let $n$ be an integer. Assume $\phi(x)>x^{n}$. Then $\psi(x)>n^{\prime \prime}$.

We want to apply this later, with $x=4, n=5$, and want to conclude $\psi(\mathrm{q}): 5$. We have to convince ourselves that the conditions are satisfied. 'To this end we write a proof for $\psi(q)>1$ and label this result as (1). And we write a proof for $\phi(q)>q^{5}$ and label that result as (2). Now we claim to apply the theorem, providing in this order $q,(1), 5,(2)$. So the (1) and (2) are treated on a par with the names (of "objects") q and 5. Is (1) to be considered as a name for the proposition $\psi(q)>1$ ? No, the application of the theorem is not legitimate because of the existence of the proposition $\psi(q) \quad \because 1$, but because of its being proved. So consider the reference (1) as a reference to a proof of $\psi(q)>1$. Let us try to explain our application to a machine that knows Theorem 1. Tho machine wants $L 0$ chore (i) that $q$ is a real number, (ii) that (1) is a statement that (4) - I has been proved, (iii) that 5 is an integer, (iv) that (2) refers to a proof of $\phi(q): q^{5}$. We only need to change a few words in order to get: q is a real number, (1) is a proof of $\psi(q)=1,5$ is an integer, (2) is a proof of

The parallelism betweon proofs and "ordinary" mathematical objects gets coven stronger if we realize that many objects are defined conditionally only. If we define a function for f feal, $x$ : ! then the use of the value of the function at a point requires (i) that point (a real number), (ii) a proof that the real number is $\quad 1$. Now the value of the function is an object, and it depends on an object and a proof. So proofs may depend on objects and objects may depend on proofs. One might say that we have been confusing "proofs" with "references to proofs" or "names of proofs". But in informal talk we make the same switchings from "objects" to "names of objects". There is not much of a point in arquing whether proofs are as real or more real than objects. Quoting Wittgenstein's "bon't ask for the meaning, ask for the use", we must say that as far as the use is concerned, the parallelism is complete.

In the above example, the proof of $\psi(q)>5$ is a single-step proof. In PAl. it is expressed in a line

Theorem $2:=$ lheorem $1(\mathrm{q},(1), 5,(2)): P$
where $P$ in some way represents the proposition $\psi(q)>5$ (or rather the type of proofs of that proposition). The term "single-step prool" means that we only have to quote. It would become a multistep proof if (l) wils not available directly in the book, but (1) had to be constructed on the spot, again by substituting things in the name of the proof of a theorem, like "lemma $3(q, q)$ " in Theorcill $1(q, f e m m a(q, q), 5,(2)): P$.

In this way arguments of several steps can be condensed in a single line.
let $u$ illustrate the principle "propositions as types" by how il works for implications. Let $p$ and $q$ be propositions. Having a roof of the implication p $\quad$ q can be interpreted as this: we have a procedure by which we are able to give a proof of $q$ for
every eustomer who might present us a proof of $p$. That is, our procedure is a function that maps the set of all proofs of $p$ into proofs of $q$. Using our terminology of context, we can say that in the context "x : proof(p)" (representing "let $x$ be a proof of $p$ ") we con write a line

$$
f:=\ldots: \operatorname{prool}\left(q_{i}\right) .
$$

By the abstraction rule of AUT-68 or AUT-QE we get, outside the $x$-context (see section 13 for the notation),

$$
[t: \operatorname{proof}(p)] f(t):[t: \operatorname{proof}(p)] \operatorname{proof}(q) .
$$

Hence [t : proof(p)] proof $(q)$ acts as the proof type of the implication.
15. USING TWO EXPRESSIONS OF DEGREE 1.

For various reasons it is attractive to introduce a symbol prop of degree 1 that behaves exactly like type, but with different interpretation. If $A: B, B$ : type then $A$ is the name of an object of type $B$, and if $C: D, D: p r o p$ then $C$ is the name of a proof for the proposition expressed by the proof type D .

One reason to make the distinction between type and prop is to give an easier insight into the interpretations, but there are also more essential reasons for making the difference. One of the forms of the logical double negation axiom, written by means of "prop", turns into the axiom about Hilbert's $\varepsilon$-operator if we replace prop by type. So if we want to do classical logic and do not want to accept the axiom of choice, we need some distinction. It should be mentioned, however, that introduction of prop is not the only way out of this difficulty. (Another way is to create a primitive type called "bool" (for boolcan) and for every boolean b a primitive type "proof type of b").

Another suggestion to profit by treating type and prop differently, is "proof irrelevance" (section 24).

We can now give a survey of the various kinds of lines involving prop. First, block openers "x : prop" introduce propositional
variables. PN lines "p := PN : prop" introduce primitive proposiLions. A definitional line "b $:=\ldots$ : prop" introduces an abbeviation for a more complex expression representing a proposition.

Next we take some $P$ with $P$ : prop. This $P$ is interpreted as the prow type of a proposition. Now the block opener $x$ : pates the proposition as an assumption. The $\mathrm{PN}-1 \mathrm{ine} u:=P N: P$ is inLerpreted as stating the propositions as an axiom. The definition t al Line $v:=E$ : $l^{\prime}$ states the proposition as theorem. The expression E represents the proof, and $v$ is a name for the proof. The theorems themselves do not get names. In order to quote a theorem it suffices to quote a name for the proof.

Contexts are sequences of block openers like

$$
x_{1}: \Lambda_{1}, \cdots, x_{n}: A_{n} .
$$

At the places whore $A_{j}$ : prop the interpretation is that $x_{j}$ is the name of the assumption, at places where $A_{j}$ : type the $x_{j}$ is a variable. And, of course, there can be places where $A_{j}=\underline{\text { type }}$ or $\Lambda_{j}=\operatorname{prop}$.

Especially in AU'-QE it is attractive to talk "prop-style", ie. to suppress all propositions and talk about their proof types only. It turns out that here is hardly ever a necessity to talk about the propositions any more (talking about propositions is called "bool-style"). The example at the end of section 14 shows how this works: we can just le Jink the proof type of the implication tassocoated with the proof types $P$ and $Q$ by $[t: P\rceil Q$.

The more often one does this kind of thing, the easier one forgets the original use of the word "proposition". This may explain why the AUTOMATH workers began to say prop instead of proof type. A consequence is that if $p: p r o p$ they do not pronounce $p: P$ as "p is a p" but as "p proves p".
16. AXLOMS vs. ASSUMP'TONS

If wo have a PN-line in an empty context there is no harm in replacing it by an assumption. The name of the assumption will be a part of every context in the sequel. Taking it as an assumption
gives more flexibility, since axioms are things we can never get rid of (unless we start a new book) and assumptions ran be discarded if we wish.

If a proline is written in a nonempty context we can sometimes, but not always, replace it by an equivalent axiom in the empty context (and next replace it by an assumption). Whether this is possible depends on the degrees involved in the context as well as on the degree of the type of the lN-1ine, both in connection with the abstraction rules of the language. In AUT-SL, the most liberal language of the family, all $\mathrm{PN}^{\prime} \mathrm{s}$ can be eliminated this way.
17. DERIVATION RUIES

In the AuTOMATE family there is no essential difference between logic and mathematics. Logical connectives can be taken as PN's or as defined notions, inference rules can be taken as axioms or as derived rules, and later applications of such rules have the same form as applications of mathematical theorems.

As an example we present the double negation law. Somehow we have an expression CoN with CON : prop. It has the following interpretation: if in some context we have an expression $p$ with $p$ : CON, then "we have a contradiction" (one can even say that $p$ is a contradiction). In the context $P$ : prop we next define NON (P) (by means of a definitional line) as $[x: P] C O N$. The "double negation law" can now be written as follows:
$[\mathrm{P}: \operatorname{prop} \mid\lceil y: N O N(N O N(P))] * d b n g:=P N: P$.
'fo the left of the asterisk the context is indicated: "let $p$ be a prop, let $y$ be a proof of the double negation". In this context we postulate the truth of P. The identifier "dong" is chosen as the name of the law.
18. TWO KINIS OF EQUALITY

There is (already in SEMIPAL) a notion of definitional equality between expressions. The notion plays a central role in language
theory. Tn typed lamsages it is essential already in the lanGage definition (sw the and of section ll). Definitional equalit is generated by $\boldsymbol{i}$-reductions ( $\delta$-reduction means elimination of some previously defined identifier, replacing it by its deftnition given in the definitional line) and the $\beta$ - and $\eta^{-r e d u c t i o n s ~}$ of the lambda calculus.

In our languages no facilities have been provided for talking in the book about definitional equality. It is hardly necessary, for if $A$ and $B$ are definitionally equivalent then at every place in the book $A$ may be replaced by $B$ without any argumentation. The kind of equality mathematicians do talk about is what we call book equiklity. It nay be introduced by means of a PN (but there are also possibilities to define book equality), and its basic properties can be covered by axioms or theorems.

## 19. LANGUAGE IHEORY

language theory is about reductions (the $\delta-$, $\beta^{-}$and $\eta^{-r e d u c t i o n s ~}$ mentioned in section 18), normal forms (i.e. expressions which do not admit reductions) and about the relation between correct expressions and their types ("correct" means: acceptable in the book). Important parts of the language theory were obtained in Jutting (1971), van Daren (1973), Nederpelt (1973), de Vrijer (1975). The forthcoming Ph.I. thesis by D.T. van Daalen will cover all aspects of the language theory at least for AUT-68, AUT-QE and AU'T-SL. The essential results are (in a rough formenation)
(i) The Church-Rosser theorem: If $A$ and $B$ are definitionally equivalent then there is an expression $C$ such that both $A$ and $B$ can be reduced to $d$ by sequences of reductions.
(ii) The normal form theorem: For every A there is a normal form N to which $A$ can be reduced by a sequence of reductions; N is uniquely determined.
(iii) The strong normal form theorem: Every reduction sequence terminates (and for avery $A$ there is an upper bound to the length
of the reduction sequences starting at $A$ ).
(iv) 'he closure theorem: If $A$ is correct and if $A$ reduces to $B$ then $B$ is correct.

We note that (ii) is not true for untyped lambda calculus. It is true, however, for the matyped language SEMIPAL (which has no lambdas).

## 20. VERIFICATION

One of the most important things in the project is that we expect machines to check the correctness of what humans have written. This would be an easy programming job if the language would require of the writer that every little application of the rules of the language should bu indicated in the text. But this is out of the question: from experience we know that it would require texts which are hundreds of times longer than they are in our pressent system. We expect the machine to do much of the checking on its own initiative, not necessarily in the same way the textwriter might have had in mind.

The machine has to find out whether there is a sequence of applications of the language rules that motivates the correctness of a line of the book, once all previous lines have been checked. The results of language theory show (at last for SEMLPAL, PAL, AU'I-68, AUT-(QE, AUT-SL) that this is automatically decidable. Definitional equivalence of two expressions can be established by reducing both to their normal form and checking whether these are the same. But already in short books this may turn out to give a prohibitive amount of work (in particular it will duplicate much of the work done in checking previous lines). What we really want is a good strategy? by which the machine can try to find a shorter way from one expression to the other, about as short as what may have been in the writer's mind.

The computer programs whose execution effectuate the verification of a book, are called verifiers or ehoskeno. For AUT-68 and $\operatorname{AUT}-Q F$ the verifiers operate satisfactorily. The checking
can be done on-line from a teleprinter. In some cases where the program's strategy seems to run into very much work, the machine may ask whether the writer really wants it. In most cases it turns out that the writer has made a mistake. It would not be sensible to require that the machine proves that a line is incorrect: such a proof might require evaluation of normal forms. Therefore, it is boter to let the machine report if it has a serious difficulcy. And on some rare occasions we may let the machine ask for a hint in what direction to search. Sometimes it may help the machine if we write a few extra lines in the book, just as if we are explaining mathematics to human readers. In general, if we condense two lines into one, then checking the condensed line may require more work then checking the seperate lines one by one.

Most of the work on verifiers was done by I. Zandleven (cf. Zandleven (1973) in the years 1971-1976. Later this work was continued by A.Kormat and L.S. van Benthem Jutting. A very large part of the effort is just caused by the limitations of today's computer technology. The amount of information involved in handiling moderate amounts of mathematies is so big that it has to be distributed efficiently over the various kinds of fast and slow memory, and checking a single line may require consultation of many remote parts of the book. The paragraph system (see section 10) plays a role in coping with these difficulties.

In handing substitution in lambda calculus it is often necessary to re-name dumies in substitution operations, in order to avoid "name clashes". In order to simplify this, namefree lambda calculus was developed de Braijn (1972b), (1978a), where references to dumios aro not indicated by name but by reference depth. This system lies at the root of today's verifiers.

As it was sidid belore, the problem of how to handle large amounts of mathematics requires considerable effort in the design of the verifiers, but the matter of strategies is more essential. it is, of course, ciosely related to language theory. The closure theorem (section 19) is important: it saves much work, e.g. it
saves checking types when doing r-reduction.
fhe essential difficulty of verification is also the essential difficulty of langmage theory. It is the fact that definitionally equal expressions are connected by chains $A_{1}, A_{2}, \ldots, A_{n}$ in which the reductions go oither way sometimes $A_{i}$ reduces to $A_{i+1}$, sometimes $\Lambda_{i+1}$ reduces to $\Lambda_{i}$.

Jutting (1977) gives some details about exporiences with the checking of a relatively large text (viz. the translation of Landau's "(irandlagen", landau (1930)). The coded version (Jutting (1976)) consists of about $5.10^{7}$ bits. This may seem very large (may be 10 to 50 times as large as a direct encoding of the words and symbols landau wrote himself), but it is still of the order of what a single cassette tape can contain.
21. AUPOMATYC THEOREM PROVING:

Automatic theorem proving is a very hard subject. In order to be efficient it certainly requires clever adaption to the kind of problems it is applied to. Therefore it is very questionable whether it would profit much from AUTOMATH, with its claims for generality and adaptivity to human reasoning. Admittedly, our verifiers do automatic searching, and may establish definitional equalitios the writer has not bothered to see through, but this is not the level of what is usually called automatic theorem proving.

Nevertheless one may think of building "attachments" to the verifier which find proofs of little gaps the writer might like to leave. This might be done completely outside the system (e.g. by consulting the computer's arithmetic unit or by checking tautologies by inspection of cases), but it can also be conceived that the machine, after finding its proof, writes it in AUTOMATH and checks it by its own verifier. An attachment of the latter type was built (as a student's exercise) by R.M.A.Wieringa. Given nataral mumbers $p, q, r$ with $p(f=r$, where $p, q, r$ are presented in the binary number system, his program produces an AUTOMATH text prov-
ing pq=r. The number of lines is of the order of the number of digits we write down with ordinary pencil-and-paper multiplicaLion.

Attachments of the first kind, working outside the system, can of course work very much faster, At 1 east some of them will be very profitable, but the AUlOMATH group never worked in this direction. They rather did what others don't than what others do very efficiently already.

## 22. FURTHER LANGUAGE EXTENSIONS

There is a number of things that mathematicians find so selfevident that they do not see them as part of the structure of axioms, definitions, and theorems, but more as a part of their language. This is deceptive, of course (after all we seem to do a lot of mathematical work subconsciously), but nevertheless one can try to incorporate as much as possible in the language definition. To quote a few unrelated things: pairs, strings, set theoretical operations, equality, commatativity and associativity, mathematical induction. One might say that in AUT-68 and AUT-QE only two things have been implemented: functional relationship and typing. All the rest is left to the book-writers.

We never fomad much use for building mathematical induction into the language dofinition (it is done in some other constructive systems). The reason is that in our system we have books to write in, and for a thing like induction it is as easy to quote the rule from a book as to apply a language facility. But for some of the other subjects mentioned above, the use of language facilities would be very much shorter than quoting from the book.

Every extension may soriously complicate both language theory and verifior. It is not clair how far one should go. J. Zucker devised AUT-Pl (\%ucker (1975)) as a relatively mild adaption and extension of AUT-68. It is much easier to write than AUT-68. Zacker wrote an extensive manuscript "Real Analysis" directly in AUY-PI (it is not a transtation of something that was written
first in ordinary language on scrap paper). A few chapters were written by A.korntat, who also produced some harder material in AUT-PI, viz. the proofs of the equivalence of various forms of the axiom of choice.

AMP uses some proper extensions (like facilities for hand ling pairs) and a number of things which are more in the line of fast notation. Much of this belongs to a system called AUT-SYNT (partly developed by I.Zandleven) which has facilities for perations on syntactic variables, strings, and telescopes (a tolescope is a string of block openers with types, like [ $\left.x_{1}: A_{1}\right] \ldots$ $\ldots\left\lceil x_{n}: A_{n}\right]$; the name comes from hand telescopes with tubes fitting into each other).

The work on language theory and verifier of these languages is unfinished.

One way to look at AUT-SYNT is that it is just an auxiliary language (like in do Bruijn (1972a)) that helps us to prepare an input text in a language like AUT- 68 or AUT-QE, where language theory and verifier are on pretty safe grounds. It is likely that on the long run Alt- 68 provided with AUT-SYNT input facilities will not be less adequate than some of the fancier languages, at least for classical mathematics.

## 23. IS there a need for higher order language?

As it was said before, AUT-68 is a first order language since there is no abstraction over expressions of degree 1 . Yet this does not seem to be a serious limitation, since a few extra axioms in the book extend the power of the language. As an example, we mention how abstraction over prop can be mimicked. We start with an axiom in the empty context "boot $:=\mathrm{PN}$ : type", and from now on expressions b with b : book are interpreted as propositions. Next, in a context [x : boole] we take the axiom "proof := PN : : prop". (In older publications we wrote "TRUE" instead of "proof"). The effect is that for every proposition b the typing 1 : proof (b) will mean that $u$ is a proof for $b$. Now we can mimic
ahstraction over prop. lastedd of saying that $f(p)$ holds for all $p$ : prop, we say that f(proof(b)) holds for all b : bool, and the abstraction is now aver something of degree 2.

The report: de Bruijn (1976), (1977), (1978b) give suggestions how slight extensions of AUT-68, and how AUT-QE-NTI (AUT-QE without typo inclusion) can be used for mimicking stronger languages.

## 24. PROOF LRREIEVANCE

This is a feature we might add to our languages if we are interested in elassical mathematics only. The classical mathematician would find it even hard to understand what its counterpart "proof rolevance" is. We give an example. If $x$ is a real number, then $P(x)$ stands for "proof of $x>0^{\prime \prime}$. Now we define"log" (the ]ogarithm) in the context $\mid x: r e a d][y: P(x)]$, and if we want to talk abont $\log 3$ we have to write $\log (3, p)$, whore $p$ is some proor for $3>0$. Now the $p$ is relevant, and we have some trouble in saying that $\log (3, p)$ does not depend on $p$. This can be done by means of the general axioms for book equality, with the effect that in this case $\log \left(3, p_{1}\right)$ and $\log \left(3, p_{2}\right)$ are book-equal if both $P_{1}$ and $p_{2}$ are proofs $3=0$.

Some time and some annoyance can be saved if we extend the language by proclaiming that proofs of one and the same proposition are always definitionally equal. This extra rule was called "proof irrelevance" in de Bruijn (1974b). We of course do not want to have the similar feature for type.
25. MATHEMATICS PRODUCED IN AUTOMATH

As a test case for handling larger amounts of mathematics, Jutting (1976) gave a line-by-lime translation of Landau's "Grundlagen' (Landau (1930)) into AUT-QE. His experiences are reported in Jutting (1977). Landau's book was chosen because it presents material of different kinds in a very constant style of presentation: the steps do not get bigger towards the end of the book. It would of course have been much easier to rewrite Landau's book first, so as to make it casier to translate, but it was our
aim to show that AU'romA'lif can cope with any kind of mathematics, not just the mathematics especially designed for it.

Another substantial piece of work is Zucker's "Real Analysis" (mentioned in section 22). And J.T.Udding writes (in AUT-QE) a new theory of real numbers based on an approach that avoids the repeated troublesome embeddings Landau had to go through.

Many smaller pieces of mathematics have been done by students. The experience is that in a period of 2 or 3 weeks a mathematics student (without any training in logic) is able to learn AUT-QE, produce a piece of text (possible using basic material already known to the computer), punch it, have it checked via a teleprint er, correct it, and get a final AUT-QE version. For an account of how a piece of mathomaties is translated in several stages see Jutting (1973).

The easiest things to translate are very condensed and very abstract pieces of mathematics (Example: the proofs of equivalence of various forms of the axiom of choice did not become much longer than the original text). Hard subjects are those where (subconscious) "experience" comes in, like in analysis and combinatorics.

A very important thing that can be concluded from all writing experiments is the constancy of the loss factor. The loss factor expresses what we loose in shortness when translating very meticulous "ordinary" mathematics into AUTOMATH. This factor may be quite big, something like 10 or 20 , but it is constant: it does not increase if we go further in the book. It would not be too hard to push the constant factor down by efficient abbreviations. 26. WORK IN PROGRESS

Apart from things discussed before, we mention a few sub-projects which are studied now or will be studied in the nearfuture.
(i) Programming language semantics. This may become an important customer for AUTOMATH. The idea is, to write in a single book: definition of a programming language and of its semantics, the logic and mathematics involved, particular programs, and proofs
for their semantics. The ideal situation is this: a computer that has to execute a program, roads it directly from that book, thus avoiding, every kind of interpretation. K. M.A.Wieringa is working On a system proposed in de Bruijn (1975b).
(ii) A far reaching extension of lambda calculus is presented in de Bruin (1978 (:) and studied in Wieringa (1978). In ordinary lambda calculus we can interpret substitution and b-reduction as replacing end-points of trees by branches of trees. The extension in de Bruijn ( 1978 c ) means that we can also break open some edge and paste a segment of a tree into it. These segments might represent strings or telescopes (see section 22). This kind of lambda calculus can be expected to be helpful to simplify both language definitions and verifiers.
(iii) In the spirit of the work of the AUTOMATH project, the project WOT was started. Wold is a dutch abbreviation and stands for the "mathematical vernacular", ie. the strange mixure of words and formulas mathematicians use. The idea is to get to a purified form of WOt that can be used as a formal system for expressing mathematics. The foundations of mathematics have to become some kind of grammar for WOT. Thus far the only reports on wot are in dutch, and are used in the training of mathematics teachers.
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