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Abstract—

It is well-known that real-time systems (especially real-time software) impose a lot of challenges to system design and implementation. In this paper, we first analyze the difficulties the design problems stem from. Then we investigate the merits and pitfalls of major design styles by evaluating them against predictability, compositionality, efficiency, expressive power and debuggability. Finally we propose a design approach which combines both the time-driven and event-driven design styles for real-time software development. The proposed approach consists two consequent procedures:

1. Platform-independent design provides a virtual execution environment in which the design description is uniquely interpreted and formally evaluated by verification and simulation techniques without being affected by non-deterministic factors of the underlying platform. Base on the analysis results, the model can be elaborated smoothly to satisfy all essential functional and critical timing requirements.

2. Correctness-preserving generation takes the model as input and automatically generates completely executable software. Such a generation complies with the ϵ-hypothesis [1], which guarantees the generated implementation from model keeping the same qualitative (such as the order of actions) and similar quantitative (such as deadline) timing properties.

This design approach not only has the flexibility of the event-driven design style for modelling complex real-time systems but also keeps predictability and compositionality merits of the time-driven design style during the development.

I. INTRODUCTION

Real-time softwares have been in widespread use in various applications such as medical instruments, missile control systems, automobile control systems, multimedia systems and traffic control systems. These systems often exhibit complex behavior because of intricate interactions between their components, while real-time requirements add another dimension to the complexity of a system. One common feature of these systems is that their correctness is determined by both the system outputs and their issued time. These two aspects are closely related to each other and either one of them could exert great influence on the other. For example, the same interaction between components issued at different time might produce totally different outputs. In practice, the design of such a complex real-time software becomes extremely difficult because proper methods are still lacking to integrate both aspects (time and functionality) seamlessly and keep these real-time interactions under control.

During the development, to ensure the predictability and analysability of the timing behavior of the real-time software which consists of a set of components, time and functionality should be integrated in the following way.

• Ideally, the timing behaviour of each component is deterministic. For the same timed interaction, the component always produces the same output at the same time point. However, in practice, it is also acceptable that the same output has a small deviation in its issued time for the same timed interaction (pseudo-deterministic).

• The composition of components does not change their own timing properties. Furthermore, the timing behaviour of the composition result should also be pseudo-deterministic.

Some synchronous design approaches (such as Esterel) have enjoyed a lot of success on the consistent integration of time and functionality during the system development. At the design stage, duration of each action is treated as instantaneous and time passing is measured by counting the number of events. In this way, the timing behaviour of each component is deterministic and do not affected by composition with other components, the properties of the whole system can be easily analysed based on the timing properties of each component. The implementation can
be automatically generated from the model by complying with the digital synchrony hypothesis, which assumes that each action is performed within 1 digital clock and simultaneous actions are synchronized within 1 digital clock. Due to the fact that digital synchrony hypothesis is not far from the perfect synchrony hypothesis made in the model, the generated implementation has almost the same qualitative and quantitative timing properties as the model [2][3]. These approaches have achieved fruitful results in the area of reactive real-time system development.

However, the same approaches cannot easily be brought into the design of complex interactive real-time software systems. These systems often run on a certain platform containing hardware and software such as operating systems and middleware. The difficulties are mainly caused by nondeterministic factors introduced by those techniques, such as caches, pipelines, instruction pre-fetch technique, memory management and process scheduling, which have been widely applied in HW/SW platforms. These techniques, on one hand boost the overall computational performance and enhance the flexibility of the underlying platform, on the other hand severely hamper developers to make an adequate estimation of the time cost of a certain functionality running under the platform. A typical real-time software design flow often separates two aspects (time and functionality) and starts from the latter with the assumption of zero or a fixed nonzero time cost. The actual time cost of a certain functionality is determined at run-time and can be affected by the nondeterministic factors of the underlying platform. Since usually no proper measures are taken to prevent such inconsistency on the time cost on changing the timing properties of the system, during the development, developers have to rely on manual adjustment of the their functionality design to eliminate the effect of the timing inconsistency. However, this has been proven inefficient and often infeasible in practice.

II. ALL ABOUT TIME

A. Time – a shared resource

In principle, resources can be considered as entities that have limited quantity and are used by one or more consumers [4], for instance, memory, CPU cycles and bandwidth. If a resource can be shared by more than one consumers, a scheduler (or resource manager) is needed to solve the usage conflicts between consumers and to improve the usage efficiency of the resource.

Time is not thought to be a resource in non-real-time systems, simply because there is no limitation to the usage of time and the systems can consume as much time as they need. However, in real-time systems, qualitative and quantitative timing constraints are put on system actions, which requires that actions are performed in certain periods of time and actions from different tasks have to be executed in an expected order in time. Due to the finite computational ability of the platform, computation time is limited. In the case that the limited computation time has to be shared by several tasks, a scheduler is required to manage the computation time assignment on them. Furthermore, different from other kinds of physical resources such as memory and bandwidth, we have no control over time. We cannot reuse, stop, stretch or shrink it to fit our needs, which brings a lot difficulties for developing real-time systems [5]. For example, computation time assigned for actions earlier or later than required may not yield a valid result, and sometime may lead to disasters.

B. Scheduler– time resource manager

A time scheduler in real-time systems must keep track of all available timing actions and assign the computation time to the most urgent actions. Furthermore, the scheduler should also includes timing exception handler to notify designers, in the cases that the computation time is not enough to satisfy all urgent actions. The goal of the scheduler is to optimize the usage of the limited computation time without undue time cost. An ideal scheduler would spend negligible time load and reasonable memory consumption.

The benefits which can be provided by such a scheduler are introduced as follows:

1. Real-time software design can be platform-independent. Designers only need to specify the expected issuing time or deadline for actions in the design. The timing behaviour of the design is deterministic and is not affected by the non-deterministic factors of the underlying platform. The scheduler takes care that the execution of actions is timely during run-time. It relieves the burden for designers who have to manually adjust their design to eliminate (or reduce) the influence of non-deterministic factors.

2. Compositionality can be better supported during the design stage. It is widely known that traditional real-time design approaches are not friendly with compositionality. When removing or adding a functional component into the whole software system, the timing behaviour of other components may be influenced dramatically. However, in the case that a global scheduler takes care of the execution of each action from different components, actions are scheduled according to their timing requirements without the interfere with other components. Timing properties of each component are not changed during the composition of components.

3. Real-time exception can help designers locate their er-
errors and guide the refinement process of the design. A real-time exception is thrown when the computation time resource does not suffice to meet the deadline of all timing actions. In this case, designers can either refine their design to reduce the time congestion or choose a faster platform which could provide more computation time for the software.

4. Computation time can be used in a more efficient way. Since the scheduler has the global information about timing constraints of all available actions from different tasks (or components) in the system, it could optimize the usage of computation time to meet all timing constraints at the same time to keep the timing behaviour of each task (or component) predictable.

To summarize, a scheduler plays an important role in the integration of functionality and time aspects of the system and keeps the timing interactions between different components under control during the whole development. In the next section, we will present several real-time styles and investigate how well those approaches combine time resource and functionality together to develop a correct real-time software.

III. REAL-TIME DESIGN STYLES

In this section we present several design styles which have been used to develop real-time systems. Each design style has its own design principles which are based on certain assumptions. In the sequel, we evaluate the ability of each style to integrate time and functionality effectively.

Before the introduction of these approaches, we first present several aspects from which our evaluation results are derived.

- **Predictability of the target system behaviour**: to guarantee the timeliness of a real-time system, we expect that its timing behaviour is predictable and all critical timing constraints are ensured during the development.
- **Compositionality of the design**: a complex system is often decomposed into sub-components progressively until each individual component can be easily understood and implemented. Compositionality requires that the composition of these individual components does not change their own properties. In the context of the real-time system development, compositionality means that timing properties of each individual component are preserved, and in addition, the timing behaviour of the composition result is still pseudo-deterministic. Compositionality is an essential way to reduce the design complexity of the system.
- **Scheduling efficiency**: a complex real-time system usually consists of a set of concurrent tasks. The context switch between tasks is unavoidable in most of these systems, which consumes additional time resources. Too much switch cost will restrict the usability and applicability of a design approach.
- **Expressiveness**: a complex real-time system often has features of timeliness, concurrency and complex functionality. To express these features during the development, a design approach should be equipped with adequate expression power to describe timing requirements, concurrency, communication, the system’s structure and data types.
- **Debuggability**: additional debug codes may change the behaviour of the system and introduce new errors (Heisenberg principle in testing [6] [7]). This is especially evident in the debugging of real-time systems. Without careful considerations and treatments, debug codes can easily “pollute” the original timing behaviour of the system and interfere with the localization and correction of errors.

A. Real-time scheduling

Computation systems usually have multiple tasks running concurrently. In real-time systems, all the eligible tasks have to compete for the limited computation time. Therefore, a scheduler is usually needed to manage the activation and execution of each task. The scheduler assigns computation time by giving different priorities to tasks. In general, the task with a higher priority is scheduled before those tasks with lower priorities. The goal of real-time scheduling is to devise a priority assignment scheme to ensure that every task can be accomplished in time. However, it is well-known that the general scheduling problem is NP-complete and computationally intractable [8]. In order to reduce the complexity of the design of a feasible scheduler, designers have to rely on a set of assumptions such as fixed execution time, independent tasks, fixed priorities, no shared resource or periodic task triggers.

Furthermore, following the priority assignment blindly and triggering the task with the highest priority available may cause the priority inversion problem, in which a task with a higher priority can be blocked by tasks with lower priorities. For example, a system is running A, B and C tasks. Task A has the highest priority, B has normal priority and C has the lowest priority. If A needs to synchronize with C, it has to wait until B finishes, because B has a higher priority than C and is scheduled before C. The priority inversion problem can be solved by priority inheritance and priority ceiling protocols which, however, may introduce significant run-time overhead and affect the predictability of the system.

Although real-time scheduling is one of the most important analytical methods in real-time system design, it is still not a complete solution for developing predictable real-time systems, whose pitfalls can be illustrated by the following aspects.
1. The timing behaviour of the system is sensitive to the activation time and the actual execution time of each task. The predicablebility of the system behaviour might be broken by an earlier arrival of a higher priority task or an unexpected longer execution [9].

2. The scheduling algorithm can be easily affected by the number of tasks and the execution time of each task. Modifying, removing or adding a task often lead to the redesign of the scheduler of the system.

3. Context switch between tasks and the execution of sophisticated scheduling algorithm is time-consuming. Furthermore, the scheduling algorithm is devised according to the worst-case execution time which is often much longer than the actual execution time of tasks. Hence, time resource can not be efficiently used for the execution of real-time systems.

4. In the design of complex real-time systems, it is often difficult to keep those assumptions which are used to reduce the complexity of the design of a scheduler.

**B. Time-driven design style**

The time-driven design style usually treats time as the only trigger for computation in the system. Timing constraints are specified in the programming model and are used to guide the scheduling of run-time tasks. In this way, the deterministic behaviour of the system can be achieved. The communication between tasks is usually defined to use a global data space through shared protected data objects and is often extended to use a message passing mechanism [10]. For example, in the Giotto model [11], both computation and communication are triggered by a global time 1. To accomplish this, the starting and ending time of each task is predefined and communication between tasks can only occur at the beginning or at the end of the task execution. The advantages of time-driven design style include:

1. Predictable system timing behaviour is guaranteed during the development.
2. Compositionality is well supported by assuming the independency of components and time-triggered communication.
3. The scheduler is efficient because the order of task execution is often fixed during the design.
4. Design errors can be easily detected at run-time.

However, the nature of the time-driven style is only suitable for designing those real-time systems with periodical inputs. The task model of the system is relatively simple and complex task behaviours can hardly be described [10].

1In a distributed system, all clocks have to be synchronized with a known precision.

**C. Event-driven design style**

Different from the time-driven design style, all activities are triggered by events in the event-driven style. Each event is associated with a piece of code (event-handler), compared with the object-oriented technique, event-driven design style has more expressive power to model complex system behaviours. However, there is no explicit timing constraint put on the execution of event-handler and interactions between components of the system. As a result, the timing behavior of the system can be easily affected by many non-deterministic factors of the underlying platform and is hard to analyze and predict. Design errors of the system are often hard to trace because debug codes might change the timing behaviour severely.

From the above evaluation, we can see that each design style has its merits and pitfalls for developing real-time software systems. In the next section we will present a new design style which can be considered as a combination of the time-driven design style and the event-driven design style.

**IV. A COMBINATION OF EVENT-DRIVEN AND TIME-DRIVEN DESIGN STYLES**

In many formal mathematical frameworks for reasoning concurrent real-time systems, a model of the system is structured by the way of the event-driven style. The formal model consists of a set of concurrent processes which are asynchronously executed and they synchronously or asynchronously communicate with each other. The behaviour of each process is largely determined by its interactions with other processes. Different from event-driven design style, here actions in event-handler codes of each event are abstracted as instantaneous and triggered by time, which ensures the predictability of the timing behaviour of each process. Formal design languages based on these mathematical frameworks often integrate object-oriented techniques, which gives adequate expression power and flexibility to real-time system design without losing predictability and analyability of the timing behaviour of the system. However, these mathematical frameworks usually assume instantaneous actions, which are not always satisfied by the actual execution environment. As a consequence, the generated implementation from the formal model is difficult to guarantee the predictability of the timing behaviour and preserve the same quantitative and similar qualitative timing properties. In the sequel, we present a design approach which seamlessly combines formal design method with correctness-preserving generation. The approach inherits the merits of both the time-driven design style and the event-driven design style. It consists of two
consequent procedures, platform-independent design and correctness-preserving generation.

A. Platform-independent design

The core of platform-independent design is an expressive and well-founded modelling language, which provides ample means for making adequate system models and at the same time gives unambiguous interpretation on the model. POOSL is one of such languages which integrates a process part based on timed CCS and a data part based on a traditional object-oriented language [12]. The expressive power of POOSL language enables designers to describe concurrency, distribution, communication, real-time and complex functionality features of a system in a single executable model. The formal semantics behind the POOSL language gives an unique interpretation on the model which can be further simulated, analysed and verified in a virtual execution environment. Thus timing properties of the system can be formally evaluated by verification and simulation techniques without being affected by non-deterministic factors of the specific underlying platforms. Base on the analysis results the model can be elaborated smoothly to satisfy all essential functional and critical timing requirements.

B. Correctness-preserving generation

The generation tool takes the model as its input and automatically generates the completely executable software. To guarantee that the generated implementation from model keeps the same qualitative and similar quantitative timing properties, in our approach, the \( \epsilon \)-hypothesis has to be complied with during the run-time execution [1]. The \( \epsilon \)-hypothesis requires that:

1. The implementation and the model should have the same observable execution sequence.
2. Time between activations of the corresponding actions in the implementation and the model should be less than or equal to \( \epsilon \) seconds.

The \( \epsilon \)-hypothesis is incorporated into the generation tool Rotalumis by applying the following techniques:

1. Execution trees are used to bridge the gap between the expressibility difference between POOSL and C++ language. POOSL provides ample facilities to describe system characteristics such as parallelism, preemption, non-deterministic choice, delay and communication that are not directly supported by C++. In order to provide a correct and smooth mapping, execution trees are adopted to represent individual processes of the model and a scheduler calculates their next step actions in the execution of the model. The correctness of this execution method with respect to the semantics of the POOSL model has been proven in [13]. Therefore, the generated C++ software implementation will always have the same (untimed) event order as observed in the POOSL model. More details about the execution trees can be found in [14].

2. In the implementation, the scheduler of execution trees tries to synchronize the virtual time in the model and the physical time in the implementation, which ensures that the execution of the implementation is always as close as possible to a trace in the model with regard to the distance between timed state sequences [16]. Due to the physical limitation of the platform, the scheduler may fail to guarantee the timing constraints specified in the model, even with \( \epsilon \)-relaxation. In this case, designers can get the information about the missed actions. Correspondingly, they can either refine the model and reduce computation cost, or replace the target platform with a platform of better performance.

C. Evaluation

This section evaluates our design approach based on those aspects we have proposed before.

- At the design stage, the execution semantics of the model has two alternative phases [15]. The state of a system can change either by asynchronously executing some atomic actions such as communication and data computation without time passing (phase 1) or by letting time pass synchronously without any action being performed (phase 2). In this way, the timing behaviour of a model is always predictable with respect to the virtual time. Since actions are instantaneous in the model, the composition of different components still keeps their own timing properties and has deterministic timing behaviours. In the actual run-time system, predictability and compositionality of the system is ensured by the \( \epsilon \)-hypothesis [16].

- The scheduler and concurrent activities are multiplexed on a single process. The switch between concurrent activities is accomplished by performing application-controlled context switching between actions. These require less context information to be saved, which is much more efficient than the process level context switching. Furthermore, with the optimization, the switch times between actions can be almost the same as that of the process level context switching in other design styles.

- It has adequate expressive power to describe complex real-time systems. The approach has been successfully applied to model and analyse many industrial systems such as an internet router[17], a network processor[18] a microchip manufacture device[19] and a multimedia application[20].

- Two different debug mechanisms have been provided during the development. At the design stage, since actions
are instantaneous and extra debugging codes do not con-
sume computation time, the time behaviour of the system
is kept consistent during the debugging. At run time, the
scheduler can detect the failure of the compilation with the
$\epsilon$-hypothesis and throw a timing error-handler to inform de-
signers of platform-related timing errors.

Although this design approach has the merits of both
the event-driven and the time-driven design styles, its $\epsilon$
-hypothesis is not always easily satisfied in data-flow ori-
ented applications, which often involves "heavy" data
computations. Further research is still needed to address
this issue.

V. CONCLUSION

In this paper, we have analysed the difficulties experi-
enced when designing complex real-time software. By in-
vestigating the merits and pitfalls of major design styles,
we propose a design approach which combines the event-
driven and time-driven design style. Such a design ap-
proach integrates the merits of both event-driven and time-
driven design styles, and provides designers with more
flexibility without losing predictability and composition-
ality for developing real-time systems. Initial experiments
have been performed that confirm the advantages of this
approach [1].
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