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Abstract. The development of systems following model-driven engi-
neering can include models from different domains. For example, to de-
velop a mechatronic component one might need to combine expertise
about mechanics, electronics, and software. Although these models be-
long to different domains, the changes in one model can affect other
models causing inconsistencies in the entire system. There are, however,
a limited amount of tools that support management of models from dif-
ferent domains. These models are created using different modeling nota-
tions and it is not plausible to use a multitude of parsers geared towards
each and every modeling notation. Therefore, to ensure maintenance of
multi-domain systems, we need a uniform approach that would be in-
dependent from the peculiarities of the notation. Meaning that such a
uniform approach can only be based on something which is present in
all those models, i.e., text, boxes, and lines. In this study we investigate
the suitability of optical character recognition (OCR) as a basis for such
a uniformed approach. We select graphical models from various domains
that typically combine textual and graphical elements, and we focus on
text-recognition without looking for additional shapes. We analyzed the
performance of Google Cloud Vision and Microsoft Cognitive Services,
two off-the-shelf OCR services. Google Cloud Vision performed better
than Microsoft Cognitive Services being able to detect text of 70% of
model elements. Errors made by Google Cloud Vision are due to absence
of support for text common in engineering formulas, e.g., Greek letters,
equations, and subscripts, as well as text typeset on multiple lines. We
believe that once these shortcomings are addressed, OCR can become a
crucial technology supporting multi-domain model management.
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1 Introduction

Model-driven engineering (MDE) has been used in diverse engineering fields such
as software engineering [31], robotics [46], and automotive [42]. The promised
benefits of using this approach include increased development speed, earlier sys-
tem analysis, and more manageable complexity [45]. However, managing inter-
related models of different domains is challenging [33].
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Since models from different domains use different modeling languages, to
manage interrelated models of different domains one has to use a technology
that can handle these models independently of the language used. Graphical
models from various domains typically combine textual and graphical elements
such as boxes, lines, and arrows. Such models can be designed using different
tools, and usually these tools can export the model in a structured format such
as XML, or as an image format such as PNG or JPEG [37]. The ideal setting
for data extraction would be if all models were available in a structured default
format. However, the situation becomes more complex when only the image of
the model is available, either because the code that generates the model is lost,
the model is only available in a paper instead of a digital format, or simply
because the modeling tool does not export the model in the desired format.

Therefore, to ensure maintenance of multi-domain systems, we need a uni-
form approach that would be independent from the peculiarities of the notation.
This also means that such a uniform approach can only be based on something
which is present in all those models, i.e., text, boxes, and lines.

We believe that optical character recognition (OCR) can become a part of the
uniformed approach. OCR is a collection of techniques aiming at recognizing text
from handwritten or printed document and exporting the result as a machine-
encoded text. Originally developed to support blind people [34], OCR is used
nowadays for instance for automatic number plate recognition, and passport
data recognition in airports [40].

Hence, in the current work we evaluate the precision of OCR, on models from
different domains focusing on text-recognition without looking for additional
shapes. The aim is to answer the following research questions:

— RQ1) How accurate are off-the-shelf OCR services for extracting text from
graphical models?

— RQ2) What are the common errors made by OCR services on models from
different domains?

To answer RQ1 we apply Google Cloud Vision! and Microsoft Cognitive
Services? to a collection of 43 models from different domains. We observe that
Google Cloud Vision outperforms Microsoft Cognitive Services, being able to
detect 70% of textual elements as opposed to 30% by Microsoft. To answer RQ2
we inspected errors made by Google Cloud Vision. We observed that in 100%
of the cases, Google Cloud Vision was not capable of identifying Greek letters,
subscripts, and text typeset in multiple lines. The lack of support for these
elements represents the main challenge for adoption of OCR in multi-domain
model management.

To encourage replication of our work the data we have collected and the
source code we have used to perform the analysis has been made available on:
bit.ly/ShareDataOCR

! https://cloud.google.com/vision/
% https:/ /azure.microsoft.com/en-us/services/cognitive-services/
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The results presented in this work can be used to guide further research on
OCR for multi-domain model management. For future work, we plan to combine
different kind of image processing techniques to improve the results, for instance,
being able to detect formulas, and semantic information by analyzing boxes,
lines, and arrows.

2 Methodology

To answer RQ1 we apply Google Cloud Vision and Microsoft Cognitive Services
to a collection of 43 models from different domains. To answer RQ2 we focus on
the OCR service that has been shown to perform better on RQ1 and inspect the
errors made by the service.

2.1 Models Selection

For reproducibility reasons, we arbitrarily select models from two UML open
repositories [1,29], three control system engineering papers [30,36,47], and the
example catalog of MatLab Simulink®. In total we analyzed 43 models as pre-
sented in Table 1. We only require the models to be graphical models, i.e., they
must contain a mix of textual and graphical elements.

We select MatLab Simulink models because of its high adoption by the in-
dustry. These models are available on the official website as example catalog and
they are used to describe control systems from different domains including auto-
matic climate control, robot arm control, and fault-tolerant fuel control. We also
include models from three scientific papers on control system engineering. The
models from these papers are an intelligent control architecture of a small-Scale
unmanned helicopter, an actuator control system, and a x-ray machine.

Among the UML models we focus on Class Diagram, Sequence Diagram, and
Use Case Diagrams. These models are stored in two repositories: Git UML [1]
and Models-db [29]. The former automatically generates diagrams from source
code stored in git repositories. Models-db is automatically populated by crawlers
identifying models from public GitHub repositories.

Source Models #Models
Ai et al. [30] Figures 1, 4, 5 5
Kaliappan et al. [36] Figures 1-3, 5, 7 5
Tovar-Arriaga et al. [47] Figures 1, 5-8, 10, 15 7
UML [12-28] 17
MatLab Simulink [3-11] 9
Total 43

Table 1. List of models used to answer RQ1.

3 https://www.mathworks.com /products/simulink.html
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2.2 Text Extraction

In order not to bias the evaluation towards a specific engineering domain, we
opt for general-purpose OCR techniques.

Several OCR serves are available off the shelf, including Google Cloud Vision,
Microsoft Cognitive Services, and Amazon AWS Rekognition*. For this work, we
select the Google Cloud Vision and Microsoft Cognitive Services: these services
have been shown to be effective in recognizing text from the photos of the pages
of the Bible [44], and to outperform Amazon AWS on images of business names
or movie names [2].

2.3 Measures for Accuracy

The validation consists of manually identifying the text from graphical models,
and comparing the text extracted by OCR to the manually identified text. When
deciding whether the OCR-extracted text matches the manually extracted one
we do not distinguish between the letter case, i.e., Velocity is seen as the same
as veLo(CitY. We do distinguish between differently chunked texts, i.e., given the
manually identified text Velocity control an OCR, service extraction of Velocity
and Control as two separate texts will be seen as wrong.

As common in information retrieval tasks we report precision, recall, and F-
measure, i.e., the harmonic mean of precision and recall. In our context precision
is the fraction of OCR-extracted texts that are also manually extracted compared
to all OCR-extracted texts, and recall is the fraction of OCR-extracted texts that
are also manually extracted compared to all manually extracted texts.

3 Results

3.1 R1: How accurate are off-the-shelf OCR services for extracting
text from graphical models?

Overview In overall, Google Cloud Vision correctly detected 854 out of 1,232
elements, while Microsoft Cognitive Services correctly detected 388 elements.
This observation concurs with previous evaluations of these OCR services. In-
deed, on the photos of the pages of the Bible Reis et al. [44] observed that
Google Cloud Vision had a relative effectiveness of 86.5% as opposed to 77.4%
of Microsoft Cognitive Services. On images of business names or movie names [2]
Google Cloud Vision achieved 80% of both precision and recall as opposed to
65% of precision and 44% of recall of Microsoft Cognitive Services.

Hence, we hypothesize that also on our dataset Google Cloud Vision will
outperform Microsoft Cognitive Services in terms of both precision and recall.
Formally, we state the following hypotheses:

— H{: The median difference between the precision for Google Cloud Vision
and Microsoft Cognitive Services is zero.

* https://aws.amazon.com/rekognition/
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— HP: The median difference between the precision for Google Cloud Vision
and Microsoft Cognitive Services is greater than zero.

— H{: The median difference between the recall for Google Cloud Vision and
Microsoft Cognitive Services is zero.

— H: The median difference between the recall for Google Cloud Vision and
Microsoft Cognitive Services is greater than zero.

To test these hypotheses we perform two paired Wilcoxon signed-rank tests, one
for precision and another one for recall. The p-values obtained for precision and
recall are 1.9x 10~7 and 2.8 x 10~?, respectively. Hence, we can reject HY and H{
and state that Google Cloud Vision outperforms Microsoft Cognitive Services.

To illustrate this argument consider Figure 1. It summarizes precision (y-axis)
and recall (x-axis) organized by the type of models. Indeed, we can observe that
while precision and recall obtained by Google Cloud Vision mostly exceed 0.5,
precision and recall obtained by Microsoft Cognitive Services are mostly below
0.5. Moreover, the data for both Google Cloud Vision and Microsoft Cognitive
Services suggests a linear relation between precision and recall: indeed, while
the number of textual elements extracted by OCR tools is often close to the
number of manually identified textual elements, the textual elements themselves
are imprecise.

Finally, while Google Cloud Vision extracted some textual information from
all models, Microsoft Cognitive Services failed on two models: Matlab Simulink
model [6] and Figure 4.b from the paper by Ai et al. [30].

Performance on Models of Different Domains While the previous discus-
sion indicates that overall Google Cloud Vision outperforms Microsoft Cognitive
Services, a priori this does not imply that this should also be the case for mod-
els of different domains. This is why we formulate the corresponding hypotheses
separately for UML diagrams, Matlab Simulink models, and models from scien-
tific papers. We test these hypotheses using paired Wilcoxon signed-rank tests,
one for precision and another one for recall. However, since we perform multiple
comparisons, we need to adjust the p-values to control for the false discovery
rate. We use the method proposed by Benjamini and Hochberg [32].

The adjusted p-values are below the commonly used threshold of 0.05 for five
of the six comparisons (three types of models x precision or recall). We conclude
that Google Cloud Vision outperforms Microsoft Cognitive Services: for models
of all domains in terms of recall; for UML diagrams and Matlab Simulink models
in terms of precision as presented in Table 3.1.

Performance on Individual Models Figure 2 shows that the F-measure
for Google Cloud Vision is higher than for Microsoft Cognitive Services on 33
models, as opposed to five models where Microsoft Cognitive Services scores
higher. For the remaining five models the F-measures are equal.

Inspecting Figure 2 we also notice that for six models Microsoft Cognitive
Services have precision equal to zero, i.e., either no textual elements have been
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Fig. 1. Precision (y-axis) and recall (x-axis) obtained by Google Cloud Vision (top)
and Microsoft Cognitive Services (bottom).

extracted (Matlab Simulink 4 and Paper model 3.3) or all textual elements
extracted are wrong (UML Class Diagram 8, UML Use Case 4, UML Sequece
Diagram 2 and 4). Unfortunately, we cannot precisely state the reasons why
Microsoft Cognitive Services failed in process these models. Possible reasons
could be related to the quality of the images, and size of font. However, these
are unlikely to be the reasons for this fail, since all used images are in good
quality and Google Cloud Vision managed to process the same images. In this
study we did not look further in investing the reasons for the bad performance
of Microsoft Cognitive Services.

Take away message

Google Cloud Vision was capable of detecting 70% of all elements, con-
sistently outperforming Microsoft Cognitive Services.
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Models Precision Recall

UML Google Cloud Vision Google Cloud Vision
Matlab Simulink Google Cloud Vision Google Cloud Vision
Scientific papers - Google Cloud Vision

Table 2. OCR service that presents statistically better results organized by the domain.
The “” means inconclusive result.
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Fig. 2. F-Measure for all analyzed models

3.2 RQ2: What are the common errors made by OCR services on
models from different domains?

Based on our answer to RQ1, one would prefer Google Cloud Vision as the
OCR service to be integrated in a multi-domain model management solution. In
this section we take a closer look at the errors made by Google Cloud Vision:
addressing these errors is necessary in order to make OCR suited for multi-
domain model management.

Table 3 summarizes the results of manual analysis of the errors made by
Google Cloud Vision:

— The first category of errors is related to non-alphanumerical characters used
in the models such as [, {, <, or _. These characters are sometimes confused
with each other or missed by the OCR, e.g., the name of the element is
‘file_version’ and OCR detects ‘file version’, without the underscore.

— Engineering models can involve mathematical formulas such as equations,
including subscripts and Greek letters.

— The next group of errors is related to spacing and relative positioning of
the textual elements. For example, due to space limitations text can be
positioned on multiple lines, making OCR to misinterpret as one textual
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UML

Problem Total CD UC SD MatLab Paper
Non-alphanumeric characters

Brackets 1 0 0 O 1 0
Curly Brackets 2 0 0 2 0 0
Greater/Less Symbol 1 0 1 0 0 0
Parentheses 5 3 0 1 1 0
Slash 1 0 0 1 0 0
Underscore 8 7 0 O 1 0
Total 18 10 1 4 8 0
77777777777 Mathematical formulas
Equation 2 0 0 O 2 0
Subscript 2 0 0 O 0 2
Greek Letter 2 0 0 O 0 2
Total 6 0 0 0 2 4
777777777777777 Spacing
Empty Space between Letters 15 6 4 3 1 1
Mix of Elements 8 4 0 O 3 1
Multi-line Text 28 4 3 0 7 14
Split Element 1 1 0 0 0 0
Total 51 15 7 38 11 15
777777777777 Character confusion
Character Confusion 8 1 2 0 3 2
Extra Char 1 4 2 0 2 3
Missing Char 14 5 1 0 3 5
Wrong Char 13 3 0 2 5 3
Total 46 13 5 2 18 18

Table 3. Number of models affected by the identified problems. CD - Class Diagram,
UC - User Case, SD - Sequence Diagram

element but as two separate elements, we call this error as Multi-line Text.
When this misinterpretation happens in a textual element positioned in one
single line, we call this error as Split Element. The difference between Multi-
line Text and Split Element is that the latter occurs on textual element
is written in one single line but have an empty space between the words,
causing this misinterpretation. The opposite of the error Split Element is
Mix of Elements. Mix of Elements occurs when OCR mixes the name of
different elements due to their proximity.

— Finally, the last group of errors is related to single-character errors such as
characters being wrongly added, removed, or recognized. An example of such
error is Character Confusion. This error occurs when OCR is not capable
of identifying the letter due to the similarity to other letters. For instance,
the name of the element is ‘DeleteNodeByld()’. However, OCR interprets
the capital letter ‘i’ as the lowercase ‘I’, returning ‘DeleteNodeByld ()’. The
difference between Character Confusion and Wrong Char is that the former
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# Affected #Candidate #Affected #Candidate

Problem Models Models Elements Elements

Non-alphanumeric characters

Brackets 1 1 1 5
Curly Brackets 2 2 8 9
Greater/Less Symbol 1 12 4 60
Parentheses 5 5 11 137
Slash 1 11 1 39
Underscore 8 8 59 156
" Mathematical formulas
Equations 2 2 2 2
Subscript 2 2 15 15
Greek letters 2 2 2 2
7777777777777777 Spacing
Multi-line Text 27 27 130 130
Split Element 1 39 2 334

Table 4. Candidate Elements are the elements that contain characters that can cause
a problem. Candidate Models are the models that have the candidate elements.

occurs between similar characters, e.g., the letter ‘0’ and the number ‘0’.
And Wrong Char occurs between any character.

Table 3 shows that errors present in the largest number of models are Multi-
line Text, Empty Space between Letters, Missing Char, and Wrong Char. How-
ever, the number of models affected by the errors should be compared to the
number of models that can be affected by those errors: while wrong characters
might appear in any model, errors related to underscores can only be present if
the models contain underscores.

Hence, Table 4 summarizes the number of models that can be affected (candi-
date models) and the models that are affected by errors. Similarly, it includes the
number of elements that can be affected (candidate elements) and are affected
by the errors.

Inspecting Table 4 we observe that the Curly Brackets, Equations, Greek
letters, Multi-line String, Parentheses, Subscript, and Underscore occur in every
single model that has the corresponding elements.

Even though Parentheses, and Underscore problems arise in 100% of the can-
didate models, Google Cloud Vision correctly identified 92% of textual elements
that have parentheses and 60% of the textual elements that have underscores
and this in sharp contrast with Equations, Greek Letters, Multi-line String, and
Subscript that could not be recognized by Google Cloud Vision.
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Take away message

The main OCR challenges are text that contains Equations, Greek Letters,
Multi-line String, and Subscript due to the lower precision on correctly
identify these elements.

4 Threats to Validity

As any empirical study our work is subject to threats to validity. Wohlin et al. [49]
provide a list of possible threats that researchers can face during a scientific
research. In this section, we describe the actions we took in order to increase the
validity and decrease the threats.

Internal validity, concerns the unknown influences of independent variables
can have on studies. In order to mitigate this concern, we have selected OCR
services that have been evaluated by previous studies on different text recognition
tasks. While the manual extraction of textual elements has been performed by
one author only, the task is simple for an engineer and is unlikely to be affected
by the subjectivity of their judgment.

External validity concerns the generalizability of the results and findings of
the study. In order to mitigate this concern, we have diversified the collection of
models analyzed to include models from different domains and different sources.

Construct validity concerns the issues related to the design of the ex-
periment. In order to address this issue, we used metrics that were sufficiently
defined in previous studies. Example of such metrics are precision, recall, and
F-measure. We used these metrics to indicate which OCR service presents better
performance.

Conclusion validity concerns about the relations between the conclusions
that we draw and the analyzed data. In order to mitigate this concern, we paid
special attention to use appropriate statistical techniques, and we described all
decisions we made. Thus, this study can be replicated by other researchers, and
we expect our results to be quite robust.

5 Discussion and Future Work

The results described in this paper can serve as a starting point for future re-
search on the use of OCR for multi-domain model management, as well as for
design of tools supporting multi-domain model management. We started by in-
vestigating accuracy of the off-the-shelf OCR services for extracting text from
graphical models. Concurrent with the previous studies [2,44] Google Cloud
Vision outperformed Microsoft Cognitive Services on both precision and recall.
However, the precision and recall values of Google Cloud Vision were not as
high as the ones presented in the previous studies [2]. We believe this is due to
the difference between the analyzed items: graphical models vs. business names.
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As opposed to business names, graphical models often include mathematical el-
ements such as Greek letters and subscripts, and non-alphanumeric characters.
Moreover, extracting text from models that do not follow the same design rules,
incurs additional challenges. Indeed, the precision and recall scores for models
from scientific papers are much more spread out in Figure 1, than for models
from other data sources.

Next, we investigated the common errors produced by Google Cloud Vi-
sion. We identified 17 different types of errors organized by four categories: non-
alphanumeric characters, mathematical formulas, spacing, and character confu-
sion. Most common errors are related to Spacing and Character confusion; how-
ever, the main challenges seem to be related to the mathematical formulas—mnot
a single Greek letter, subscript or equation appearing in the models could be
correctly identified.

As future work, we intend to focus on the main challenges we identified
in Section 3.2. Furthermore, we want to evaluate different OCR techniques on
additional kinds of graphical models, including, for instance, models drawn on
whiteboards and hand-written models. Simultaneously, we intend to combine
OCR with image processing to analyze graphical elements such as boxes, lines,
and arrows presented in the models.

6 Related Work

To the best of our knowledge, there are no studies on the use of off-the-shelf OCR
services on models from different domains. However, OCR has been applied to
domain-specific models. Img2UML [37, 38] extracts UML Class Diagrams from
images, identifying, e.g., class names, fields and methods. Img2UML uses Mi-
crosoft Office Document Imaging as the OCR technique for text recognition.
While Img2UML is geared towards and evaluated on a specific domain, the
techniques we have analyzed have been applied to models of multiple domains.
Several studies have used OCR as part of a tool classifying images as UML dia-
grams: targeting class diagrams [35,41], sequence diagrams [43] and component
diagrams [41].

Going beyond engineering models, Reis [44] compare Google Cloud Vision
and Microsoft Cognitive Services in recognizing text from the photos of the pages
of the Bible. Additional comparison studies have been published by Mello and
Dueire Lins [39] and Vijayarani and Sakila [48].

7 Conclusion

We presented a study of suitability of the off-the-shelf OCR services in the
context of multi-domain model management. We evaluated performance of two
well-known services, Google Cloud Vision and Microsoft Cognitive Services, on
a collection of 43 models from different domains: 17 UML diagrams, 9 MatLab
Simulink models and 17 models from scientific papers from the control system
engineering domain.
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We observed that Google Cloud Vision overall outperforms Microsoft Cogni-
tive Services both in terms of precision and in terms of recall. This observation is
consistent both with the previous work [2,44] and with a follow-up study inves-
tigating performance of the two OCR-services on models of different domains.

Focusing on Google Cloud Vision, we identified a list of 17 kinds of errors
distributed over four categories: non-alphanumeric characters, mathematical for-
mulas, spacing and character confusion. Among these errors, the most common
are related to text written on multiple lines, wrong/missing characters, and an
empty space between letters. It is also important that in presence of multi-
line texts, Greek letters, subscripts, and equations because Google Cloud Vision
failed every single time.

To conclude, we observe that even though Google Cloud Vision has some
limitations, it produces satisfactory results. We believe that once the most prob-
lematic cases are solved, OCR can become a crucial technology to support multi-
domain model management.
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