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ABSTRACT
Software engineering researchers have been using general purpose online tools for crowd-sourcing for quite some time. Those tools can be useful to recruit participants for research studies as they are paid for their time. However, those tools should be used carefully. In this paper, we have described the issues we faced when recruiting participants on Prolific. We used Prolific to recruit open-source developers with experience in submitting and reviewing pull requests (PRs).

However, we did not succeed in obtaining valid participants for either the interview or the survey, which led us to change the approach of our study and not use Prolific anymore. For example, a major issue we faced on Prolific was that even using the specific filter related to participants with software development knowledge, the screening study revealed the majority of them did not have any development knowledge. Based on this experience, we formulate recommendations for future research when using such crowd-sourcing tools.

1 INTRODUCTION
Software engineering researchers have been recruiting participants for studies for a long time. The input provided by those participants is essential for research. However, recruiting participants in the area of Software Engineering can be challenging, hard, and exhausting. In the last few years, online tools for crowd-sourcing such as Prolific1 and Mechanical Turk2 have been aiding in the recruitment of participants for scientific studies [3, 4]. These platforms enable researchers to recruit participants matching the desired profile, in line with the research goals. Furthermore, they enable researchers to pay participants for performing specific tasks, similar to recruitment in scientific studies in other areas [2]. For example, Prolific, which is described to “connect those doing research (academics, startups, data scientists, organizations) with their target participants. Participants earn rewards for participating in studies on Prolific.”3, allows researchers to choose the amount to be paid to participants within a certain range, but the system helps and indicates a fair value based on how much time the task will require. While crowd-sourcing platforms are generic as the participants available vary in their demographics (e.g., nationalities, age, education), they also provide filters so that researchers can target a specific sub-population. For example, Prolific has a specific filter option to identify participants with “knowledge of software development techniques”.

In this position paper, we describe the issues we faced while using Prolific to recruit participants for an interview and a survey for an on-going study (i.e., not published yet), which from now on we will refer to as the original study. While those tools provide an easy and quick way to recruit participants, we have observed that the responses can be quite noisy depending on the study goal. For example, one issue we faced was establishing how experienced potential participants actually were in contributing to open-source projects and performing code reviews. Finally, we present suggestions for future studies based on the lessons we learned.

2 RECRUITING ON PROLIFIC
Our original study aimed at interviewing developers who had contributed to open-source projects by both submitting
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1https://prolific.co
2https://www.mturk.com
3https://researcher-help.prolific.co/hc/en-gb
and reviewing PRs. As we were able to recruit only three participants from the open-source community, we decided to try Prolific to recruit additional open-source developers.

Following the recommendations\(^4\) from Prolific, we decided to pose a screening survey before inviting participants for the interview in order to increase the chances of inviting only participants of interest for our study. We used the filter on Prolific regarding software development in all our studies. A screening survey with 300 participants was conducted with two questions: ‘Have you contributed to any open-source project?’ and ‘Have you reviewed code changes in any of those open-source projects?’ The number of participants who answered yes to both questions was 74. From those, we invited a total of 54 random participants for the interview due to our budget restrictions. Table 1 depict this process.

From the 54 invitations sent, only 15 participants answered positively and scheduled the interview. Then six of the participants did not show up, one decided to opt-out before the interview, resulting in eight interviews being conducted and only two of these interviews were valid for our study, i.e., only two participants actually had experience submitting and reviewing PRs in open-source projects. For the participants we excluded, they had a divergent definition of what constitutes an open-source project.\(^5\)

Based on the low number of valid participants for the interview, we decided to modify the study approach and pose our questions in a survey aiming for higher interest and engagement of participants on Prolific. We used our remaining budget to run a screening survey, which was enough to recruit 22 participants. This time we decided to pose more specific questions about general programming and open-source development knowledge based on the recommendations of Danilova et al. [1].

For example, we asked questions such as:

1. Q1) Which of these websites do you use most frequently as an aid when programming?
2. Q2) Choose the answer that best fits the description of a compiler’s function
3. Q3) Which of these values would be the most fitting for a Boolean?
4. Q4) Do you have a GitHub account?
5. Q5) How many pull requests have you submitted on GitHub? — we asked participants to login on GitHub, access the URL which shows their PRs and type the number
6. Q6) Have you ever submitted a pull request to any open-source project?
7. Q7) Have you ever reviewed pull requests on any open-source project?
8. Q8) How experienced would you consider yourself at programming?
9. Q9) What is your profession?

Table 1: Results of the interview invites.

<table>
<thead>
<tr>
<th>Invites sent</th>
<th>54</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accepted invite</td>
<td>15</td>
</tr>
<tr>
<td>Declined invite</td>
<td>19</td>
</tr>
<tr>
<td>No answer</td>
<td>20</td>
</tr>
<tr>
<td>No-shows</td>
<td>6</td>
</tr>
<tr>
<td>Opt-out</td>
<td>1</td>
</tr>
<tr>
<td>Interviews conducted</td>
<td>8</td>
</tr>
<tr>
<td>Interviews disregarded</td>
<td>6</td>
</tr>
<tr>
<td>Interviews valid for the study</td>
<td>2</td>
</tr>
</tbody>
</table>

Surprisingly, six participants explicitly answered they do not program (Q1), nine wrongly answered question Q2, ten wrongly answered Q3, 16 participants do not have a GitHub account (Q4), only one participant informed us that they had submitted a PR to GitHub (Q5), but for Q6 and Q7 no one answered positively for submitting and reviewing PRs. The answers about the respondents’ profession show only five participants working on software development. The remaining ones have different professions, such as artisan, store manager, and photographer.

3 ISSUES & RECOMMENDATIONS

Issue: on Prolific, when a person registers to participate in studies, they are not required to select any topics regarding their knowledge but they can select as many topics as they want (Prolific does not provide any means to verify this information). In addition, Prolific participants are using the platform to earn money. We believe those factors could motivate some Prolific participants to indicate knowledge on topics they actually do not have: we have seen that most of the participants presumably knowing software development techniques do not really know programming (questions Q2, Q3), do not program (Q1), and are not familiar with the dominant open-source forge GitHub (Q4, Q5, and Q6).

Recommendation: researchers should always conduct screening studies to confirm participants’ knowledge on the topic.

Issue: We noticed inconsistent answers when asking participants to type the number of PRs they have submitted (Q5), one of them answered “six” but the answers to the questions whether they submitted or reviewed PRs (Q6 and Q7) were negative. Participants might be tempted to lie in their answers. Alternatively, participants can simply perpetrate typographic mistakes due to retyping. Recommendation: researchers should validate participants’ answers whenever possible. For example, we have asked participants to visit the GitHub URL which shows their PRs and type the number they see on it.

Issue: we needed to exclude several participants after conducting the interviews because they had a divergent understanding of the definition of open-source project than the one from the Open Source Initiative. Asking clear and concise screening questions while obtaining useful answers is hard.

Recommendation: researchers should run pilots with the target population. However, a sufficient number of participants in the pilot is difficult to determine. In our case, we have run three pilots, and despite this there were still misconceptions regarding the definition of an open-source project.

Issue: on Prolific, when one starts a study, all participants eligible can register to it in the order of first come first served until all the spots are filled in. In our case, it resulted that in the first study (where we did not filter out students) the majority of the participants were students, maybe because they have more free time to be checking available studies on Prolific. Recommendation: researchers should involve multiple recruitment rounds at different times (weekend vs. working day, times of the day, etc.).
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