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Abstract—Emotions are known to impact cognitive skills, thus influencing job performance. This is also true for software development, which requires creativity and problem-solving abilities. In this paper, we report the results of a field study involving professional developers from five different companies. We provide empirical evidence that a link exists between emotions and perceived productivity at the workplace. Furthermore, we present a taxonomy of triggers for developers’ positive and negative emotions, based on the qualitative analysis of participants’ self-reported answers collected through daily experience sampling. Finally, we experiment with a minimal set of non-invasive biometric sensors that we use as input for emotion detection. We found that positive emotional valence, neutral arousal, and high dominance are prevalent. We also found a positive correlation between emotional valence and perceived productivity, with a stronger correlation in the afternoon. Both social and individual breaks emerge as useful for restoring a positive mood. Furthermore, we found that a minimum set of non-invasive biometric sensors can be used as a predictor for emotions, provided that training is performed on an individual basis. While promising, our classifier performance is not yet robust enough for practical usage. Further data collection is required to strengthen the classifier, by also implementing individual fine-tuning of emotion models.
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1 INTRODUCTION

Affective states such as personality traits, attitudes, moods, and emotions play a crucial role on people’s everyday performance at work, especially for activities that require creativity and problem-solving skills [1], as software development. Programmers experience and express different emotions [2] during their daily work, which may have an impact on job performance.

According to Graziotin et al. [3], happy software developers achieve better performance. Conversely, unhappiness brings developers to lose motivation in completing tasks and to leave the company [4]. The relation between positive emotions and self-assessed productivity was also confirmed by recent lab studies [5], [6], which also investigate the triggers for emotions experienced by developers during programming tasks. Being stuck and working under time pressure emerged as the most frequent causes for negative emotions, as well as unexpected technical difficulties and unfulfilled information needs. Along the same line, a recent field study at Microsoft investigated what makes a working day a good day for software developers [7]. The authors found that good workdays increase job satisfaction, which is reported as associated to the perception of contributing value to a project.

In this study, we focus on the emotions experienced by software developers at the workplace. Consistently with previous research on developers’ emotions during programming tasks [6], [8], [9], we operationalize emotions along continuous dimensions. Following Russel [10], we describe the emotion stimulus in terms of its (un)pleasantness, ranging from low to high valence, and level of activation, ranging from low to high arousal. Furthermore, we include consideration of dominance, that is a person’s perception of being in control of a situation. A priori, one might have thought that developers, being human beings, should experience the entire range of emotions at the workplace. However, different professionals have been shown to experience and express different ranges of emotions while at work: e.g., Foster and Sayers [11] reported about physiotherapists not experiencing calmness and serenity, which in our terms would correspond to high valence and low arousal. As such, we formulate our first research question as follows:

RQ1 What is the range of developers’ emotions at the workplace?

As a second goal, we aim at investigating the relationship between self-reported emotions and productivity at the workplace. Previous studies conducted in a laboratory setting [6], [8], [9] report a positive association between emotional valence and self-assessed productivity of software developers engaged in a programming task. We seek to confirm and extend these findings in an in-vivo setting, by also expanding the observation period to the entire workday. As such, we formulate our second research question as follows:

RQ2 To what extent are developers’ emotions related to self-assessed productivity during the workday?

Being able to identify the most frequent triggers for positive and negative emotions of developers enables informed decisions about the organization of work, towards improving the general well-being as well as the productivity of the individuals and the teams [7]. As such, we formulate our third research question:

RQ3 What are the most frequent triggers for developers’ positive and negative emotions?
RQ3 What are the triggers for developers’ positive and negative emotions at the workplace?

Finally, we believe that enabling early detection of developers’ emotions while at work might be useful to support their productivity and well-being, e.g. by suggesting just-in-time corrective actions thus preventing unhappiness and burnout, which might eventually lead to undesired turnover [12], [13] or by implementing strategies to support emotional awareness [14]. We envision the emergence of tools supporting the developers’ well-being, leveraging non-invasive biometric sensors for timely and effective identification of negative emotions. Towards this goal, we aim at assessing the performance of a sensor-based classifier for emotional valence. As such, we formulate our fourth research questions as follows:

RQ4 To what extent we can predict the emotions of software developers at the workplace using lightweight biometric sensors?

To address our research questions, we performed a field study with 21 participants from 5 companies monitored for a minimum of two weeks during their daily activities. We asked participants to periodically self-report their emotional state, the performed activity, and their perceived productivity. Furthermore, we asked them to explain the causes for the reported emotions.

To answer RQ1 and RQ2, we analyze the range of emotions reported and their relation with perceived progress by fitting a linear-mixed model, as in previous work [3], [5], [6]. We collect self-reports about developers’ emotions using a 5-point pictorial scale for each emotional dimension. To account for individual differences in self-reporting, we standardize scores before investigating the correlation with productivity, in line with previous research [5], [6], [8].

To answer our next research question (RQ3), we perform a qualitative analysis of the data collected through self-report. Specifically, we execute a coding study aimed at discovering the causes of positive and negative emotions experienced by software developers at work.

As for sensor-based emotion recognition (RQ4) we use supervised machine learning to train a classifier for developers’ emotions based on biometric features. We rely on a minimal set of biometrics including the galvanic skin response and heart-related measurements, collected using a wristband, in line with previous findings that such sensor configuration is reliable in a lab environment [6].

The contributions of this work are as follows:

- We develop a taxonomy of emotional triggers related to software development at workplace;
- We build and assess a supervised classifier for developer’s emotions at the workplace based on developers’ biometrics collected using non-invasive sensors;
- We confirm and extend previous findings from lab studies by investigating the relation between emotions and perceived productivity during workdays;
- We build and distribute a lab package to verify, replicate, and build upon the present study.

The reminder of the paper is structured as follows. In Section 2 we present the background and related work. In Section 3 the data collection protocol of the field study. Then, we provide empirical answers to our RQs in Sections 4, 5, and 6. Finally, we discuss the implications and threats to validity in Section 7, and conclude in Section 8.

2 BACKGROUND AND RELATED WORK

2.1 Emotion model

We ground our study on the categorization of emotions by Russel [15], also known as the Circumplex Model of Affect. The model represents emotions according to valence, i.e. the pleasantness vs. unpleasantness of the emotion stimuli, and arousal, i.e. its level of activation vs. deactivation. Pleasant emotional states, such as happiness, are associated with positive valence, while unpleasant ones, such as sadness, are associated with negative valence. Arousal describes the level of activation of the emotional state ranging from inactive or low, as in calmness or depression, to active or high, as in excitement or tension. Beyond valence and arousal, and in line with previous studies [3], [16], we measure affective states according to a third dimension known as dominance (or control), that is the extent to which an individual feels in control of the situation.

2.2 Emotion Awareness in Software Development

Why are developers (un)happy? Ford and Parnin [17] surveyed 45 software developers to identify the causes of frustration while programming. They provide a list of 11 categories, which include issues with program comprehension or poor tooling, personal issues, and fear of failure. Graziotin et al. [18] further contribute to the identification of causes for developers’ emotions through a survey involving ~2K developers. Among the top 10 frequent causes of unhappiness, they include being stuck in problem solving, time pressure, dealing with bad code quality or underperforming colleagues, feeling inadequate or suffering from personal issues not related to work, dealing with bad decision making or investing time in mundane repetitive tasks.

Two lab studies leveraged experience sampling to identify the reasons for positive and negative emotions while programming [5], [6]. They found that developers get annoyed by low perceived productivity while they feel happy when in flow. Other reasons for negative emotions are related to cognitive difficulties, impossibility to fulfill information needs, and code not working [5], [6].

In the current paper, we ground our investigation of the triggers for developers’ emotions on the findings of the aforementioned studies. We use their findings to compile an initial list of codes employed in the qualitative analysis of the developers’ answers collected during our study. We extend the list and organize the results of our qualitative analysis in a taxonomy of emotion triggers (see Section 5).

Emotions and Productivity. Findings from recent studies appear to converge towards the claim that ‘happy developers solve problems better’ [19]. Graziotin and colleagues [4] found consequences of happiness and unhappiness experienced by software developers. Specifically, they report on the impacts of emotions and how they are beneficial or detrimental for the developers’ well-being, the
software development process, and the quality of artifacts. Wrobel [20] surveyed 56 programmers and found that posi-
tive emotions increase developers’ productivity while neg-
ative ones decrease it. Graziotin and colleagues conducted a series of studies on the correlation between developers’ (un)happiness and their creativity, and analytical problem-
solving skills of software developers [19]. In a controlled experiment, Graziotin et al. [8] empirically assess the cor-
relation between developers’ perceived productivity and self-reported valence, arousal, and dominance. They found a correlation between the productivity and both valence and dominance dimensions. These findings have been con-
firmed by Müller and Fritz [5] as well as Girardi et al. [6].

In this study, we reuse and adapt the experience-
sampling approach from Müller and Fritz [5] and Girardi et al. [6] to perform an in-vivo study in five software develop-
ment companies. By doing so, we aim at overcoming the limitations posed by the in vitro nature of lab studies.

2.3 Sensor-based Emotion Detection

The link between emotions and physiological feedback is widely investigated by affective computing research, which leverages a broad range of biometric measurements as predictors of emotions. Electroencephalography (EEG) records electrical activity of the brain through electrodes placed on the surface of the scalp. Variation in the EEG spectrum have been successfully used as a proxy for arousal or alertness [21] as well as emotional valence [22], [23]. Electrodermal activity (EDA) is a measure of the electrical activity of the skin due to the variation in human body sweating. EDA vary consistently with intensity of emotions, with more evident changes for high arousal and emotional intensity [24]. Thus, EDA has been employed to detect excitement, stress, interest, attention, as well as anxiety and frustration [25]. Heart-related measurements have been successfully leveraged for emotion detection [26]. They include heart rate (HR), which is number of contractions of the heart (beats) per minute as well as its variation in the time interval between two consecutive heartbeats, called heart rate variability (HRV). HR can be derived from the blood volume pulse (BVP) obtained by using of a photoplethysmogra-
phy sensor. Bradley and Lang found that heart rate slows down when people feel negative emotions [24]. Eye-related measures have been also used for emotion detection. For example, gaze duration is greater when people look at emotional pictures compared to neutral ones [27], while changes in the pupil dilatation indicate mental effort and affective responses [28]. Electromyography (EMG) captures the electrical activity in tissues, bones and skin due to the muscle contraction. Affective computing studies use facial muscle contraction, e.g., due to smiling and frowning, as an indicator of emotions [29].

Sensing developers’ emotions. Vrzakova et al. [30] used eye gaze and EDA for classifying developers’ valence and arousal during code review. They conducted an in-situ experiment with 37 software developers working on code reviews. The results show that the eye gaze is the most predictive measurement both for valence and arousal (accuracy=85.8% and 76.6%). However, considering the features of all signals in combination, including EDA, authors achieve even better results both for valence and arousal (accuracy=90.7% and 83.9%). Müller and Fritz trained a supervised emotion classifier able to distinguish between positive and negative valence with an accuracy of 71% [5]. They train a classifier using biometrics from 17 participants working on two programming tasks. The model achieves the best performance using a combination of EEG, EDA, HR, and eye-tracking metrics. Girardi et al. ran an empirical study aimed at identifying the minimal set of non-invasive biometric sensors for emotion recognition during program-
ning tasks [6]. They trained two supervised classifiers for valence and arousal using as a gold standard the emotions self-reported by 23 participants during a Java programming task. They identified a minimum set of sensors—EDA, BVP, and HR measured using the Empatica E4 wristband—that can be used in an experimental protocol for detecting emo-
ions during software development tasks. Specifically, using the wristband only they achieve an accuracy for valence (.71) and arousal (.65) comparable to the one obtained using the full sensors settings (i.e., wristband + EEG helmet). As such, in the present study, we use the Empatica wristband only for measuring both EDA and heart-related biometrics.

3 STUDY DESIGN

3.1 Pilot study

The study design [31] was consolidated through a pilot study. Three professional developers working for a software development SME in Bari, Italy, were asked to wear the Empatica wristband for one week, during which they reported their emotions and activity using the pop-up application. After the pilot was concluded, we engaged with them in individual follow-up interviews, asking for their feedback about the study. The developers confirmed that reporting emotions once per hour through the pop-up was not an-
noying and that the Empatica wristband was comfortable to wear. In addition, they gave us two suggestions: i) adding “Just arrived” to the list of activities for filling the pop-
up at the beginning of the day, when developers has not started any activity yet and ii) recommending to the future participants to insert the pop-up application in the startup folder of their own PC, in order to not forget to start it.

3.2 Companies and Participants

Five Dutch software development companies participated in the study: one startup (1 founder and 2 employees), two SMEs (between 20 and 200 employees), and two large com-
panies (> 20,000 employees). The companies participating in our study develop software for a wide range of ap-
lications, including software for food-sorting technology, integrated circuits and semiconductor-based products, tools and data-driven products to support healthcare systems, manufacturing systems, and cyber-security applications, as well as a broad range of IT products also for domestic and personal use. All teams, whatever the company, follow an Agile software development method according to the principles behind the Agile Manifesto [32], which involves an iterative and incremental software process style to encourage fast reaction to changes and frequent communi-
cation. Among the agile principles there is the need for
running retrospective meetings, in which the team discusses problems, identify (un)effective solutions, and report individual feelings to improve self-organization. Retrospective meetings are conducted at the end of each iteration, which can be 2-4 week long. The term ‘iteration’ is also known as ‘sprint’, which has been popularized by Scrum\(^2\), the most popular Agile method.

We recruited participants among professional software developers, on a voluntary basis. In order to recruit participants, the first author (hereinafter experimenter) organized dedicated meetings (one for each company) to explain the purpose of the study, the participants’ role, the protocol of the experiment, and the possible risks and benefits in participating. Overall, 21 developers participated in the study (18 men, 3 women), with an average age of 33 years (± 7.2, ranging from 23 to 50). Participants reported an average experience in software development of 8 years (± 6.2, ranging from 1 to 25).

### 3.3 Instrumentation

**Empatica E4.** The Empatica E4 wristband\(^3\) is equipped with an EDA sensor and a BVP sensor, where the latter is used to derive HR and HRV. Following the Empatica guidelines,\(^4\) we excluded HRV because it is considered unreliable in presence of body movement as in our study. In fact, our participants wear the wristband for the entire day, including breaks, in which it is not uncommon for them, based on what they report, to take a walk. EDA and BVP are recorded with a sample frequency of 4Hz and 64Hz respectively.

**Self-report of Emotions and Productivity.** We use experience sampling [33] to collect developers’ emotions and perceived productivity during working days. This choice is consistent with the methodology adopted by lab studies on emotions and productivity conducted by Müller and Fritz [5] and Girardi et al. [6]. We developed a pop-up\(^5\) to self-report the valence, the arousal and the dominance scores using the Self-Assessment Manikin (SAM), in line with recommendation by Graziotin et al. [34]. SAM is an assessment technique for reliable self-report of emotions in terms of valence, arousal, and dominance. In their empirical study on measuring emotions, Bradley and Lang [35] demonstrated that the SAM approach is effective in measuring a person’s affective reaction to a wide variety of stimuli in many contexts. SAM implements a non-verbal pictorial assessment technique consisting of 5 figures for each emotional dimension (see Figure 1). We use a 5-point pictorial scale for each emotional dimension, as this scale is easily understood and widely used in studies aiming at collecting affective states [3], [29].

In addition to the emotions, we ask participants to report the activity in which they were involved at the moment of the interruption and their perceived productivity. As for activity, we provide a drop-down list, based on previous work by Meyer et al. [7] including: **coding**, **bug fixing**, **testing**, **design**, **meeting**, **email**, **helping**, **networking**, **learning**, **administrative task**, **documentation**, **just arrived**, **other**. We also include the ‘just arrived’ label that was added as a result of the pilot study (see Section 3.1), to be used at the beginning of the workday, upon arrival at the office. For perceived productivity, we use a 5-point Likert scale (from **Very low** to **Very high**), in line with previous studies [3], [6], [36]. Finally, we ask the participants to motivate the ratings provided, i.e. to explain the causes for the reported emotions.

### 3.4 Study set-up

The day before starting the experiment, the experimenter met the developers involved in the study. During this meeting, the experimenter demonstrated how to wear the wristband in order to get the proper acquisition of biometric signals. Then, she illustrated how to download and install both the pop-up application and the tool, called E4 manager, for transferring data from the wristband to the participants’ computer. Next she explained how to use the SAM scales for self-reporting valence, arousal, and dominance. A printed image of the Circumplex Model of Affect was also provided to help participants in correctly rating their emotions. Then, the experimenter answered the participants’ questions and then they signed the informed consent form. Finally, a private Dropbox folder was created for each participant, to allow them sharing data with the experimenter.

### 3.5 Experimental Protocol

The day after the set-up is completed, the experiment can start. For each participant, we observe and collect data for two or three weeks, based on the agile iteration length at the company, thus covering all key technical activities. Every day, the participants follow the steps reported in Figure 2.

Upon arrival at the office, participants wear the Empatica E4 and run the pop-up application. By default the pop-up appears on the participant’s monitor once per hour. We define this interval inspired by the study design of Meyer et al. [37], who studied the developers’ productivity
using an analogous pop-up. Specifically, they report that 60 minutes was a good balance between the intrusiveness and the necessity of collecting as much data as possible, as also emerged during our pilot study. When the developers do not want to be interrupted, they can postpone answering the pop-up by specifying the delay in minutes. To reduce intrusiveness of the pop-up we follow the recommendations of Meyer et al. [37] and allow the participants to dismiss the pop-up for the entire day. Conversely, the participants can invoke the pop-up manually, when experiencing strong emotions that believe important to be reported.

At the end of the day, the participants export the pop-up data as a .csv file, containing one row for every self-reported episode with the corresponding timestamp. Then, they download the data from the wristband using the E4 manager application. Finally, all data are added to the folder shared with the experimenter. At the end of the first week, the experimenter reviews the data obtained to check for consistency and completeness. Should additional information be required, she contacts the participants via e-mail. At the end of the study, the experimenter visits the company to collect the wristbands. Before providing the wristbands to the new participants, personal data are removed from the Empatica E4 devices. During the final meeting, the experimenter also provides a company-level overview of the emotions experienced by the participants including information about the main emotion triggers.

The study protocol has been approved by the ethical review board of Eindhoven University of Technology. The main ethical concerns of the study were related to collection of personal data such as names and biometric measurements. To address privacy concerns, we enabled data sharing through Dropbox Business as it is compliant to the European General Data Protection Regulation policy. By doing so, we were able to solve privacy issues in terms of protection against unauthorised data access. This was also made explicit in the ethical review board application as well as in the consent form signed by the participants.

4 Self-reported Emotions and Correlation with Productivity

4.1 Dataset

Each participant reported emotions either for two or three weeks, depending on the duration of the agile iteration. Overall we have self-report data for 192 days out of 240 overall days of the study. The missing days are mainly due to participants not being at work, either for vacation, or health/personal issues (31 days). Among these, one of the participants was always off on Thursday (3 days overall over three weeks dedicated to the study). For three participants working at the same company we are missing the last day only (3 days overall), which might be due to internal reasons. Finally, we have 5 missing days for which the participants did not provide any explanation. Overall, we miss data for 42 days (17.5% of the total days of the study).

On average, participants filled the pop-up 5.4 times per day (sd = ±1.24). Overall, we collected 1255 self-reports. For the purpose of this analysis we excluded the cases where the participant reported to be “just arrived”, which identifies the first self-report made by the developers as soon as they arrive at the workplace. As such, information about self-perceived productivity is not available for these instances. Thus, we consider these instances as not relevant for the study of the correlation between self-reported emotions and productivity. After this step, 1098 self-reports remained, of which 404 collected during before 12PM (morning) and 694 after 12PM (afternoon).

4.2 Developers’ Emotion at the Workplace (RQ1)

The boxplot in Figure 3 shows the SAM scores the developers reported during the study. We observe that the entire range of emotions is covered by the scores reported, in line with findings of the lab experiment by Girardi et al. [6]. For both valence and dominance the average self-report score is 4, indicating that developers mostly experience pleasant emotions and feel in-control of the situation. For arousal, developers report on average a neutral state (SAM score = 3) and the distribution is well balanced between low (SAM score = 1) and high arousal (SAM score = 5) arousal. For productivity, developers report the whole range of values from very low (score = 1) to very high (score = 5), with an overall tendency to report average (score = 3) to above average productivity (score = 4), as previously observed in the lab study by Müller and Fritz [5].

The observed range of valence scores is in line with findings by Graziotin et al. [18], reporting that a Github developers prevalently self-report positive emotions, thus depicting themselves as moderately happy population. Analogously, Müller and Fritz observed that the professional developers involved in their lab study reported the full range of valence values, with an average score corresponding to slightly positive valence [5]. In both studies, the participants hold an experience of about 7-8 years, which is comparable to the one of the developers involved in our field study. Conversely, Girardi et al. [6] mostly observed students reporting negative emotions and high arousal while coding, which can be explained by the students being less experienced and feeling less confident in solving the assigned programming task compared to professional software developers.
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A possible interpretation of our results can be provided in the light of previous findings by Mäntylä et al. [16], presenting empirical evidence that novice developers are more inclined to negative valence and high arousal. Furthermore, experience has been reported as negatively correlated with effort—i.e., more experienced developers need less effort to complete a task [12], [38]. In line with this interpretation, the lower level of experience of the students in the previous lab study by Girardi et al. [6] is reflected in the fact that they mostly reported being stuck. Conversely, we observed a more balanced distribution, slightly skewed in favor of positive self-assessed productivity (see Fig. 3), in line with Müller and Fritz [5] reporting a more balanced distribution of progress with the majority of participants feeling in flow. As a further confirmation of this interpretation, we observe an average dominance score of 4 (see Fig. 3), indicating a good self-assessed confidence by the participants.

**Takeaway message for RQ1** - Developers report a wide range of emotions at the workplace. We observe a prevalence of positive valence, neutral arousal, and high dominance, indicating they mostly experience pleasant emotions and feel in control of the situation.

### 4.3 Emotions and Productivity (RQ2)

We study the correlation between self-reported emotions and productivity by fitting a linear mixed model, which is robust in case of repeated measurements and longitudinal data [39]. To create the model, we used the lme4 R package. Consistently with the approach adopted in the former studies [5], [8], we consider productivity as the dependent variable and valence, arousal, dominance as fixed effects. Given our study design, we cannot exclude that the perceived productivity can be impacted by time, e.g. due to fatigue [17]. Therefore, time and its interaction with the emotional dimensions are also included in the model as fixed effects. Specifically, we model time as the part of the day (morning or afternoon) during which participants answered the pop-up. This choice is justified by findings of psychology research by Stone et al. [40], investigating diurnal rhythms of emotions during working days. They report a strong bimodal pattern for both positive and negative emotions, with differences in emotion peaks before and after lunchtime. In our study, we model time as morning/afternoon. In our study, we model time as morning/afternoon the self reports made before/after 12PM, corresponding to lunch break in the Netherlands.

To account for individual differences in self-reporting emotions due to a personal perception of the SAM scale, we use Z-scores to standardize the raw scores, as already done in previous work [5], [6], [8]. Finally, to account for differences due to personal (e.g., personality) or environmental (e.g., company) factors, we also include participants and companies as random effects.

In Table 1a, we report the parameter estimation for the mixed model and the percentage of deviance explained by each effect. We observe a statistically significant correlation with perceived productivity for valence, arousal, and dominance. The marginal \( R^2_m \), that is the total variance explained by the model through the fixed effects, is 0.21, indicating that the changes in productivity are accounted by the differences between emotions. The conditional \( R^2_c \), that is the proportion of total variance explained through both fixed and random effects, is 0.21. Thus, grouping the measurements by participants and by company does not contribute to the model explanation.

Specifically, valence shows the highest explanatory power with the 12.15% of deviance explained. Conversely, the effect of the arousal and the dominance appears negligible (respectively 2.75% and 3.91%), in line with results of previous lab studies [3], [5], [6]. Beyond confirming previous finding, we observe the impact of time, which is an additional finding. Indeed, the aforementioned lab studies were performed in a limited amount of time, ranging from 30 to 90 minutes of observation. Conversely, we could rely of data collected throughout the entire working day. In particular, we observe that time has a significant effect on the productivity in the interaction with valence.

To further investigate this aspect, we split the dataset in two subsets and repeat the analysis for morning vs. afternoon. The first subset includes 404 data points corresponding to answers provided during mornings, while the second one includes 694 answers collected in the afternoons. We report the results of the two separate models in Table 1b. \( R^2_m \) is 0.21 and 0.15 for morning and afternoon, respectively. We observe that in the afternoon the correlation between emotions and productivity is stronger than during the morning. In fact, the coefficient estimate for valence is 0.30 in the afternoon, with a deviance explained = 15.57%, which is higher than what observed in the morning but also in the general model reported in Table 1. Conversely, dominance seems to have a stronger positive correlation with the perceived productivity in the morning (estimate = 0.27, deviance explained = 7.23%) than in the afternoon (estimate = 0.19, deviance explained = 2.52%).

While we could not provide any causal explanations—whether negative emotions reduce productivity or, conversely, lower productivity triggers negative emotion—this evidence suggests that fatigue might play a mediating role.
in the relationship between negative emotions and perceived productivity, assuming that developers become more tired towards the end of the working day (i.e., in the afternoon). This suggestion is consistent with previous results reporting fatigue as a cause for negative emotions [17]. We can also interpret this result in light of previous findings by Sarkar and Parnin [41]: the authors found that fatigue harmed developers’ productivity as well as the quality of their work, creativity, and motivation. Previous evidence in psychology [42] corroborates this interpretation, indicating that mental fatigue following cognitive tasks impairs emotion regulation. This would explain the stronger correlation between valence and productivity in the afternoon, suggesting that developers might be more successful in restoring their positive mood in the morning, when they are less tired.

**Takeaway message for RQ2** - Valence is positively correlated with perceived productivity, with stronger correlation in the afternoon. Conversely, the correlation between dominance and productivity is stronger in the morning. This could be due to fatigue, which is known to impair emotion regulation.

### 5 Taxonomy of Emotion Triggers

#### 5.1 Methodology

We manually analyzed the developers’ answers to the open-ended question about the causes for the self-reported emotions. We performed qualitative data analysis in a semi-exploratory mode, by adopting the answer as annotation unit. Overall, we collected 350 answers describing the reasons for emotion scores. We decided to manually code all answers received, including those with neutral valence, to account for possible inconsistencies between the answers and the self-reported valence scores.

During the first coding iteration, two authors analysed 100 responses, randomly extracted from the full set of 350 answers. They used a closed coding approach [43], starting from a list of 48 codes derived from previous studies investigating the causes for positive and negative emotions of software developers [5], [6], [17], [18]. For example, Müller and Fritz identify feeling-in flow and being stuck as triggers for positive and negative emotions, respectively [5], while Ford and Parnin [17] found that fatigue is one of the triggers for frustration. Hence, we include feeling-in flow, being stuck and fatigue in the initial list, together with 45 others derived from the aforementioned studies. The two authors labeled each answer using codes from the initial list, thus creating a preliminary taxonomy. They could also assign to each answer more than one code, if needed. Furthermore, they could add new codes when they failed to find the most appropriate one in the list. Upon completion of the individual coding round, the entire team discussed the results to solve disagreements and reconcile the newly added codes. As result of this iteration, 11 new codes were added to the initial list, thus resulting in 59 codes overall.

We re-coded the initial 100 answers according to the final set of 59 codes and repeated the annotation on the remaining 250 answers. During this second round, a third author was involved in the coding such that each answer was coded by two people. We reached saturation after this second round, as only one code was added to denote answers describing emotion triggers related to the study itself (i.e., Meta, see Table 2). Once again, the entire dataset of 350 answers was re-coded to incorporate the new code.

After this coding round, we removed from the dataset the 68 answers for which a neutral emotion score was provided, in line with our goal of identifying a taxonomy of triggers for positive and negative developers’ emotions at the workplace (RQ3). For the same reason, we filter out further answers. Specifically, we removed the 7 answers referring to meta topics, as they do not provide any useful information regarding the developers’ activity in relation to their workday. Furthermore, we discarded 43 answers where the participants did not answer the question but rather provided a generic description of the activity performed rather than an explanation of the trigger for the self-reported emotion. Overall, this cleaning step resulted in a final dataset of 232 answers, of which 157 (68%) and 75 (32%) are associated with positive and negative emotions, respectively. 9 answers received two codes, thus resulting in 241 codes overall. We used this dataset to finalize the taxonomy. First, we included the code used for the 232 answers describing the triggers for either positive or negative emotions. Then, we grouped them to capture relationships and themes by applying axial coding [44]. This was done through two further iterations consisting in plenary meetings involving all the authors.

#### 5.2 Results (RQ3)

The taxonomy of emotion triggers is shown in Table 2. Six themes emerge: *self* refers to the developers themselves, *developer-task relation* describes the link between the developer and the task, *artifacts and instrumentation* include properties of tools and source code as triggers for emotions, *social* refers to peers and collaborators, *work management* refers to issues with artifacts, design, and implementation of the task. *Non-work time* is also included to cluster individual and social breaks. Overall, we identified 18 triggers for positive emotions and 19—for negative emotions. In addition, we looked into data to verify what are the triggers reported for extremely negative (valence score = 1) and extremely positive (valence score = 5) emotions. In commenting Table 2, we report these observations as well, where relevant. Furthermore, we offer a comparison with previous work on causes for developers’ emotions [5], [6], [17], [18] we build upon in defining our initial set of codes.

**Self.** The most frequent trigger for emotions refers to the *self* dimension (11 codes, 95 occurrences overall). The participants reported feeling-in-flow as the main cause for positive emotions, that is a distraction-free state while writing code or performing coding-related activities (“Organizing my workflow a little better than usual. Feel optimistic about getting a lot of work done on this feature today.”). Analogously, being able to conclude assignments (task completed) relates to a sense of accomplishment associated with positive emotional valence (“Finished coding the today’s task”). Conversely, being stuck is a cause for negative emotions (“Getting very annoyed by an annoying bug I can’t solve.”), thus confirming
the positive association between emotional valence and self-perceived productivity we report in Section 4 and also observed in previous lab studies by Müller and Fritz [5] and Girardi et al [6]. Being stuck in problem solving is reported as a major cause for negative emotions by Graziotin and colleagues based on a large-scale qualitative survey among developers [18].

In line with previous findings [18], we found that the developers’ mental state and personal issues also impact their emotional state at the workplace. Fatigue is reported as a trigger for negativity (“very tired from yesterday... double shift to finish stuffs”), as well as personal issues (“Not feeling particularly healthy in my mind, but it doesn’t seem to get into the way of work right now.”). The developers’ perception of self also triggers emotions. The solution to a programming task being perceived as easy or known (feeling confident) triggers positive emotions (“I feel that I am close to solve the problem!! Feel excited!!”). Conversely, feeling inadequate leads to negative emotions (“Past and present failures on my mind. Feeling down.”). Perception of self as inadequate or under-qualified with respect to a given task was already reported as a cause for unhappiness by Graziotin et al. [18]. Similarly, Ford and Parnin mention the fear of failure as a trigger for frustration [17]. Fatigue and personal issues not related to work were also reported by these two studies among the causes for developers’ negative feelings.

**Developer-task relation.** This dimension includes codes that link the developer with the task. Having difficulties in source code comprehension, i.e. wondering why the code does not produce the expected behavior, which part of code is causing a problem or not having a clear understanding of the code and its functioning (Problems in mapping behavior to cause) are reported as triggers for frustration and other negative emotions (“Digging up old reproduction data for tickets that were implemented more than half a year ago. While circumstances for only being able to test this now were outside our control, this is still annoying.”). Conversely, being able to identify and understand relevant code is associated with positive emotions (“I’ve found a starting point almost immediately. I have a good feeling that I’ll make significant progress very soon.”), as well as having a clear solution design, i.e. a knowing what to do next and how to reach the solution (“I am having a plan how I would like to implement the given task in the algorithm. Therefore I know what I need to do and in which order.”), which confirm evidence from previous lab studies [5], [6].

The codes included in this dimension have been broadly discussed by previous research [5], [6], [17], [18]. As for code comprehension, unexplained broken code and unexpected output are reported as causes for negative emotions by Graziotin et al. [18] and Girardi et al. respectively [6]. Analogously, Müller and Fritz observe a decrease of emotional valence when developers experience difficulties in understanding how parts of the code or API work. Conversely, a positive shift valence is observed when developers are able to localize relevant code [5], which we also confirm.

As for the novelty of the task, we observe that dealing with mundane or repetitive tasks is associated with negative emotions. This was already reported among the top ten causes for developers’ unhappiness [18]. On the opposite side of the valence spectrum, we observe that dealing with new tasks can be a cause for positive emotions, with developers feeling thrilled by new challenges. This is in line with previous findings by Girardi et al. [6].

Finally, Ford and Parnin also report developers being frustrated when adjusting to a new project or environment, which relates to the Learning curve code included in our taxonomy [17].

**Artifacts and instrumentation.** Poor quality artifacts and inadequate instrumentation cause negative emotions (5 codes, 33 occurrences), with the most popular trigger being poor tooling, i.e., limited, inadequate, or buggy tools, programming languages, IDEs, or hardware: “The computer...
froze during my work”. Negative affects also occur when dealing with poor code that needs to be re-written or changed (“A bit frustrated because of the illogical current structure of the code”). In particular, two out of four occurrences indicating poor code as a trigger for emotions is associated with strong negative emotions. Conversely, working code with no errors is associated with positive valence (“It looks like my change is working!”). In particular, in seven out of 15 occurrences reporting working code as a trigger for positive emotions, the self-report is associated with strong positive valence.

These findings are in line with Graziotin et al. reporting bad code quality and coding practice among the most frequent causes for negative affect of developers [18]. Developers involved in their survey mostly complained about bad code written by colleagues and only a few times reported being annoyed by poor code written by themselves.

Developers also complain about poor tooling (“The computer froze during my work”). This confirms previous evidence that issues in the technical infrastructure trigger developers’ unhappiness [18]. Finally, unavailable or insufficient documentation was reported by two developers as a cause for negative emotion, in line with previous work [6], [17].

Social. Collaborating with others to solve a development task either to receive (collaborative problem solving) or provide support (helping peers) is associated with positive emotions, in line with previous findings [6] (“Reviewed and had constructive discussion over where to take a feature”). In particular, four out of eight of occurrences reporting helping peers as trigger for positive emotions is associated with strong positive valence. Two participants reported being annoyed when helping peers (“Helping an outsourced guy in his development, but he is just asking every single think to me. Really annoying”) and by the fact that nobody is available for help or peers are described as incompetent (peers not helping, i.e. “some walking around to find the correct people was involved”). This concurs with under-performing colleagues being among the top ten triggers for developers’ unhappiness [18] and incompetent peers—among the triggers for developers’ frustration [17].

Work management. Effective work management appears to positively impact developers’ feelings, and vice versa. Developers report being happy when they invest their time in productive activities, as in constructive meetings (“Review went well, though ran into one more problem.”). Conversely, long or unconstructive meetings are perceived as a waste of time and trigger negative emotions (“Just had a terrible meeting!”). Analogously, time pressure due to interruptions, approaching deadlines, or limited amount of time for completing tasks, causes sadness and stress (“A bit sad for not having enough time to finish my work!”). In particular, for three out of six occurrences reporting time pressure, the self-report is associated with strong negative emotions (as in “very tired from yesterday... double shift to finish stuffs”). Negative emotions are also triggered by a manager’s or colleague’s bad decision making, either because they are uninformed decisions or because task complexity was underestimated (“Some decisions in management are being challenged, leading to arguments.”). Both, time pressure and bad decision making were previously reported as responsible for developers negative feelings [17], [18].

Non-work time is related to individual or social breaks during the working hours, e.g., for lunch or regaining focus and taking a rest. More than 40% of reportings associate break with an extremely positive emotion.

**Takeaway message for RQ3** - Positive emotions are mostly triggered by the developers’ perception of being productive, either because they feel-in-flow or completed their tasks. Other causes are working code with no errors, successful collaborative problem solving, and constructive meetings. Negative emotions are mostly triggered by code comprehension issues, poor tooling, and fatigue. Personal issues not related to work are also a major cause, as well as developers’ being stuck and dealing with poor tooling. Both social and individual breaks emerge as useful for restoring a positive mood.

### 6 Sensor-based Emotion Recognition

#### 6.1 Our Vision

Supporting emotion awareness in software development could benefit both developer teams and individual developers. At the team level, companies could implement strategies to support emotion awareness, by self-reporting emotions during meetings. Indeed, emotional self-awareness is an antecedent of team effectiveness, as suggested by research in psychology [45]. In a case study conducted by Andriyani et al. [46], developers openly discussed their feelings during Agile retrospective meetings. Using biometrics, developers’ emotions could be shared anonymously, also in an aggregate fashion, enabling the managers to measure the mood of the project and allowing developers to gain awareness of their colleagues’ emotions, while avoiding the need for self-disclosure through discussion, to preserve privacy.

At the individual level, awareness of emotions could positively impact a developer’s progress in their tasks [47]. Based on biometrics, developers can receive suggestions on how to regain focus and restore positive moods when negative emotional episodes or prolonged stress is observed using biometrics. In this perspective, detection of negative emotions while coding can be used as a prompt for recommender systems suggesting breaks to prevent bug introduction, the need for code reviews or pair programming, or links to Stack Overflow or curated documentation. We also envision the possibility to enhance the developers’ self-emotional awareness by enabling the analysis of the log of their own emotions as detected by the biometric sensors, e.g. at the end of the day or at the end of the week. Such a scenario grounds in psychological research using biofeedback to raise emotion awareness and improve emotion regulation [48], which is the result of a continuous adaptive process [49], [50].

#### 6.2 Dataset

Our goal is to investigate to what extent we can predict the emotions of software developers at workplace using lightweight non-invasive biometric sensors (RQ4). Since the
results of our regression analysis show a strong positive correlation between valence and perceived productivity of professional software developers at the workplace (see RQ2 in Section 4), we focus on the recognition of emotional valence using biometrics. We observe that developers mostly report positive valence, neutral arousal, and high dominance scores, i.e., a positive emotional state appears to be the usual condition of professional developers at the workplace. Thus, early detection of non-positive emotional episodes might enable just-in-time corrective actions in order to restore positive affect and productivity. As such, we design our machine learning study around the task of distinguishing between positive vs. non-positive emotions.

We build our dataset using the self-reported scores for valence as our ground truth. Specifically, we map the valence scores provided to the SAM questionnaires during the study to a binary rating of either positive (score $> 3$) or non-positive (score $\leq 3$). Among 21 study participants, 19 have shared with us the biometric data. Two participants did not wear the Empatica wristband during the experiment because the software for downloading the data was not supported on their operating system. From the self-report data points provided by the 19 participants, we excluded data points for which the biometrics were missing. This happened either because the participants forgot to turn on the device or because the wristband lost the signal due to the lack of contact between the sensors and the skin. Unfortunately, the device is not designed to send an alert to the user when the signal is missing. As a result, our dataset is composed of 759 self-reports with biometrics, of which 58% are labeled as positive and 42% as non-positive. To balance our dataset, we apply SMOTE [51] using the SmoteClassif function of the R UBL package.

### 6.3 Preprocessing and Features extraction

The biometric signals are recorded during the entire experimental session for all the participants. However, we only consider the signals recorded in proximity of the stimulus of interest—i.e., the signals collected in the 10 seconds before the participants provide the self-report about emotional valence using the pop-up. The choice of the interval is inspired by previous work on sensor-based classification of emotions [5], [6], [52]. In addition to considering a 10-second interval, we investigate a larger time frame because Züger et al. [53] found that a 3-minute interval might be optimal for extracting heart-related features. For the purpose of the machine learning study, we create two different versions of the datasets by considering features extracted in the two different time windows (i.e., 10” or 3’). In 10 out of 759 responses, the data were not available for the three minutes before the interruption (for example, when the participant switched-on the wristband only one or two minutes before the self-report). The final distribution of the labels for valence is reported in Table 3.

To synchronize the measurement of the biometric signals with the self-reported emotions, we: (i) save the timestamp in which the participant fills the pop-up (\(t\text{-self-report}\)), (ii) calculate the timestamp for relevant time interval for each interruption—i.e., 10 seconds (or 3 minutes, depending on the setting) before the self-report (\(t\text{-start}\)), (iii) select each signal sample recorded between \(t\text{-start}\) and \(t\text{-self-report}\).

To account for differences in the biometrics between individuals, we normalize the raw signals following the approach previously used in [54], [55], which accounts for baseline fluctuations between days: $S_{\text{form}}^i = (S_i - \mu)/(\max - \min)$. Then, we perform signal-specific preprocessing by following consolidated approaches. Specifically, we extract the tonic and phasic EDA components using the cvxEDA algorithm [56]. As for heart-related metrics, we filter the BVP signal using a band-pass filter, following the approach used by Caneto et al. [26].

After signal pre-processing, we extract the features presented in Table 4, which we use to train our classifiers. We select features based on previous studies using the same signals [5], [6], [52], [57]. Some of these features are based on differences between the signals collected during the experiment and the signals collected while participants watched a neutral video (baseline). Since in our setting it was not possible to show participants videos, we consider as baseline the signals collected over the entire experiment, as done by Jacques et al [55].

### 6.4 Machine learning

We experimented with four machine learning classifiers, i.e., Support Vector Machine (SVM), $k$-nearest neighbor (knn), Decision Trees (J48) and Random Forest (rf), since they resulted the best performing algorithms in previous studies using biometrics for emotion detection in software development [5], [6], [30], [55]. In line with the previous lab study by Girardi et al. [6], we evaluate the classifiers in the hold-out and leave-one-subject-out (LOSO) settings.

In the Hold-out setting, we split the gold standard into train (90%) and test (10%) sets, in line with consolidated practice in affective computing [55] and using the stratified sampling strategy implemented in the R caret package [58]. We perform hyper-parameters optimization [59] using leave-one-out cross validation, as recommended for small training sets [60], such as ours. We evaluate the best model resulting from hyper-parameter optimization on the hold-out test set, to assess its performance on unseen data. We repeat this entire process 10 times to further increase the validity of the results. We evaluate the overall performance of the classifier by computing the mean of precision,
recall, F-measure, and accuracy over the different runs. This setting is directly comparable to the one implemented by Müller and Fritz [5], which includes data from the same subject in both training and test sets. Furthermore, it is directly comparable with the hold-out setting implemented by Girardi et al. [6], with the only notable difference that in both previous studies the task was to classify negative vs. positive emotions.

In the LOSO setting, we assess the classifiers performance on data obtained from unseen developers. We repeat the evaluation on a test set 19 times, i.e., the number of subjects in our dataset. At each iteration, we train the model on all the observations from the 18 participants, and we test the performance on the remaining one.

6.5 Classification Performance (RQ4)

In Table 5, we report the classifier with the best F1-measure, together with its precision, recall, and accuracy, for the two time windows considered. Furthermore, we provide the average over the performance of the ten runs for the best setting, together with standard deviation. We compare the classifier performance with the baseline classifier always predicting the majority class (in our case the positive class). In Table 6 we report the performance by class.

In the hold-out setting, the valence classifier outperforms the performance of the baseline. The choice of the time window considered for the feature extraction (10 seconds vs. 3 minutes) has a negligible effect on the average performance. As for the best performance, the classifier is substantially more precise than the baseline (+.38 and +.31 for the 10-second and 3-minute settings, respectively). The improvement is smaller for Recall (+.17 and +.10) with values ranging from .60 (3' setting) to .67 (10' setting). Overall, there is an improvement in F1 of +.30 and +.23 for the 10-second and the 3-minute settings, respectively. As for the average performance, we observe lower precision, recall, and F1. The valence classifier is substantially more precise than the baseline (+.27 and +.25 for the 10-second and 3-minute settings, respectively). The improvement is smaller for Recall (+.06 and +.04). Nevertheless, there is an improvement in F1 of +.18 and +.17 for the 10-second and the 3-minute settings, respectively. This is comparable to the average performance observed in our lab study using Empatica E4 only [6], where we observed substantially higher precision (.70) but comparable recall (.59), and F1 (.59).

Looking at Table 6 we observe that the major cause of error is due to misclassification of non-positive cases. While positive cases are recognized with good precision (.71) and recall = (.75), the non-positive cases tend to be misclassified as positive, as demonstrated by the lower recall (.58). Such difference in performance between the two classes might be due to a bias towards the majority class (i.e., positive), in spite of the use of SMOTE to balance the training set. Another possible explanation is that clustering neutral and negative valence in the non-positive class might introduce noise in the training. A better performance could be achieved by removing under-represented or irrelevant polarity classes, as done in the field study by Jaques et al. [55]. Specifically, they focus on classifying happy vs. unhappy days, after removing the 40% of instances of the dataset for which the participants reported average (i.e., neutral) emotional scores and report an overall accuracy of 64% using Empatica only. While beneficial in terms of noise reduction for the machine learning, such filtering would not be feasible in a natural setting, as the just-in-time emotion detection at the workplace scenario that we envision as our long-term goal.

The best LOSO setting results are comparable to the ones reported in the hold-out settings. However, we confirm the drop in performance, compared to the hold-out setting, already observed in the lab study by Girardi et al. [6], with the average of the LOSO setting. This is due to the variability for the individual performance on each participant test set, suggested by the higher standard deviation compared to the hold-out setting. Indeed, the accuracy among the 19 subjects varies from .29 (worst-performing model) to .79 (best-performing model). Differently from the hold-out setting, in the LOSO condition we observe better performance when extracting features in the 3-minute window before the self report, with peaks of precision, recall, and F1 up to .75, .86 and .75, respectively, for the best-performing model. Consistently with what observed for the hold-out setting, we report a better performance for the positive class (see Table 6). Again, we report comparable performance with respect to our lab study (Prec = .45, Rec = .61, F1 = .50) [6].

Overall, our results confirm that non-invasive sensors can be used for valence classification, as already observed [5], [6]. Specifically, we use the minimum set of sensors—GSR, BVP, and HR measured using the Empatica E4 wristband—that can be used in an experimental protocol for detecting emotions during daily activities of software developers at the workplace. Using machine learning, we are able to distinguish between positive and non-positive valence. However, differences of physiology can significantly impact the performance, thus confirming the need for individual, dedicated training of emotion classification models. Of course, better performance could also be achieved by relying on other high-definition sensors. It is the case, for example, of Nogueira et al. [61] achieving up to .91 of accuracy for valence using facial EMG electrodes. Analogously, Vrzakova et al. [30] recently reported achieving F1 = .79 for valence recognition during code review using the Shimmer GSR+9 mounting GSR sensors on finger strap-rings. However, these studies rely on either invasive sensors, as in the case of facial electrodes used by Nogueira and colleagues, or sensors that might be perceived as less comfortable to wear, as the Shimmer GSR ring sensors that could impair typing and other developers’ movements.

Takeaway message for RQ4 - Biometrics can be used as predictor for emotions at workplace. The observed variability of performance between participants suggests that emotion recognition might be enhanced by training emotion classification models on an individual basis.

9. www.shimmersensing.com
TABLE 5
Best valence classifiers performance. Improvement over the baseline reported in parenthesis. For comparison, we also report the classifier performance for the positive vs. negative valence classification as observed in our previous lab study [6]

<table>
<thead>
<tr>
<th>Time Window</th>
<th>Alg.</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
<th>Accuracy</th>
<th>stdev</th>
<th>Alg.</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
<th>Accuracy</th>
<th>stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 seconds</td>
<td>knn</td>
<td>.67 (+.35)</td>
<td>.67 (+.13)</td>
<td>.67 (+.13)</td>
<td>.68 (+.18)</td>
<td>–</td>
<td>knn</td>
<td>.64 (+.35)</td>
<td>.64 (+.14)</td>
<td>.59 (+.22)</td>
<td>.59 (+.09)</td>
<td>–</td>
</tr>
<tr>
<td>3 minutes</td>
<td>rf</td>
<td>.70 (+.21)</td>
<td>.60 (+.10)</td>
<td>.60 (+.11)</td>
<td>.61 (+.23)</td>
<td>.61 (+.11)</td>
<td>rf</td>
<td>.75 (+.26)</td>
<td>.63 (+.06)</td>
<td>.78 (+.23)</td>
<td>.79 (+.09)</td>
<td>–</td>
</tr>
</tbody>
</table>

Average over the runs of the best setting

<table>
<thead>
<tr>
<th>Time Window</th>
<th>Alg.</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
<th>Accuracy</th>
<th>stdev</th>
<th>Alg.</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
<th>Accuracy</th>
<th>stdev</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 seconds</td>
<td>knn</td>
<td>.56 (+.10)</td>
<td>.56 (+.06)</td>
<td>.56 (+.08)</td>
<td>.56 (+.08)</td>
<td>.56 (+.08)</td>
<td>knn</td>
<td>.48 (+.19)</td>
<td>.48 (+.02)</td>
<td>.48 (+.08)</td>
<td>.48 (+.08)</td>
<td>.48 (+.08)</td>
</tr>
<tr>
<td>3 minutes</td>
<td>rF</td>
<td>.54 (+.25)</td>
<td>.54 (+.04)</td>
<td>.54 (+.17)</td>
<td>.54 (+.06)</td>
<td>.54 (+.06)</td>
<td>rF</td>
<td>.51 (+.22)</td>
<td>.53 (+.03)</td>
<td>.46 (+.02)</td>
<td>.46 (+.02)</td>
<td>.46 (+.02)</td>
</tr>
</tbody>
</table>

Average of runs for best setting

<table>
<thead>
<tr>
<th>Class</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
<th>Acc</th>
<th>Class</th>
<th>Prec</th>
<th>Rec</th>
<th>F1</th>
<th>Acc</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>.71</td>
<td>.76</td>
<td>.63</td>
<td>.63</td>
<td>Positive</td>
<td>.60</td>
<td>.66</td>
<td>.57</td>
<td>.57</td>
</tr>
<tr>
<td>Non-positive</td>
<td>.64</td>
<td>.64</td>
<td>.60</td>
<td>.60</td>
<td>Non-positive</td>
<td>.60</td>
<td>.66</td>
<td>.57</td>
<td>.57</td>
</tr>
</tbody>
</table>

7 DISCUSSION

7.1 Implications

Emotion as a proxy for productivity and job satisfaction. Our correlation study provides evidence that a relationship exists between emotional valence and self-perceived productivity (see Section 4), thus confirming previous findings in literature [3], [5], [6]. The results of our correlation analysis are corroborated by the findings of our coding study, leading to the definition of a taxonomy of emotion triggers at the workplace (see Section 5). In fact, most of the emotion triggers are associated to productivity, with the feeling of being in-flow and the ability to complete the daily tasks among the top causes for positive emotions. Conversely, being stuck is associated to negative feelings. Furthermore, we found that the perception of effective use of time (e.g., constructive meetings) and the ability to complete their tasks are among the most frequently reported triggers for (un)happiness. Overall, our results suggest that emotions might act as a proxy for productivity, towards bridging automated measures and self-report for productivity assessment [62]. For example, positive emotions can indicate that a developer is in flow and should not be disturbed or that he/she was able to successfully accomplish the daily tasks. Similarly, the identification of negative emotions can indicate a developer requiring support because is stuck or has problems in comprehending code. In this view, our taxonomy of emotion triggers might guide and inspire to the definition of ad hoc interventions to enhance their productivity and thus supporting their well-being.

By specifically focusing on triggers for developers’ emotions at work, we are able to complement previous results of two large-scale survey studies at Microsoft investigating the developers’ satisfaction and well-being. In the first study, Storey et al. [63] develop a theory revolving around the bidirectional relationship between job satisfaction and the perceived productivity. They identify the social and technical factors, challenges, and contextual aspects, all playing a role in this relationship. In the second study, Meyer et al. [7] report that the perceiving work as important and valuable is a key to developers’ satisfaction. The authors propose a conceptual framework for good working days based on three main factors including value creation, efficient use of time and considerations of affective states. The results of our study fits in the frame of such previous findings and complement them by providing specific insights on the role played by emotions in the developers’ well-being and on how emotions correlate with perceived productivity.

Collaboration and organization of work. In our taxonomy, we observe how work management and social factors play a role in triggering emotions at work. Developers mostly reported being happy when engaging in fruitful interactions with peers, e.g., during collaborative problem solving, while helping peers, or when participating in constructive meetings. This is in line with recent findings [63] reporting collaborative team culture among the top factors for job satisfaction. Surprisingly, we also observed a minority of developers being annoyed by helping peers, which can be a consequence of introverted personalities who find difficult to help others. In this view, personality assessment could be used as a tool informing effective team composition, as envisioned by previous research on personality in software development teams [64].

The role of fatigue. The results of our time-wise correlation analysis (see Section 4) suggest that fatigue may be a mediating factor in the relationship between emotions and self-assessed productivity. In addition, developers reported fatigue among the most frequent causes for negative emotions. Conversely, breaks are used to restore positive mood (see Section 5). Fatigue has been already reported as a cause for negative emotions by software developers [17] and should be taken into due consideration as it might impair cognitive abilities and performance [41], thus lowering code quality. We advocate in favor of follow-up research, also leveraging biometrics, towards early-detection of symptoms of fatigue and stress, in order to enable just-in-time implementation of strategies for restoring positive mood and regain focus during the workday.

Sensor-based emotion recognition at workplace. This study represents the first attempt to assess the performance of
a supervised machine learning classifier for developers’ emotion at work, by leveraging developers’ biofeedback collected during the entire working day and across the different activities, beyond programming. Previous studies either focused on specific tasks, such as code review [30], or attempt to classify emotions during development tasks in a lab setting [5], [6]. While promising, our classifier performance is still not robust enough for practical usage. Further data collection is required to ensure the reliability of our approach, also leveraging individual training of emotion models for each participant. Yet, we believe our findings pave the way to follow-up studies to empower emotion awareness in software development by using sensor technology. We believe the machine learning protocol we designed and used for collection of biofeedback and self-reported emotions and productivity can stimulate future in-vivo research, towards reaching the maturity required for the deployment and adoption of sensor-based emotion classifiers. In our vision, sensor-based emotion recognition could be integrated in context-aware approaches that leverages multiple sources of information to prompt just-in-time suggestions for developers. For example, Kaur et al. [65] propose an approach for modeling opportune moments for transitions and breaks based on affect- and task-related data. They build models to predict whether a worker should continue their task, move to a new task, or take a break. Züger et al. [53] also report computer interaction data are effective in predicting interruptibility while at work. Beyond emotion recognition, observing developers at the workplace also opens opportunities to build classifiers for identification of bad days (i.e., when mostly negative emotions are identified) or negative working conditions of developers (i.e., when negative affect is observed over a long period of time).

The importance of emotion awareness at team level. At team level, companies are recently implementing strategies to support emotion awareness [14], [66]. For example, during agile retrospective meetings, developers could self-report their emotions on a whiteboard and leverage them as starting point for the discussion. By doing so, the team can better identify what are the activities and events relating to positive and negative emotions. Recently, Andriyani et al. [46] conducted a case study by interviewing software practitioners from different agile teams about retrospective meetings. They found that beyond discussing problems and strategies adopted to address them, developers also discuss their positive and negative feelings about events and difficulties encountered. Along the same line, we believe our taxonomy could guide self-report towards the inclusion of emotional feedback in agile meetings. In the long run, we envision the adoption of biometrics-based emotion recognition to support and enhance retrospective meetings by including emotional information collected day-to-day.

Instrumentation. Among the most frequent cause of negative emotion, our participants reported being annoyed by poor tooling, such as non-working or not adequate hardware or software infrastructure, or buggy source code they have to modify. At the time of writing, we conjecture this problem might be further amplified by the working condition of many software developers that are forced to work from home due to the Covid-19 pandemic [67], [68].

7.2 Threats to validity

Threats to external validity relate to the generalizability of the results, which recently emerged as an open challenge of software engineering research [69]. We managed to involve a fairly diverse pool of five companies ranging from startup to large international companies. However, we are aware that we need to be cautious in claiming generalizability of our findings as our sample might not be representative of the software industry as a whole. Furthermore, the pool of participants is imbalanced with respect to gender distribution. Further replications should involve more women and non-binary participants to account for potential differences in the emotional reaction.

As for the biometrics study, the validity of our conclusions ground on the robustness of the generalized linear model and machine learning models. We mitigated such threat by running and comparing several algorithms, applying hyper-parameters tuning, and evaluating the approach in two different settings —i.e., Hold-out and LOSO. Nevertheless, the results we report here are limited by the sample size and the imbalance of data used for training.

Our study suffers from threats to construct validity—i.e., the reliability of our measures in capturing emotions and progress, mainly due to the in situ nature of the data collection protocol. In this study, we employed low-cost, lightweight sensors that are comfortable to wear at work. This might have lowered the quality of data collected by the sensors with respect to those collected in a controlled setting as in previous lab studies. To mitigate this threat, we performed a careful quality assessment of the collected data to compensate the impossibility to supervise the experiment in person at the company. Specifically, one of the authors performed a daily check of the correctness of the data shared by participants, by synchronizing their reports via Dropbox. Furthermore, we performed data quality assurance and did not consider participants who misinterpreted the concept of valence, arousal, and dominance—e.g., who reported always the same score also during the experiment.

Threats to internal validity concern confounding factors that can influence the results. Using the self-report pop-up involved interrupting developers during the task, which can have interfered with their work, thus eliciting negative emotions. We mitigate this threat by interrupting the developers every hour, in line with the suggestion received by the developers participating in our pilot study. Furthermore, the developers could always skip the self-report if they did not want their activity to be interrupted. Finally, as regards the impact of time as it emerged from the analysis of correlation between self-reported emotions and productivity, we are aware that individual differences in participants’ circadian rhythms could have played a role. As such, we cannot exclude that we would have observed differences between people due to their circadian rhythms and different levels of alertness in the morning vs. afternoon. Unfortunately we could not control for this factor, which we believe would be worth investigating in follow-up studies.

8 Conclusion

Emotions are known to play an important role in problem solving as well as to influence job performance. In this paper
we report the findings of a longitudinal study of emotions experienced by software developers at their workplace. Twenty-one software developers from five companies have been observed during two or three weeks, depending on the duration of the agile iteration. Emotion data have been collected by means of self-reporting and biometric sensing. Participants reported their emotions in terms of valence, arousal, and dominance, as well as their perceived productivity during the workday. Developers mostly reported positive valence, neutral arousal, and high dominance, indicating they mainly experience pleasant emotions and feel in control of the situation while at work. The analysis of the correlation between emotions and productivity demonstrates a significant association between positive valence and self-assessed productivity, which becomes stronger in the afternoon, probably due to the effect of fatigue.

Other than assessing their emotions, developers were required to explain the causes for the emotional scores they provided. We coded these open answers and obtained a taxonomy of the emotion triggers at the workplace. The results of the coding study demonstrate how positive emotions are mostly caused by developers’ feeling productive or being able to successfully collaborate with peers. Problems in code comprehension, poor tooling, fatigue, as well as personal issues not related to work, are reported as triggers for negative feelings.

Results of both our qualitative and quantitative analysis suggest that emotions might act as a proxy for productivity, in line with findings from previous studies on developers’ emotions. We believe taxonomy of emotion triggers can drive enhancement interventions of developers’ productivity by guiding and informing consideration of affect and its causes into daily practice, e.g. through integration of emotional feedback in retrospective meetings or in planning activities to improve organization of work.

In the long run, we envision the use of biometrics for emotion recognition to support and enhance emotion awareness both at an individual and the team level. Towards this long-term goal, we experimented with a minimum set of non-invasive biometric sensors can be used as predictor for emotions. Results are encouraging, yet not applicable in everyday practice. Further studies are required to collect additional data and improve classification performance, also leveraging training on an individual basis. Both the approaches adopted in the present study, i.e. the experience sampling and biometrics, can be used to achieve a shared goal, that is to support developers’ emotional awareness, thus enhancing their well-being and productivity. In the next future, we envision studies based on biometrics that can lead to a refined version of the taxonomy of emotion triggers we present in this paper, e.g. by asking people to self-report triggers for positive and negative emotions according to biometrics. Conversely, the taxonomy can be used in combination with biometrics, by leveraging triggers as one of the predictors in a classifier.
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