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(Except When it Isn’t)

Shonan Meeting 144: March 5, 20191 Darren Strash



Applications

Computer vision:

→ Image segmentation

† http://www.ntu.edu.sg/home/asjfcai/Benchmark Website/benchmark index.html

†
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Applications

Computer vision:

Map labeling:

Tracking submarines:

Museum

Gas Station

Wildlife Park

Restaurant

→ Maximize nonoverlapping labels

→ Coordinate information from multiple sensors
* By Rama [CeCILL (http://www.cecill.info/licences/Licence CeCILL V2-en.html) or CC
BY-SA 2.0 fr (https://creativecommons.org/licenses/by-sa/2.0/fr/deed.en)], from Wikimedia
Commons

*

→ Image segmentation

† http://www.ntu.edu.sg/home/asjfcai/Benchmark Website/benchmark index.html

†
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Large real-world networks

Graphs with millions/billions of nodes and “structure”

→ sparse, many low-degree vertices

→ social networks, web-crawl graphs, co-citation networks

Shonan Meeting 144: March 5, 20193 Darren Strash
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→ graph C4000.5 solved with 1 year of computation!

Branch-and bound is limited to hundreds (maybe
thousands) of vertices
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Large real-world networks

Graphs with millions/billions of nodes and “structure”

→ sparse, many low-degree vertices

→ social networks, web-crawl graphs, co-citation networks

→ graph C4000.5 solved with 1 year of computation!

Branch-and bound is limited to hundreds (maybe
thousands) of vertices

Sparse graphs should be worse...
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α(G) is (roughly) linear for sparse graphs...

Large real-world networks

→ linear search depth is infeasible for branch and bound
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α(G) is (roughly) linear for sparse graphs...

Large real-world networks

→ linear search depth is infeasible for branch and bound

...enter inexact algorithms!
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Branch and Reduce

[Akiba and Iwata, 2016]
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Branch-and-reduce algorithms

Branch: Select vertex, remove neighbors

Reduce

Undo reductions, backtrack
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Branch-and-reduce algorithms

Branch: Select vertex, remove neighbors

Reduce

Undo reductions, backtrack

→ Effective in theory: O∗(1.1996n) [Xiao and Nagamochi, 2017]
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Reduction rules

Degree 0
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u

Reduction rules

Degree 0 Degree 1
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u
u

Reduction rules

Degree 0 Degree 1

Degree 2

u
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u
u

↓
Contract into single vertex

Reduction rules

Degree 0 Degree 1

Degree 2

u

vertex folding
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And more...

• LP-relaxation

• Twin

→ Maximize
∑
xv where xu + xv ≤ 1. If xv = 1, then in

some MIS.

• Unconfined

→ Generalization of vertex folding

→ Some MIS exists without “unconfined” vertices

[Akiba and Iwata, 2016]

Reductions

• Diamond, alternative, . . .
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And more...

• LP-relaxation

• Twin

→ Maximize
∑
xv where xu + xv ≤ 1. If xv = 1, then in

some MIS.

• Unconfined

→ Generalization of vertex folding

→ Some MIS exists without “unconfined” vertices

• Packing constraints
→ Maintain constraints that update throughout recursion

[Akiba and Iwata, 2016]

Other techniques

Reductions

• Diamond, alternative, . . .

• Branching rules, vertex ordering, . . .
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• Solves in less than 1 second:
• Citation networks (≈200,000 vertices)
• Web crawl graphs (≈500,000 vertices)
• Social networks (≈3,000,000 vertices)

Works well!

On LAW, SNAP, KONECT graphs...
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• Solves in less than 1 second:
• Citation networks (≈200,000 vertices)
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Works well!

• Some take much longer:
• as-skitter (big) (1,170,580 vertices) 48 min
• web-Stanford (163,390 vertices) 13 hours
• Many networks remain unsolved
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• Solves in less than 1 second:
• Citation networks (≈200,000 vertices)
• Web crawl graphs (≈500,000 vertices)
• Social networks (≈3,000,000 vertices)

Works well!

• Some take much longer:
• as-skitter (big) (1,170,580 vertices) 48 min
• web-Stanford (163,390 vertices) 13 hours
• Many networks remain unsolved

→ why?

→ why?

→ what can be done about it?

reductions are
powerful

Combine reductions and heuristic search
Remove redundant computation

On LAW, SNAP, KONECT graphs...
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The power of simple reductions

[Strash, 2016]
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• Solves in less than 1 second:
• Citation networks (≈200,000 vertices)
• Web crawl graphs (≈500,000 vertices)
• Social networks (≈3,000,000 vertices)

→ why?

An explanation
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• Solves in less than 1 second:
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• Web crawl graphs (≈500,000 vertices)
• Social networks (≈3,000,000 vertices)

→ why?

→ After reductions, nearly all graphs are empty.

An explanation
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• Solves in less than 1 second:
• Citation networks (≈200,000 vertices)
• Web crawl graphs (≈500,000 vertices)
• Social networks (≈3,000,000 vertices)

→ why?

→ After reductions, nearly all graphs are empty.

• 80% instances solved with two reductions (< 1 sec)

• Vertex folding
• Isolated clique removal

· · ·

An explanation
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Combining reductions and inexact algorithms
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Heuristic: Guess “likely candidates”

• Branch-and-reduce selects one solution vertex at a time
→ Limits the number of reductions in next recursion call

→Choose vertex

Exponential time!

[Lamm et al. 2016]
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Heuristic: Guess “likely candidates”

• Branch-and-reduce selects one solution vertex at a time
→ Limits the number of reductions in next recursion call

• Can we guess many vertices that are likely in an MIS?

→ Remove and continue applying reductions

→Choose vertex

→Choose set

Exponential time!

Fast, but inexact

[Lamm et al. 2016]
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Evolutionary algorithm [EvoMIS]

• Swap whole blocks of independent set nodes using
separators and graph partitioning

• Start with an initial independent set I

→ next generation

few vertices A BA B Update solutions to and with
local search

[Lamm et al. 2015]
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• Finds large independent sets in large sparse networks.
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Evolutionary algorithm [EvoMIS]

• Swap whole blocks of independent set nodes using
separators and graph partitioning

• Start with an initial independent set I

→ next generation

few vertices A BA B

Idea: Select low-degree vertices from “fittest” independent set.

Update solutions to and with
local search

• Finds large independent sets in large sparse networks.

[Lamm et al. 2015]
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ReduMIS: Near-optimal on “difficult networks”

• Finds exact MIS faster, when exact algorithm is slow:
• as-skitter (big)
• web-Stanford
• bcsstk30
• brack2
• col

48 min → 21 min
13 hours → 5 min
8.6 hours → 2.4 sec

13 min → 9.4 sec
2 hours → 28 sec

17
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ReduMIS: Near-optimal on “difficult networks”

• Finds exact MIS faster, when exact algorithm is slow:

• Finds exact MIS, for large networks with known MIS size

• Consistently finds same value for large graphs with
unknown MIS size

• as-skitter (big)
• web-Stanford
• bcsstk30
• brack2
• col

48 min → 21 min
13 hours → 5 min
8.6 hours → 2.4 sec

13 min → 9.4 sec
2 hours → 28 sec

• cnr-2000
• skitter
• amazon
• ny

→ 230,036
→ 328,626
→ 309,794
→ 131,502

17
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ReduMIS: Finds larger solutions faster

• Consistently finds larger solutions on social, Web,
and road networks

→ averaged over 5 runs.
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ReduMIS: Finds larger solutions faster

• Consistently finds larger solutions on social, Web,
and road networks

• However, finds worse solutions for huge meshes

• Consistent, even as we scale to graphs on 10M to
100M nodes

→ averaged over 5 runs.
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Iterated Local Search [ARW]

• Start with some maximal independent set
• (1,2)-swaps → remove one vertex, add two
• avoid swapping “recently” swapped vertices
• When not possible, perturb the solution

[Andrade et al. 2012]
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Iterated Local Search [ARW]

• Start with some maximal independent set
• (1,2)-swaps → remove one vertex, add two
• avoid swapping “recently” swapped vertices
• When not possible, perturb the solution

→(1,2)-swap

[Andrade et al. 2012]
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Accelerating Local Search

• Problem: Too much time to wait for high-quality solution.

[Dahlum et al. 2016]
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. . .

Inexact, for speed up

Accelerating Local Search

• Problem: Too much time to wait for high-quality solution.

• Solution: Speed up local search with reductions,
and removing vertices.

online

Exact, reduce graph size

high-degree

[Dahlum et al. 2016]
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. . .

Inexact, for speed up

Accelerating Local Search

• Problem: Too much time to wait for high-quality solution.

• Solution: Speed up local search with reductions,
and removing vertices.

online

Exact, reduce graph size

high-degree

[Dahlum et al. 2016]

300x faster!
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Linear-time reductions [Chang et al. 2017]

Problem: Vertex folding is slow with high-degree neighbors
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Linear-time reductions [Chang et al. 2017]

Problem: Vertex folding is slow with high-degree neighbors

Solution: Avoid it...

· · · → or or...
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Linear-time reductions [Chang et al. 2017]

Problem: Vertex folding is slow with high-degree neighbors

Solution: Avoid it...

· · · → or

Repeat: Add small degree vertex to solution + reduce

or...
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Linear-time reductions [Chang et al. 2017]
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Scalable Reductions [Hespe et al. 2018]

Problem: Effective reductions are slow
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Scalable Reductions [Hespe et al. 2018]

Solutions:

Only check parts of graph that change
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Scalable Reductions [Hespe et al. 2018]

Solutions:

Only check parts of graph that change

Parallelize
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Scalable Reductions [Hespe et al. 2018]

Solutions:

Only check parts of graph that change

Stop reductions if they are ineffective

Parallelize
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Scalable Reductions [Hespe et al. 2018]
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The weighted case
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Weighted variant

Cannot solve on graphs with 500 vertices

One LP reduction — untested

> 2 months ago:
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New reductions

u

heaviest

[Lamm et al. 2019]
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New reductions

u

↓
Contract into single vertex

heaviest heaviest
sum heavier, but each lighter

[Lamm et al. 2019]
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New reductions

u

↓
Contract into single vertex

heaviest heaviest
sum heavier, but each lighter

heaviest

[Lamm et al. 2019]
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New reductions

u

↓
Contract into single vertex

heaviest heaviest
sum heavier, but each lighter

heaviest

sum heavier, but sum of 2 lighter

[Lamm et al. 2019]
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New reductions

u

↓
Contract into single vertex

heaviest heaviest
sum heavier, but each lighter

heaviest

sum heavier, but sum of 2 lighter ????

[Lamm et al. 2019]
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Meta-reductions

u

I

Theorem.
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Meta-reductions

u

I

w(u) ≥ w(I) ?Theorem.

Choose u
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Meta-reductions

u

I

w(u) ≥ w(I) ?Theorem.

Choose u

u

I

w(u) < w(I) ?Theorem.
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Meta-reductions

u

I

w(u) ≥ w(I) ?Theorem.

Choose u

u

I

w(u) < w(I) ?Theorem.

I uniquely larger? contract

u′
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Practice / Application: Viability for map labeling
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Practice / Application: Viability for map labeling

and more
graphs
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Conclusion

Reductions are effective in practice

Reductions + heuristics are a winning combination

Reduction efficiency is important in practice

Next? → transfer to theory
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Conclusion

Reductions are effective in practice

Reductions + heuristics are a winning combination

Reduction efficiency is important in practice

Next? → transfer to theory

Thank you!
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