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\mu_1 x_1 = 1 \\
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\mu_3 x_3 = 0
\]
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**Scheduling:** Any non-anticipating policy
Processor-sharing, first-come-first-served, ...

**Load balancing:** Immediate and irrevocable
Choose server $i$ with probability $\frac{x_i}{x_1 + \ldots + x_n}$

**Relations with other algorithms:**
- Insensitive (Bonald et al., 2004)
- Join-idle-queue (Lu et al., 2011)
- Join-below-threshold (Zhou et al., 2018)
- Idle-one-queue (Gupta and Walton, 2019)
**Stationary distribution**

The evolution of the state \( x = (x_1, \ldots, x_n) \) defines a continuous-time Markov chain.

\[
\pi(x) = \beta(\ell)(x_1 + \ldots + x_n) \prod_{i=1}^{n} (\mu_i / \lambda)
\]

**Loss probability**:

\[
1 - \beta(\ell) = \sum_{x_1 + \ldots + x_n \leq \ell} (x_1 + \ldots + x_n) \prod_{i=1}^{n} (\mu_i / \lambda)
\]
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Low traffic: There is $\lambda^* > 0$ such that, for $\lambda \leq \lambda^*$, the loss probability is minimized when $\ell_1 L \approx \frac{\mu_1}{\mu_1 + \mu_2}$ and $\ell_2 L \approx \frac{\mu_2}{\mu_1 + \mu_2}$.
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\[
\begin{align*}
L &= 20 \\
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\end{align*}
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Future works

- Optimize for other performance metrics.
- Generalize our results to other models that account for locality constraints.