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What makes a good scientific paper in sports? Of course, some ingredients are indispensable: sound methodological approach, new insights, lucid writing… But to top it off, one needs a good story: a story that captures the imagination, a story we can relate to, a story with which we are (perhaps vaguely) familiar. Every sport has good stories—a sport cannot survive without them.

The six papers presented in this section represent research in specific sports that are not covered by the other sections of the anthology; these papers address five different sports. In addition to representing research on a wide variety of sports, the types of questions considered in these papers vary quite a bit. However, the papers in this section also have something in common: each tells a good story. From the famous Holyfield versus Lewis boxing match to the continuing debate on the hot-hand effect, each of the papers in this section offers an interesting story that expands our understanding. Here, we introduce each of these papers and identify their innovative contributions.

Zaman (2001) addresses a well-known hockey issue known as the Pull-the-Goalie (PtG) problem: at what moment should the coach decide to pull the goalie (i.e., to change the goalie for a regular skater) in order to maximize the chance to score a tying goal when trailing by one (or two) goals late in the game? Research on this question was initiated by Morrison (1976), and a recent paper on this topic has been published by Beaudoin and Swartz (2010). Most approaches to the PtG problem are based on the arrival of goals being modelled as a Poisson process, thereby assuming a constant probability over time of a goal occurring. Then, pulling the goalie increases the scoring rate of the team that pulls its goalie (as well the scoring rate of the opposing team!). In contrast to these traditional approaches, Zaman proposes a Markov chain model that includes the location of the puck in the field as a state. There are seven states: Goal A, Shot A, Zone B, Neutral, Zone A, Shot B, and Goal B. One advantage of this point of view is that the state of the game has an impact on the decision when to pull the goalie. Indeed, one should be more careful when the puck is in one’s defensive zone compared to when the puck is in the offensive zone. It turns out that, pulling the goalie with 5–8 minutes left to play is the right decision when trailing by one goal depending on the location of the puck. This outcome is consistent with outcomes from traditional approaches, and also shows that in practice coaches are too conservative.

The second paper (Dawson and Magee, 2001) also deals with the National Hockey League (NHL). Can we reliably predict performance of NHL players as a function of the player’s position (goalies, defensemen, forwards), year, and overall rank in the draft (or pick number)? Performance is measured by the number of NHL games played. A recent contribution attributing a value to each pick number is found in Hurley et al. (2012). Dawson and Magee focus on three questions: (i) What is the expected difference in number of games played between a player drafted as the first player and a player drafted as the second player? (ii) How well does a franchise draft its players? (iii) To what extent are European players undervalued in the draft? The authors propose a multiplicative model, and describe a so-called weighted pool-adjustment-violators algorithm to arrive at the estimates. They find that for each of the three positions a relation between pick number and number of games played. They also find substantial variation among franchises with respect to the difference between the actual and predicted
number of games played by the franchises' draftees. Finally, it is found that in a particular period (1988-1992), European draftees played more matches than expected.

One of the most intensely debated issues in sport statistics is the "hot-hand" question: are success probabilities of consecutive attempts independent? Clearly, this question turns up in many different sports: basketball, baseball, golf, darts, tennis, volleyball, to name a few; see Bar-Eli et al. (2006) for an overview of research on this topic. Some papers find the effect, others do not. In particular, an influential study in basketball by Gilovich et al. (1985) finds no evidence of the effect. The third paper (Dorsey-Palamaete and Smith, 2004) addresses the presence of the hot hand in bowling. It is argued that bowling has a number of properties that make it attractive for testing the existence of a hot hand effect. Indeed, the absence of interplay of opponents, the almost identical circumstances prior to each attempt, and the regular time-intervals between throws, make bowling a sport well-suited for studying the presence of the hot hand effect. By categorizing each throw as a strike or a non-strike, a binomial model can be used to model that the success probability is stationary, and that throws are independent: player i has a probability p_i to throw a strike. Analyzing the data reveals that a bowler's success probabilities are not independent of previous trials. More specifically, success breeds success, as the authors say; most bowlers have a higher strike proportion after j consecutive strikes than after j consecutive non-strikes, and this effect increases with the value for j.

Who won the boxing fight? This innocent-looking question is not always so easy to answer, as those who watched the match between Evander Holyfield and Lennox Lewis on March 13, 1999 may remember. This particular match was called a draw, even though many observers felt Lewis had the upper hand. Lee et al. (2002) looks at this fight and the September 1999 fight between Oscar de la Hoya and Felix Trinidad with respect to interrater agreement. A boxing match is divided into 12 rounds with each round scored individually by three judges who cannot communicate with each other. An individual scorecard then consists of a sequence of 12 symbols, one for each round, indicating whether a round was won by one opponent, by the other opponent, or was called even. The paper shows that it is possible to compute the probability that a particular scorecard is observed, and thereby offer a way to identify and quantify the variance in scoring behavior of different judges, both official ones and unofficial ones. Of course, this gives the opportunity to assess judges' behavior (see also Balmer et al. (2005) who focus on home advantage). The authors further argue that unfamiliarity with the precise scoring rules and the perhaps not well-understood inherent stochastic nature of scoring a boxing fight may cause the perceptual difference between general opinion and the actual outcome of a fight. It also may result in bad advice to a boxer while the match is in progress, as exemplified by the match between Oscar de la Hoya and Felix Trinidad.

More and more, the National Basketball Association (NBA) drafts players who are not seniors in college, but instead sophomores, juniors, or freshmen. Thus, a player in college, aspiring to play in the NBA is confronted with the difficult of decision whether to stay in college for another year or enter the draft. There are obvious pros and cons for each alternative. The fifth paper in this section (Bishop and Gajewski, 2004) provides several examples indicating there is no single good choice. The authors define a statistic (the "bling" number), which assesses a player's potential and can be seen as representing the draft likelihood. This number is computed using first principal components analysis and next performing a logistic regression. The principal components analysis identifies from all criteria two major factors, namely game (minutes played, points made, rebounds, and so on) and body (height, weight, blocks). The logistic regression was then used to predict whether a player was drafted. To balance the error
rate among players predicted to be drafted and players predicted not to be drafted, a cutoff probability of 0.20 was chosen, leading to 64 players that were predicted to be drafted in the 2001 season. Individual analysis of some of these athletes reveals that other factors (heart for the game, leadership) also influence drafting decisions.

In the sixth paper in this section, Marcus (2001) proposes a new table tennis rating system. Notice that a rate represents the strength of a player whereas a ranking system only produces an ordinal list of players. Probably, the best-known rating system in sports is the chess rating system (see e.g., Glickman (1999)). In table tennis, due to the large variety in player characteristics (in number of matches played per year), a Bayesian model is deemed appropriate; such a model treats a player's strength as uncertain and uses conditioning to incorporate new results. After a precise and clear description of the current system in use, the new system is explained and the two systems are compared. The paper argues convincingly that a rating system should not use scores of matches to rate players. In the new approach, the strength of each player is modelled as a random variable. The paper describes how to initialize this strength, how strength evolves over time (by adding a random walk), and how new match results are processed to arrive at adjusted strengths. Resolving this latter issue can be computationally intensive, and the paper discusses ways to speed up the algorithm.
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