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1. INTRODUCTION

A service-oriented system is composed of software services that interact with one another for a given purpose. To ensure that this purpose is attained, designers specify these interactions and their dependencies in some form. In principle, the participating services are implemented, adapted, or configured to comply with this specification. However, services may be developed, operated, and evolved by independent teams or organizations. Thus, there is no guarantee that once a system is under operation, some services will not deviate from the specification. For example, after sending a request, a service may receive a reply of the wrong type, a service may reject a message sent by another service, messages may be received out of order, etc. Furthermore, each of these unexpected behaviors may cascade into other deviations. In general terms, service independence raises the question of **conformance**: "Do all services in a service-oriented system operate as expected?"

This article addresses the following question: Given an expected service behavior captured as one or several **process models**, and an observed behavior as registered in a **message log**, does the observed behavior conform to the expected behavior?

We use the term **service choreography** to refer to a specification of the expected behavior of an individual service or collection of services. Choreographies may be captured in a number of languages. In this paper, we consider a standard language for service behavior specification, namely the Business Process Execution Language for Web Services (BPEL) [Jordan et al. 2006], but the results can well be applied to other languages. Also, the paper assumes that messages are represented according to the XML and SOAP standards [Box et al. 2000], but the proposed techniques could be applied to other message formats. Finally, the article focuses on checking the fulfillment of control flow dependencies captured in the choreography. We do not consider the issue of checking that each individual message conforms to its expected message type, as this is a well-understood problem.

When a choreography and a message log do not conform, two scenarios are possible. First of all, the model may be assumed to be correct because it represents the way partners should work, and the question is whether the events in the log are consistent with the process model. For example, the log may contain event sequences that are not possible according to the model. This may indicate violations of the choreography. Second, the event log may be assumed to be "correct" because it is what really happened. In the latter case the question is whether the choreography that has been agreed upon is no longer valid and should be modified. In this article, we provide techniques for addressing both of the above scenarios.
The following examples illustrate the need for conformance checking of service behavior by comparing (service) choreographies with message logs.

—To manage its interactions with suppliers and carriers, a large retail company (LRC) has set up a number of logistics services. One of these services is responsible for tracking shipments. This service is activated when a supplier sends a “request for routing instructions” for a particular replenishment order. The service gathers details from a human operator, and responds to the supplier with the corresponding “routing instructions” indicating which carrier should be used and where should the products be shipped. Subsequently, the supplier interacts with the nominated carrier. Once the shipment has been picked up by the carrier from the supplier’s premises, the supplier is expected to send an “Advanced Shipment Notification” (ASN) to LRC’s shipment tracking service. Subsequently, the carrier may send a number of “shipment status notifications” to LRC. Normally, such status notifications would only be received by LRC after a corresponding ASN has been received. However, some suppliers may be late in sending their ASN or may fail to send it altogether, or messages may come out of order. By checking the conformance of the actual message logs with the “ideal choreography,” LRC may detect and quantify such deviations.

—Consider a supplier’s order management service and the corresponding procurement service on the customer’s end. The customer starts an interaction by placing an order. The supplier acknowledges through an initial order response, possibly followed by one or several order updates. The customer can change or cancel the order under some circumstances. However, requests for changes or cancellations to an order cannot be accepted once the supplier has issued an “order confirmation.” Also, the supplier expects that the customer will not send requests for changes or cancellations for orders which have not yet been acknowledged through an initial order response. By using conformance checking, the buyer and/or the supplier may find out if their services actually follow this agreed-upon choreography. Later in the article, we will consider a variant of this example to illustrate our approach and its corresponding tools.

These examples hint at a possible link between Service Level Agreements (SLAs) and Quality of Service (QoS) monitoring on the one hand, and conformance checking on the other. However, SLAs and QoS metrics typically focus on performance indicators such as time, failure rate or cost of activities and processes [Cardoso et al. 2004]. Such indicators assume that the process conforms to some predefined model. Thus, conformance checking of service behavior is complementary to SLA and QoS monitoring.

This article addresses the problem of choreography conformance checking by building on earlier work on checking the conformance of a formal model (e.g., a Petri net) with respect to a set of traces. To link this work to the technologies currently used in service-oriented systems, we provide a mapping from BPEL to Petri nets and a mapping from SOAP messages to event logs.
Figure 1 illustrates the contributions and the structure of the article. Section 2 gives an overview of the approach used in this paper. Section 3 elaborates on the notion of conformance and introduces the ProM Conformance Checker. Then, in Section 4, we discuss the mapping of BPEL onto WF-nets [Ouyang et al. 2005a, 2005b], a subclass of Petri nets. Section 5 discusses ways of extracting high-level event logs from SOAP message logs. Section 6 describes a case study demonstrating the feasibility of our approach and the tools we have developed. Related work is discussed in Section 7, and Section 8 concludes the article.

2. OVERVIEW OF APPROACH

The goal of choreography conformance checking is to verify that all parties behave as expected, that is, to answer the question “Does the service behavior match the service specification?” Both the service behavior and the service specification refer to occurrences of activities. Hence, choreography conformance checking suggests capabilities with respect to observing activities. Depending on the setting, the activities themselves may be recorded or it is just possible to see the messages being exchanged. Middleware products such as IBM’s WebSphere, Oracle BPEL, and Colombo, maintain detailed logs of activities. However, in many cases only SOAP messages can be observed. Fortunately, it is typically possible to link SOAP messages to activities and implicitly derive activity occurrences. Message exchanges and activity occurrences may be seen from the perspective of a global observer or from that of a local observer. The global observer sees activities and/or messages at the process level, that is, involving multiple services. A local observer sees only the activities and/or messages related to a single service. Based on these two viewpoints (activities/messages and global/local) at least four possible settings for choreography conformance checking can be derived: (a) relevant messages exchanged between all services involved in a choreography are visible, (b) relevant activities executed inside all services involved in a choreography are visible, (c) relevant messages sent
Conformance Checking of Service Behavior

or received by a single service are visible, and (d) relevant activities executed within a single service are visible. In this paper, we will focus on the third setting (observing messages locally). Moreover, we assume that the service specification is expressed in terms of abstract BPEL [Jordan et al. 2006]. However, our ideas and techniques are applicable to all four settings and do not depend on the use of BPEL.

Figure 2 describes the approach proposed in this article. Based on a process model described as an abstract BPEL process (i.e., the service specification), we generate a Petri net [Desel et al. 2004]. We use a translation described in [Ouyang et al. 2005a, b] and implemented in a tool called BPEL2PNML.1 We also propose an approach to monitor and to correlate SOAP messages in order to construct event logs. Conformance checking is performed by comparing the obtained event logs with the Petri net. The reason for using Petri nets as an intermediate step is that it is simpler to check the conformance of a simple formal model than checking the conformance of a complicated language like BPEL.

The article considers two notions of conformance: fitness and appropriateness. An event log and a Petri net fit if the Petri net can generate each trace in the log. In other words, the Petri net describing the choreography should be able to “parse” every event sequence extracted from the message logs. Rozinat and Aalst [2006] show that it is possible to quantify fitness; for example, an event log and Petri net may have a fitness of 0.66 indicating that 66 percent of the events in the log are possible according to the model. Unfortunately, high fitness does not imply conformance: It is easy to construct Petri nets that are able to parse any event log. Although such Petri nets have a fitness of 1.0, they do not provide meaningful information about the service’s behavior. This is why we consider a second dimension, namely appropriateness. Appropriateness captures the idea of Occam’s razor: “one should not increase, beyond what is necessary, the number of entities required to explain anything.” A model is appropriate if it is the “simplest” one explaining the observed behavior. Thus, overfitting and underfitting models are avoided.

The techniques proposed in this article are implemented in a tool called Conformance Checker. This tool is integrated into the ProM framework.2 Although ProM offers a wide range of tools related to process mining [Aalst et al. 2003] (e.g., LTL checking, process discovery, verification), in this paper we focus on ProM’s Conformance Checker and its application to monitoring services.

For conformance checking, it is crucial that each event recorded in the log can be linked to (i) a process instance (also called a case) and (ii) a process model element (e.g., an activity in BPEL terms or a transition in Petri-net terms).3 In Figure 2 this is indicated by the pairs (MT,PI). PI refers to a specific process instance, that is, a unique identifier of the case being processed. Examples of a PI are a customer id, a customer order reference, a social security number,

3This requirement is also found in process mining techniques [Aalst et al. 2003] (e.g., the α algorithm [Aalst et al. 2004]).
Fig. 2. Overview of the approach. The top level shows the process model in BPEL and the recorded behavior in the form of SOAP messages. The BPEL specification is mapped onto Petri nets and the SOAP messages are put in an event log. Finally, both are compared using conformance checking.

a patient id, etc. $MT$ is the message type that can be linked to some activity $AT$. Examples of an $MT$ are “request for information,” “approval message,” and “decline offer.” Note that, depending on the setting, it may be possible to directly capture activity occurrences and have events of the form ($AT$, $PI$) where $AT$ refers to an activity. When middleware products such as IBM’s Websphere and Oracle BPEL are being used, this is realistic. Otherwise, it is likely that only
messages can be intercepted and events are of the form $\langle MT, PI \rangle$. In this paper we focus on the latter situation.

It may seem trivial to capture events of the form $\langle MT, PI \rangle$ or $\langle AT, PI \rangle$. In the presence of process-aware information systems such as workflow management systems (e.g., Staffware, Filenet, FLOWer, etc.) and dedicated middleware products (e.g., MQSeries and Oracle BPEL) it is indeed easy to extract the desired information. However, in many other situations this turns out to be much more complicated. Section 5 discusses different ways of extracting event logs from SOAP message logs.

In an ideal situation the abstract BPEL process and the observed messages conform (a precise definition will be given in the next section). However, there may be discrepancies between the actual service behavior recorded in the event log and the service specification represented in BPEL. There are two possible causes for non-conformance: (1) the service implements a process different from the specification given by the abstract BPEL process; and (2) the environment behaves differently from what could be expected based on the specification given by the abstract BPEL process. In the remainder, we will show that it is indeed possible to measure conformance and track down discrepancies between the abstract BPEL process and the observed message exchanges. Although, we have implemented this in the context of BPEL, other languages for service interaction specification could be used. The only requirement is that these languages should be suitable for describing all message exchanges between the services involved in the choreography, and there should be a mapping from the control-flow subset of that language to Petri nets.

As shown earlier in Figure 1, the next three sections present how conformance checking can be applied to service behavior. First, we present an approach to do conformance checking given a Petri net and an event log (Section 3). Then we show a mapping from abstract BPEL to Petri nets (Section 4) and discuss the various ways in which service behavior (e.g., SOAP messages) can be captured and mapped onto a format suitable for conformance checking (Section 5).

3. CONFORMANCE CHECKING BASED ON PETRI NETS

The starting point for conformance checking is the presence of both an explicit process model, describing how some business process should be executed, and some kind of event log, giving insight into how it was actually carried out. Clearly, it is interesting to know whether they conform to each other. In Rozinat and Aalst [2006] this question has been explored using Petri nets to represent process models [Desel et al. 2004], and assuming some abstract event log where log events are only expected to (i) refer to an activity from the business process, (ii) refer to a case (i.e., a process instance), and (iii) be totally ordered. As indicated before, we assume that messages can be associated to activities and cases. Moreover, there is no interaction among cases. Therefore, we can assume that an event log is simply a multiset of activity traces; that is, each case refers to a sequence of activities and a log is simply a collection of such sequences. By mapping BPEL onto Petri nets and SOAP
messages onto multisets of traces, we can focus on the core idea of conformance checking.

We have identified two dimensions of conformance, fitness and appropriateness [Rozinat and Aalst 2006, 2008]. Fitness relates to the question whether the observed process behavior complies with the control flow specified by the process model, while appropriateness can be used to evaluate whether the model describes the observed process in a suitable way (cf. Occam’s razor as discussed in Section 1).

To illustrate both dimensions of conformance we use the example process shown in Figure 3(a). The process is represented as a Petri net [Desel et al. 2004]. The squares in Figure 3(a) are transitions and represent activities. The circles are places and represent pre- and post-conditions (i.e., partial states). In a Petri net, places may hold tokens. The marking of a Petri net is the distribution
of tokens over places (i.e., the state). The network structure is static while the number of tokens and their location may change. A transition is enabled if there is a token on each of its input places. A transition may fire if it is enabled. Firing implies removing tokens from the input places and producing tokens for the output places. In Figure 3(a), transition A is enabled. Firing A implies moving a token from place Start to place c1, etc. Note that there are two transitions bearing the same label “Set Checkpoint.” Each of these two transitions represents an activity that can be thought of as an automatic backup action within the context of a transactional system; that is, activity A is carried out at the beginning to define a rollback point enabling atomicity of the whole process, and at the end to ensure durability of the results. Then, the actual business process is started with the distinction of low-value claims and high-value claims, which get registered differently (B or C). The policy of the client is always checked (D) but in the case of a high-value claim, additionally, the consultation of an expert takes place (G), and then the filed liability claim is being checked in more detail (H). Finally, the claim is completed according to the former choice between B and C (i.e., E or F).

Figures 3(b)–(d) show three example logs for the process described in Figure 3(a) at an aggregate level. This means that process instances exhibiting the same event sequence are combined as a logical log trace while recording the number of instances to weigh the importance of that trace. Note that each of the logs shown in Figure 3 represents a multiset of traces; for example, log L1 contains 4070 occurrences of (A, B, D, E, A), 245 occurrences of (A, C, D, G, H, F, A), and 56 occurrences of (A, C, G, D, H, F, A). An event log can be viewed as a multiset of traces since only the control flow perspective is considered here. In a different setting like, for example, mining social networks, the resources performing an activity would distinguish those instances from each other.

Event log L1 completely fits the model in Figure 3(a) as every log trace can be associated with a valid path from Start to End. In contrast, event log L2 does not match completely, as the traces ACHDFA and ACDHFA lack the execution of activity G, while event log L3 does not contain any trace corresponding to the specified behavior.

Now consider the two process models shown in Figure 3(e)–(f). Although event log L2 fits both models quantitatively, that is, the event streams of the log and the model can be matched perfectly, they do not seem to be appropriate in describing the observed behavior. The first one is much too generic (“underfitting”) as it covers a lot of extra behavior, allowing for arbitrary sequences containing the activities A, B, C, D, E, F, G, or H, while the latter—although it does not allow for more sequences than those that were observed in the log—only lists the possible behavior instead of expressing it in a meaningful way (“overfitting”). Note that such underfitting and overfitting models could be constructed for any log, for example, also L1 and L3 in Figure 3. Therefore, these extremes do not offer a better understanding than can be obtained by just looking at the aggregated log. So there is also a qualitative dimension and we claim that a “good” process model should somehow be minimal in structure to clearly reflect the described behavior (i.e., structural appropriateness), and minimal.
in behavior to represent as closely as possible what actually takes place (i.e., \textit{behavioral appropriateness}).

Conformance checking aims at both quantifying the respective dimension of conformance and locating the mismatch, if any. We have developed metrics for measuring the fitness and the behavioral and structural appropriateness of a given process model and event log [Rozinat and Aalst 2006]. But we also seek for suitable visualizations of the results as this is crucial to understand the sources of mismatches.

For example, we can quantify fitness by replaying the log in the model. For this, the replay of every log trace starts with marking the initial place in the model and then the transitions that belong to the logged events in the trace are fired one after another. While doing so, one counts the number of tokens that had to be created artificially (i.e., the transition belonging to the logged event was not enabled and therefore could not be \textit{successfully executed}) and the number of tokens that were left in the model (they indicate that the process has not \textit{properly completed}). Only if there were neither tokens left nor missing, the fitness measure evaluates to 1.0, which indicates 100% fitness.

Figure 4 shows that the places of missing and remaining tokens during log replay can also be used to provide insight into the location of error. Because of the remaining tokens (whose amount is indicated by a $+$ sign) in place $c_6$ transition $G$ has remained enabled, and as there were tokens missing (indicated by a $-$ sign) in place $c_7$ transition $H$ has failed seamless execution. This suggests that the expert consultation (activity $G$) did not take place for all the treated cases, and possible alignment actions would be to either enforce the specified process or to introduce the possibility to skip activity $G$ in the model.

Both dimensions of conformance, that is, fitness and appropriateness, have been implemented in the ProM Conformance Checker [Rozinat and Aalst 2006]. Note that the checker supports \textit{duplicate activities}, for example, in Figure 3(a) there are two activities with label $A$. This is important because multiple activities in a BPEL specification can exchange messages of a given type and are therefore indistinguishable. Similarly, it is important that the Conformance Checker supports \textit{silent steps}, that is, activities that are not logged. Note that the presence of silent activities makes it necessary to construct parts of the state space to find the most likely path.

4. MAPPING BPEL ONTO WF-NETS

To provide tool support for conformance checking of BPEL processes we rely on two tools developed by the authors of this article: BPEL2PNML and WofBPEL.
BPEL2PNML translates BPEL process definitions into Petri nets represented in the Petri Net Markup Language (PNML). WofBPEL, built using Woflan [Verbeek et al. 2001], applies static analysis and transformation techniques on the output produced by BPEL2PNML. For the purpose of conformance checking, WofBPEL is used to: (i) simplify the Petri net produced by BPEL2PNML by removing unnecessary silent transitions, and (ii) convert the Petri net into a so-called WorkFlow net (WF-net), which has certain properties that simplify the analysis phase and is the input format required by the ProM Conformance Checker.

Further on, we discuss the mapping from BPEL to WF-nets and illustrate it using a BPEL process definition of a supplier service that we will use as a running example in the remainder of this paper.

4.1 The Supplier Service

Figure 5 provides an overview of a process definition capturing the behavior of a “Supplier Service.” This figure uses a visual notation reflecting the syntax of BPEL. This service provides a purchase order and change order service for customers, where the purchase order that has been placed may be changed once.

The Supplier process is initiated upon receiving a purchase order that contains one or several line items. The supplier may accept or reject any ordered item, possibly suggesting alternative products, quantities or delivery dates in the latter case. The supplier replies to the purchase order either with a single response listing the outcome for all items, or with multiple responses corresponding to subsets of the items. The rationale for having multiple responses is that the supplier may be unable to determine outright if it can accept a line item. In this case, the supplier sends a first response listing the items of which the outcomes have been determined. Additional responses are then sent as information becomes available. After receiving an order response, the customer may request to change the previous purchase order because of some item(s)
being rejected. A change order is an updated purchase order that overrides the previous one. Similarly to the processing of a purchase order, the supplier may reply with a single response or with multiple responses to a change order.

For the readers who want to see the actual definitions of the Supplier service both as an abstract and as an executable BPEL process, we refer to a technical report where we include the full BPEL specifications [Aalst et al. 2005]. An abstract process is defined at the level of abstraction required to capture public aspects of the service (i.e., message exchanges with the environment). In the working example, the abstract process specifies that the service receives orders and change orders and sends order responses and change order responses, and captures the control dependencies between these messages. Meanwhile, an executable process represents a possible implementation of the abstract process. However, services are not always coded as BPEL executable processes.

4.2 Mapping BPEL to Petri Nets

We first map BPEL processes to Petri nets, which can be then converted to WF-nets. When using Petri nets to capture the formal semantics of BPEL, we allow the usage of both labeled and unlabeled transitions. The labeled transitions model events and basic activities. The unlabeled transitions (τ-transitions, also known as silent steps) represent internal actions that cannot be observed by external users. This section presents only selected parts of the mapping. A complete version of the formal specification of the mapping can be found in Ouyang et al. [2005b].

4.2.1 Activities. We start with the mapping of a basic activity (X) shown in Figure 6, which also illustrates our mapping approach for structured activities. The net is divided into two parts: one (drawn in solid lines) models the normal processing of X, the other (drawn using dashed lines) models the skipping of X.

In the normal processing part, the four places are used to capture four possible states for the execution of activity X: \( r_X \) for “ready” state, \( s_X \) for “started” state, \( c_X \) for “completed” state, and \( f_X \) for “finished” state. The transition labeled X models the action to be performed. This is an abstract way of modeling basic activities, where the core of each activity is considered as an atomic action. Two \( \tau \)-transitions (drawn as solid bars) model silent steps, that is, internal

---

Fig. 6. A Basic activity.
actions for checking preconditions or evaluating post-conditions for activities. In the mapping of BPEL to Petri nets, we will introduce many silent steps to model the "logical wiring" among transitions representing the actual activities. The skip path in Figure 6 is mainly used to facilitate the mapping of control links. Note that the to_skip and skipped places are respectively decorated by two patterns (a letter Y and its upside-down image) so that they can be graphically identified. In Figure 6, hiding the subnet enclosed in the box labeled X yields an abstract graphic representation of the mapping for activities. This is used in the rest of the article.

Figure 7 depicts the mapping of structured activities. Next to the mapping of each activity is a BPEL snippet of the activity. More \(\tau\)-transitions (drawn as hollow bars) are introduced for the mapping of routing constructs. In Figure 7 and subsequent figures, the skip path of the mapping is not shown if it is not used. A detailed description of the mapping [Ouyang et al. 2005b] is outside the scope of this paper. However, to give some insight into the mapping, we describe the mappings of while and scope activities in some detail.

A while activity supports structured loops. In Figure 7(e), activity X has a subactivity A that is performed multiple times as long as the while condition

---

**Fig. 7.** Mapping structured activities.
Example BPEL code 1:
<scope name="Q">
  <eventHandlers>
    <onMessage e="normal">
      activity HE
    </onMessage>
  </eventHandlers>
</scope>

Example BPEL code 2:
<scope name="Q">
  <eventHandlers>
    <onAlarm e="normal">
      activity HE
    </onAlarm>
  </eventHandlers>
</scope>

Fig. 8. Mapping event handlers.

(z) holds and the loop construct ends if the condition does not hold anymore (~z).

A scope provides event and fault handling. It has a main activity that defines its "normal" behavior. To map fault handling, we define four flags for a scope, each represented by a Petri net place, as shown in Figure 7(f). These flags are: to continue, indicating the execution of the scope is in progress and no exception has occurred; to stop, signaling an error has occurred and all active activities nested in the scope need to stop; snapshot, capturing the scope snapshot defined in Jordan et al. [2006] which refers to the preserved state of a successfully completed uncompensated scope; and no snapshot, indicating the absence of a scope snapshot. Specifically, if a fault occurs during the execution of the normal behavior associated to a scope, it will be caught by one of the fault handlers defined for the scope, and the scope switches from normal "processing" mode to "fault handling" mode. These two modes are represented by places to continue and to stop. A scope in which a fault has occurred is considered to have ended abnormally and thus cannot be compensated, even if the fault has been caught and handled successfully. This is represented by places snapshot and no snapshot. For space reasons, we do not describe fault handlers and other advanced constructs. Full details, including a formal definition of the mapping, can be found in a separate technical report [Ouyang et al. 2005b].

4.2.2 Event Handlers. A scope can provide event handlers that are responsible for handling normal events (i.e., message or alarm events) that occur concurrently when the scope is running. Figure 8 depicts the mapping of a scope (Q) with an event handler (EH). The four flags associated with the scope are omitted. The subnet enclosed in the box labeled EH specifies the mapping of EH. As soon as scope Q starts, it is ready to invoke EH. Event e_normal is enabled and may occur upon an environment or a system trigger. When e_normal occurs, an instance of EH is created, in which activity HE ("handling event") is executed. EH remains active as long as Q is active. Finally, event e_normal becomes disabled...
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once the normal process (i.e., main activity A) of Q is finished. However, if a new instance of EH has already started before $e_{normal}$ is disabled, it is allowed to complete. The completion of the scope as a whole is delayed until all active instances of event handlers have completed.

4.2.3 Example: Mapping of the Supplier Process. Figure 9 depicts the mapping of the Supplier process shown in Figure 5. The complete mapping of the Supplier process, as obtained using BPEL2PNML, is summarized in Figure 9. This figure sketches the top-level structure including the top-level scope, the fault handler, and the event handler in the process. For illustration purposes, some net details (e.g., those associated to the process scope and the skip paths) are omitted. Also, for the sake of readability the following conventions are used: place to continue is labeled by a “C,” to stop by an “X,” snapshot by a “smiley face” and no snapshot by an exclamation mark. The reader does not need to understand this diagram in detail. What is important to retain is that any abstract BPEL specification can be mapped onto a Petri net, but in this mapping process a large number of silent steps (i.e., transitions with label $\tau$) are introduced. Next we will show how to remove these and simplify the Petri net prior to performing conformance checking.

4.3 From Petri Nets to WF-Nets

The ProM Conformance Checker takes a WF-net [Aalst 1998] and an MXML log as input. A WF-net is a Petri net which models a workflow process definition. It has exactly one input place (called source place) and one output place (sink place). A token in the source place corresponds to a case (i.e., process instance) which needs to be handled, and a token in the sink place corresponds to a case which has been handled. Also, in a WF-net there are no dangling tasks and/or conditions. Tasks are modeled by transitions and conditions by places. Therefore, every transition/place should be located on a path from the source place to the sink place in a WF-net [Aalst 1998].

The Petri net obtained from the automated mapping to Petri nets is generally not a WF-net. For example, the Petri net sketched in Figure 9 contains four sink places: one at the bottom of the figure and four along the dotted line labeled cancellationScope. Such additional source and sink places come from the mapping of constructs that can cause activities to be skipped, namely: control links and fault handlers attached to scopes. In order to facilitate the mapping of control links and fault handlers, and to be consistent in the way structured activities are mapped in BPEL, we have assumed in our mapping that any activity may be skipped. As a result, a skip path is generated for every activity in BPEL2PNML. However, not every activity can actually be skipped. A straightforward counterexample is the root activity (i.e., the top-level process scope). By removing these idle skip fragments, the Petri net obtained from the initial phase of the mapping can be converted to a WF-net.

We use WofBPEL to convert the Petri nets returned by BPEL2PNML to WF-nets. WofBPEL has originally been built to perform analysis on the Petri nets produced as output from BPEL2PNML. Since it uses Woflan [Verbeek et al. 2001] and Woflan can only handle WF-nets, WofBPEL first needs to remove
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[Note]: The concrete action of “throwFault” is modelled by one transition, which is graphically represented by two transitions “throwFault”, to avoid arc crossing.

Fig. 9. Mapping of the Supplier process shown in Figure 5.
the idle skip fragments to obtain a WF-Net. In addition to this, WofBPEL also applies behavior preserving reduction rules based on the ones given by Murata [1989]. This way, the size of the net can be significantly reduced by removing unnecessary silent transitions and redundant places. Note that there is a difference between the rules given by Murata and the rules used in WofBPEL. The explanation for this difference is that in our case the non-silent transitions (represented by labeled transitions) should never be removed.

Figure 10 shows the reduction rules used in WofBPEL, where only silent transitions ($\tau$-transitions) can be removed. The first rule shows that a (silent) transition connecting two places may be removed by merging the two places, provided that tokens in the first place can only move to the second place. The second rule shows that multiple alternative silent transitions can be reduced to a single one. Note that after applying the second rule one may be able to apply the first rule provided that the first place has only one remaining output arc (see Figure 10). The third rule shows that self-loops can be removed if the transition involved is silent. When applying the rules one should clearly differentiate between silent and non-silent transitions. For example, in the fourth and fifth

![Fig. 10. Behavior preserving reduction rules used in WofBPEL.](image-url)
rule at least one of the transitions should be silent, otherwise the rule should not be applied (as indicated). In the fourth rule the execution of \( y \) is inevitable once the silent transition has been executed. Therefore, it is only possible to postpone its occurrence. In the fifth rule the execution of \( x \) is always followed by the silent transition. Note that the silent transition cannot have any additional inputs. Therefore, it is only possible to postpone its occurrence. The two last rules do not remove any transitions but remove places. Transitions \( X \) and \( Y \) may be or may not be silent. The reduction rules shown in Figure 10 do not preserve the moment of choice and therefore assume trace semantics rather than branching or weak bisimulation semantics [Glabbeek and Weijland 1996].

Based on the preceding information, Figure 11 depicts the WF-net automatically generated from the Supplier BPEL process of Figure 5 using first BPEL2PNML to obtain a Petri net and then WofBPEL to remove idle skip paths and reduce the size of the net. For reference, the Petri net generated by BPEL2PNML for the Supplier process contains 96 places and 84 transitions, while the reduced WF-net contains 27 places and 27 transitions.

5. Monitoring and Correlating Messages

In order to perform conformance checking, we assume that messages sent and received by a service are logged. The resulting logs should be ordered chronologically and should contain for each message, an indication of whether the message is inbound or outbound, as well as the message headers (e.g., HTTP and/or SOAP headers). The message payload is not relevant as we focus on behavioral rather than structural conformance.

Given such a message log and a BPEL abstract process definition that is presupposed to correspond to the message log, we need to extract log traces such as those depicted in Figures 3(b)–(d)\(^5\). The labels in these log traces should correspond to labels in the Petri net obtained from the BPEL abstract process definition. These labels must allow one to determine the direction of messages and their message type. Thus, for each message we must determine:

—Its corresponding BPEL abstract process instance (herewith called its service instance). This is required because the event log needs to be structured as a set of log traces, each corresponding to one execution of the process capturing the actual behavior of the service.

—A label denoting the BPEL communication action in the abstract process definition to which the production or consumption of the message is attributed.

In the remainder of this section we discuss both issues in detail.

5.1 Grouping Messages into Log Traces

In order to apply the proposed conformance checking technique, messages need to be grouped into log traces each representing one execution of the service;

\(^5\)Note that we will extract more information but this is the bare minimum for conformance checking. The MXML format also allows for the logging of timestamps, data, resources, and transactional aspects.
that is, each message needs to be associated to a process instance. If the service is implemented as an executable BPEL process, this grouping of messages is trivial. The process is executed by an engine that generates logs associating each communication action (and thus the message consumed or produced by that action) to a process instance. All messages consumed or produced by a process instance can then be grouped into a log trace.
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If no executable BPEL process is available, we need to group messages into log traces just by looking at their contents. Current Web service standards do not make a provision for messages to include a “service instance identifier,” so assuming the existence of such an identifier may be unrealistic in some situations. Other monitoring approaches in the field of Web services have recognized this problem and have addressed it in different ways, but they usually end up relying on very specific and sometimes proprietary approaches. For example the Web Services Navigator [Pauw et al. 2005] uses IBM’s Data Collector to log both the contents and context of SOAP messages. But to enable correlation, the Data Collector inserts a proprietary SOAP header element into messages.

In order to avoid relying on proprietary SOAP extensions, we use a generic grouping mechanism that we term **chained correlation**. The idea of chained correlation is that every message, except for the first message of a service instance, refers to at least one previous message belonging to the same service instance. In the context of contemporary Web service standards and middleware this correlation information can be obtained in at least two ways:

—When using SOAP in conjunction with WS-Addressing, each message contains an identifier (messageID header) and may refer to a previous message through the relatesTo header. If we assume that these addressing headers are used to relate messages belonging to the same service instance in a chained manner, it becomes possible to group a raw service log containing all the messages sent or received by a service into log traces corresponding to service instances. This is the method used in our case study and more details will be given in Section 6. The method is applicable when using Oracle BPEL as well as various other Web service middleware supporting the WS-Addressing standard. Note however Web service middleware supporting WS-Addressing may use the replyTo header to correlate messages as opposed to the relatesTo. Specifically, the replyTo header of a given message (say M) may contain a URI uniquely identifying the message in question. Subsequently, when another message M′ of the opposite directionality is observed that has the same URI in the To header, M and M′ can be correlated.

—The second method is based on the identification of properties that a message has in common with another message belonging to the same service instance. In BPEL, properties shared by messages belonging to the same service instance are captured as correlation sets. A correlation set can be seen as a function that maps a message to a value of some type. Correlation sets are associated with communication actions. When a message is received that has the same value for a correlation set as the value of a message previously sent by a running service instance, the message in question is associated with this instance. This allows one to map messages to service instances, except for those messages that initialize a correlation set, that is, those messages that start a new instance. Assuming that in the BPEL abstract process of a service only the initial actions of the protocol initialize correlation sets, and all other actions refer to the same correlation sets as the initial action, each message produced or consumed by the service can be mapped to a service instance as follows: The full message log is scanned in chronological order. A
message is either related to a new service instance if it corresponds to a communication action that initializes a correlation set, or related to a previously identified service instance if the values of its correlation set match those of a message sent by the previous service instance.

In some cases, neither of the techniques outlined above is applicable. In other words, there may be no way of defining a function that can determine whether a given message is related to a previously observed message. In this case, techniques from the area of Web session identification can be employed, but such techniques are not 100% reliable. This avenue is considered in Gombotz and Dustdar [2005].

5.2 Abstracting Messages as Labels

Once the message log has been grouped into log traces corresponding to service instances, we associate each message in a log trace with a transition label used in the WF-net obtained from the BPEL abstract process definition. These transition labels represent communication actions seen at the level of abstraction used for conformance checking.

BPEL's communication action types are: invoke, reply, receive, and onMessage (or onEvent in BPEL 2.0). A receive or an onMessage action consumes one message, a reply produces one message, while an invoke can either produce a single message (simple send) or produce a message and consume another one in that order (synchronous send-receive). Without loss of generality, we assume that the BPEL abstract process given to the Conformance Checker does not contain any synchronous send-receive. For the purposes of conformance checking, a synchronous send-receive can be decomposed into a sequence activity containing a simple send followed by a receive. Also without loss of generality, we assimilate reply actions to send actions and onMessage handlers to receive actions, since these elements have the same effect in terms of message logs.

Thus, for conformance checking purposes, we view communication actions in a BPEL abstract process as being labeled by a pair \( \langle D, MT \rangle \) where \( D \) stands for the direction (inbound or outbound) and \( MT \) for message type. All noncommunication actions are given \( \tau \)-labels since their execution does not manifest itself as message log entries. Actions with \( \tau \)-labels in the abstract process get translated to silent transitions.

Under this labeling scheme, it is possible that two actions in a BPEL process get the same label. Hence, the Petri net generated from a BPEL abstract process may have multiple (nonsilent) transitions with the same label. Fortunately, this possibility is supported by the conformance checking technique, for instance, the example in Figure 3(a) contains two actions with label A.

Each communication action in a BPEL process definition is linked to a WSDL operation. A WSDL operation in turn is associated with binding information that determines how messages related to that operation are encoded and exchanged over a given communication protocol (e.g., SOAP over HTTP or XML over HTTP). The structure of an operation's binding information varies depending on the transport protocol, but in any case it normally provides a means to identify messages that pertain to that operation. In the case of SOAP
over HTTP, the binding information for a WSDL operation maps this operation to a SOAPAction identifier. This makes it possible to reliably associate a SOAP message with a WSDL operation by inspecting the SOAPAction field in the HTTP header of the message. In the case of a communication protocol based on plain XML over HTTP, the binding information of a given WSDL operation may include a relative URL to be found in the HTTP headers of every message pertaining to that operation. Again, this makes it possible to associate a SOAP message to an operation by analyzing the "request URI" in the message's HTTP header.

In the general case, however, the SOAPAction header and the mapping between WSDL operations and SOAPAction identifiers are optional. In the absence of this information, associating SOAP messages to WSDL operations may require inspection of the message's body. Specifically, the top-level element in the SOAP message body needs to be compared with the message type associated to each operation supported by the service. This technique is only reliable if operations map to message types with different top-level elements. Otherwise, the user of the conformance checker would have to provide a function mapping each SOAP message in the log to a WSDL operation. This illustrates that the versatility of SOAP and WSDL make it difficult to achieve a general and reliable solution for the problem of mapping messages to operations. In some cases, tailor-made solutions are required.

Despite these potential obstacles, it is realistic to assume that every message produced or consumed by a service for which a BPEL abstract process is defined, can be mapped to a WSDL operation. With this information and the message direction, we can construct log traces such that each entry in the trace can be matched to a communication action label under the labeling scheme described above. Because we are able to map a BPEL specification onto a Petri net (cf. Section 4) and we can associate messages to both process instances and activities (cf. this section), we can now apply the conformance checking techniques described in Section 3.

6. EXPERIMENTAL APPLICATION OF THE APPROACH

This section discusses the applicability of the approach and tools described in previous sections using the example from Section 4.1. We focus specifically on the "local message observer" setting, that is, relevant messages exchanged between all services involved in the choreography (i.e., Supplier and Customer) are visible.

6.1 Obtaining Event Logs

To generate SOAP messages, we needed to implement services that would behave, at least presumably, according to the abstract BPEL processes describing the choreography. We could have used a conventional programming language to implement these services. However, we chose not to do so and implemented an executable process definition corresponding to the "supplier" role in the working example. Specifically, we took the abstract BPEL process definition of the supplier role as a starting point and we added into it manual tasks (e.g. for
order entry and processing), data manipulation actions and other details. In this way, we obtained an executable BPEL process definition that we deployed into the Oracle BPEL Process Manager (version 10.1.2)\(^6\).

SOAP messages are typically exchanged between two services, which can both run on the same server or on different servers. For this reason, we also had to implement a simple “Customer” executable BPEL process. The Customer process places an order, waits for an orderResponse, then places a change-Order, waits for two orderChangeResponses, and then exits. We deployed the executable BPEL processes on two different Oracle BPEL servers.

Subsequently, we created instances of the executable BPEL processes and we executed these instances using the console and worklist handler provided by the Oracle BPEL platform. This allowed us to generate SOAP messages between two Oracle BPEL servers (one for the supplier and one for the customer), which we then altered to introduce different types of deviations.

Unfortunately, we were unable to obtain the SOAP messages directly from Oracle BPEL. No option existed to log all SOAP messages sent and/or received to a file, and they were also not stored in the database underlying the Oracle BPEL server. As a result, we had to use a TCP Tunneling technique to obtain the SOAP messages. With this technique, it is fairly easy to eavesdrop on a specific combination of host and port. Typically, incoming messages all go to the same combination of host and port, but outgoing messages can be directed to a multitude of combinations of hosts and ports. As a result, it is more convenient to eavesdrop on the incoming messages on each server. Examples of collected SOAP message logs from both servers are given in a technical report [Aalst et al. 2005]. From the SOAP message logs, it is straightforward to generate a log as shown in Figure 12. Since Oracle BPEL, by default, relies on WS-Addressing, the first message (the order) contains a unique message id (e.g. bpel://localhost/default/Customer~1.1/301-BpInv0-BpSeq0.3-3), and all other related messages refer to this message id.

Both the WF-net corresponding to the abstract Supplier process (cf. Figure 11) and the log from Figure 12 can be imported by the ProM framework to check their conformance.

6.2 Conformance Checking

Having demonstrated that it is feasible to obtain an event log (such as in Figure 12) from service executions, we now use conformance checking techniques (see also Section 3) to validate the supplier service specification for a number of interaction scenarios. Table I shows five execution sequences which should be valid for the supplier service as specified in Section 4.1 and eight which should not.

Scenarios 1–5 reflect message sequences which should be compliant with the process specification (note that Scenario 5 corresponds to the example from Figure 12). They all start with an initiating order, followed by one or more orderResponses, and potentially complete with a change request and one or more orderChangeResponses.
Fig. 12. A small fragment of a SOAP-based log in MXML format.

Scenarios 6–13 represent conceivable settings of misbehavior, whereas 6–9 correspond to possible violations by the supplier service and 10–13 contain violations by the client or environment of the service. Both Scenario 6 and 7 show situations where the conversation has not been completed properly as after having received the order request the service needs to send at least one orderResponse (missing in Scenario 6), and following a change request at least
Table I. Desirable and Undesirable Scenarios for the Supplier Service Execution

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Fitness</th>
<th>Log trace</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.0</td>
<td>(order, orderResponse)</td>
</tr>
<tr>
<td>2</td>
<td>1.0</td>
<td>(order, orderResponse, orderResponse, orderResponse)</td>
</tr>
<tr>
<td>3</td>
<td>1.0</td>
<td>(order, orderResponse, change, orderChangeResponse)</td>
</tr>
<tr>
<td>4</td>
<td>1.0</td>
<td>(order, orderResponse, orderResponse, change, orderChangeResponse, orderChangeResponse)</td>
</tr>
<tr>
<td>5</td>
<td>1.0</td>
<td>(order, orderResponse, change, orderChangeResponse, orderChangeResponse)</td>
</tr>
<tr>
<td>6</td>
<td>0.625</td>
<td>(order)</td>
</tr>
<tr>
<td>7</td>
<td>0.749</td>
<td>(order, orderResponse, change)</td>
</tr>
<tr>
<td>8</td>
<td>0.905</td>
<td>(orderResponse)</td>
</tr>
<tr>
<td>9</td>
<td>1.0</td>
<td>(order, orderResponse, change, orderResponse, orderResponse, orderResponse)</td>
</tr>
<tr>
<td>10</td>
<td>0.769</td>
<td>(order, change, orderChangeResponse)</td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>(change)</td>
</tr>
<tr>
<td>12</td>
<td>0.914</td>
<td>(order, orderResponse, change, orderChangeResponse, change)</td>
</tr>
<tr>
<td>13</td>
<td>0.971</td>
<td>(order, orderResponse, change, change, orderChangeResponse)</td>
</tr>
</tbody>
</table>

one orderChangeResponse must be sent (missing in Scenario 7). In Scenario 8 the supplier service sends an orderResponse that is not correlated with a previous order, and in Scenario 9 it still sends another orderResponse although a change request has been received already (and thus only orderChangeResponses should be sent). Scenario 10 shows the situation where the environment invokes a change request although the first orderResponse has not been sent by the service yet. In Scenario 11 a change request is invoked which is not even related to a previous order. Both Scenario 12 and 13 show a situation in which a second change is requested by the client, which is not allowed.

In order to verify the given scenarios with respect to the supplier service specification from Section 4.1 we use the reduced Petri net model generated from the abstract BPEL process, shown in Figure 11. Having imported it into the ProM framework, the Conformance Checker [Rozinat and Aalst 2006] is able to replay the log containing the scenarios in the model. Based on the number of missing and remaining tokens the fitness measurement is calculated indicating whether a scenario corresponds to a valid execution sequence for that process. If not, the depiction of missing and remaining tokens aids in locating the problem.

Consider for example Figure 13(a), in which the Conformance Checker shows a part of the model after the replay of Scenario 8. In this situation a single orderResponse was sent without having received any previous order, which is not allowed. The place in the upper left corner which has no incoming arcs represents the start place of the whole process (i.e., a token will be put there in order to start the replay of the scenario). Following the control flow of the model it can be observed that the order transition is supposed to fire first in order to produce a token in the enlarged place on the right, which can be consumed by the orderResponse transition afterwards. However, since the log replay is carried out from a log-based perspective the missing tokens (indicated by a—sign) are created artificially and the task belonging to the observed message in the model (i.e., the orderResponse transition) is executed immediately. The fact that it had been forced to do so is recorded and the task is marked as having failed successful execution (i.e., it was not enabled). Furthermore, there are
tokens remaining in the enlarged places in the upper and the lower left corner (indicated by a + sign), which leads to the order transition remaining enabled after replay has finished. Remaining tasks are visualized with the help of a shaded rectangle in the background and they point to situations where a task was expected to be executed but did not occur.

Now reconsider Table I, where the Fitness column indicates for each scenario whether it corresponds to a valid execution sequence for our supplier service (i.e., during replay there were neither tokens missing nor remaining and therefore fitness = 1.0) or not (i.e., fitness < 1.0). As it shows 100% fitness for Scenario 1–5 the abstract BPEL process has been proven to be a valid specification with respect to the “well-behaving” conversation scenarios we thought of. However, it also allows for an execution sequence that we have classified.
as undesirable behavior, namely Scenario 9: Although another \textit{orderResponse} is sent after a \textit{change} request has been received already (and thus only \textit{orderChangeResponses} should be sent) the scenario proved to comply with the given abstract BPEL process specification. This is an interesting result as it makes us aware of the fact that—due to a number of intermediate states—the chosen fault/event handler construct does not completely capture the intended constraint. The same conclusion can be drawn from the behavioral appropriateness analysis with the Conformance Checker based on the five desirable scenarios only, where a screenshot of the result is depicted in Figure 13(b). The displayed part visualizes that, although according to the model a \textit{change} request could be followed by an \textit{orderResponse}, this never happened in the log (as the analysis is based on scenarios 1–5).

The small case study presented in this section demonstrates that conformance checking not only helps to detect deviations in terms of violations of the specified control-flow, but also can point to undesirable behavior which is captured by the model.

7. RELATED WORK

Several attempts have been made to capture the semantics of BPEL by means of translations into formal languages. Some have defined translations from BPEL to finite state machines [Fisteus et al. 2004], others to process algebra [Ferrara 2004], abstract state machines [Fahland and Reisig 2005], or Petri nets [Ouyang et al. 2005a, b; Hinz et al. 2005]. This article uses the translation to Petri nets presented in [Ouyang et al. 2005b] which is very detailed in terms of its coverage of control-flow constructs.

This article builds on earlier work on process mining, that is, the extraction of knowledge from event logs (e.g., process models or social networks). For example, the $\alpha$-algorithm [Aalst et al. 2004] can derive a Petri net from an event log. For an overview of process mining techniques, the reader is referred to Aalst et al. [2003].

In this article we use the conformance checking techniques described in preliminary form in Rozinat and Aalst [2006] and implemented in the ProM framework [Dongen et al. 2005]. The notion of conformance has also been discussed in the context of security [Aalst and Medeiros 2004], business alignment [Aalst 2005], and genetic mining [Medeiros et al. 2006].

The need for monitoring Web services has been raised by other researchers. For example, several research groups have been experimenting with adding monitor facilities via SOAP monitors in Axis (\url{ws.apache.org/axis/}). Lazovik et al. [2004] introduce an assertion language for expressing business rules and a framework to plan and monitor the execution of these rules. Baresi et al. [2004] use a monitoring approach based on BPEL. Monitors are defined as additional services and linked to the original service composition. Another framework for monitoring the compliance of systems composed of Web services is proposed in Mahbub and Spanoudakis [2004]. This approach uses event calculus to specify requirements. Ludwig et al. [2004] offer an approach based on WS-Agreement defining the Crona framework for the creation and monitoring of agreements. In
Gombotz and Dustdar [2005] and Dustdar et al. [2004] Dustdar et al. discuss the concept of Web services mining and envision various levels (Web service operations, interactions, and workflows) and approaches. Our approach fits in their framework and shows that Web services mining is indeed possible. In Pauw et al. [2005] a tool named the Web Service Navigator is presented to visualize the execution of Web services based on SOAP messages. The authors use Message Sequence Charts (MSCs) and graph-based representations of the system topology. Our work differs from these papers in two ways. First of all, we use a process model to check conformance rather than visualizing and analyzing frequent interaction patterns (i.e., scenarios). Typically, it is easier to specify a process rather than a complete set of scenarios, although scenarios can help in designing and analyzing a process. Moreover, a process specification enables a more intuitive visualization of the problem areas such as deviations from the intended behavior. Second, we consider the problem of correlation in more detail than these papers.

8. CONCLUSION

Service-oriented systems are composed of relatively autonomous entities (i.e., services). Unlike many classical systems there is not one entity controlling a monolithic system. Therefore, it is essential that each of the services involved in such a system behaves as the other services expect it to behave. In this paper we demonstrated the feasibility of conformance checking of service behavior, that is, comparing message logs with service behavior specifications to detect and to quantify deviations.

Although conformance checking of service behavior can be applied to a wide variety of settings, we focused on a particular usage scenario involving (1) abstract BPEL as the specification language of a single service and (2) SOAP messages exchanged between this service and other services. We demonstrated that specifications in terms of abstract BPEL can be mapped onto Petri nets and the SOAP messages exchanged between the various services can be mapped onto the MXML log format. Given a set of messages and an abstract BPEL specification we can then measure fitness and appropriateness. Moreover, if the observed behavior does not match the specified behavior, the deviations can be shown in both the log and the model. Using a case study utilizing Oracle BPEL as a process engine, we demonstrated that our approach is indeed applicable using current technology. We have implemented three tools to achieve this: (1) BPEL2PNML (for the mapping from BPEL to PNML), (2) WofBPEL (for process verification and cleaning up the automatically generated Petri net), and (3) the ProM Conformance Checker.

Although this paper focused on abstract BPEL, other languages could also be supported by replacing BPEL2PNML by a component providing the mapping onto Petri nets for the selected alternative language. In fact, we consider languages such as BPEL and WS-CDL not really suitable for the specification of services. They tend to describe things at a too low level, that is, a level suitable for execution but less suitable for describing what the different services need to agree upon. Hence future research will aim at conformance checking in the context of more declarative languages such as DecSerFlow [Aalst and Pesic
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Moreover, we would like to apply our approach to more real-life case studies. One of the problems we are facing is that at this point in time only few organizations use BPEL and can provide us with SOAP logs. Clearly, conformance checking can be applied in many domains ranging from auditing (cf. the Sarbanes-Oxley Act) to software testing. Therefore, we plan to consider a wide variety of applications and not limit ourselves to web services. Another topic for further research is the visualization of behavior conformance, for example, by combining the ideas presented in Pauw et al. [2005] with our process-oriented approach.
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