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Conditional probability of X given Y = y:

• Discrete random variables X and Y

P(X = x |Y = y) =
P(X = x, Y = y)

P(Y = y)

and

P(X = x) =
∑

y

P(X = x |Y = y)P(Y = y)

• Continuous random variables X and Y

fX(x |y) =
f (x, y)
fY (y)

, P(X ≤ x |Y = y) =
∫ x

−∞

fX(u|y)du

and

P(X ≤ x) =
∫
∞

−∞

P(X ≤ x |Y = y) fY (y)dy

Recap: Conditional probability
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• Process time of item A is exponential with mean 2 hours

• Process time of item B is uniform on (0, 4) hours

Question: What is probability process time of A is less than that of B?

Breakdown

Process time

Breakdown

• Machine suffers from breakdowns

• Time between breakdowns is exponential with rate of 1 per hour

• After repair, processing resumes at point where it was interrupted

Question: What is the probability of 2 breakdowns during processing of B?
Question: What is the expected number of breakdowns?

Recap: Example
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Conditional expectation of X given Y = y:

• Discrete random variables X and Y

E(X |Y = y) =
∑

x

x P(X = x |Y = y),

and

E(X) =
∑

y

E(X |Y = y)P(Y = y).

• Continuous random variables X and Y

E(X |Y = y) =
∫
∞

−∞

x fX(x |y)dx,

and

E(X) =
∫
∞

−∞

E(X |Y = y) fY (y)dy.

Recap: Conditional expectation
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Manufacturing Networks, http://www.tue.nl/mn

Graduation project

Automatically Composing Print
Batches at Shapeways

Subject

Shapeways is a 3D printing marketplace founded in Eindhoven, The Netherlands. Customers of
Shapeways upload 3D printable files which Shapeways will print for them.

After an object is checked for printability by engineers, the supply chain team of Shapeways
decides at which production facility an ordered object is going to be printed. This can be in New
York or Eindhoven, depending on the shipping location.

Per production facility there is now a buffer of objects that need to be printed on a specific kind
of printer. Now a human planner manually selects objects and assigns these to a printer. The
kind of objects and the amount of objects that are selected, are based on the experience and
intuition of the planner.

Shapeways wants to automate this process of composing the print batches. This will reduce
labor cost and reduce lead time. It will also create more consistently dense trays, which reduces
material and machine cost, and increases bottleneck utilization.

Assignment

The goal of the project is to improve the quality and the composition time of the print batches.
This is done by converting the current manual way of composing these batches to an
optimization problem and solve this.

Since the size of this problem is large, it is not trivial to solve this problem within a reasonable
amount of time; so a heuristic or brand and bound algorithm is to be searched or developed to
solve this.

Where innovation starts

Start May 2014
Finish Dec 2014

Student J.P.N. Freens
Supervisors prof.dr.ir. I.J.B.F. Adan, dr. A.Y. Pogromsky, ir. H. Ploegmakers (Shapeways)

3D printing:

• Expected time to print a tray of height x meter is 18
√

x hours

• Height of tray is uniform between 0.5 and 1 meter

Question: What is the expected time to print a tray?

Recap: Example
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• Manufacturing system transforms material to meet demand

• Buffer is excess resource to correct misalignment between

– transformation

– demand

• Three forms of buffers

1. Inventory (extra material in transformation process)

2. Time (delay between demand and satisfaction)

3. Capacity (extra transformation capacity)

• Lack of alignment due to variability

Variability
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Bad variability:

Cause Example

Planned outages setups
maintenance

Unplanned outages machine failures
operator unavailability

Quality problems rework
scrap

Operation variation skill differences
material variations

Question: Is variability always bad?

Examples of variability
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(Potentially) Good variability:

Cause Example

Product variety GM
Demand variability Jiffy Lube (while-you-wait oil change)

Examples of variability
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• Increasing variability degrades the performance of a production system

• Variability in a production system will be buffered by some combination of

1. Inventory

2. Time

3. Capacity

• How to buffer for variability depends on the environment!
Examples:

– Retailer of ballpoints

– Emergency service

– Organ transplants

Implications of variability
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If you do not pay to reduce variability, you will pay in terms of:

• Lost throughput

• Wasted (idle) capacity

• Inflated cycle times

• Larger inventory (WIP) levels

• Long manufacturing lead times

• Poor customer service

Pay me now or pay me later
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Mach 1 Finite buffer Mach 2Unlimited
raw material

• Process time machine 1 has mean te(1) = 20 (mins) and cv ce(1) = 1

• Process time machine 2 has mean te(2) (mins) and cv ce(2)

• Finite buffer of size N in between two machines

• Machine 1 never starved (always raw material)

• Machine 2 never blocked

Cases:

1. Balanced, moderate cv, large buffer: te(2) = 20, ce(2) = 1, N = 10

2. Balanced, moderate cv, small buffer: te(2) = 20, ce(2) = 1, N = 1

3. Unbalanced, moderate cv, small buffer: te(2) = 10, ce(2) = 1, N = 1

4. Balanced, low cv, small buffer: te(2) = 20, ce(1) = ce(2) = 0.25, N = 1

Revisit: Buffer machine model
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Case N te(2) ce(2) δ u(2) ϕ w

1 10 20 1 66 0.92 150 6.9
2 1 20 1 54 0.75 60 2.3
3 1 10 1 67 0.47 36 1.7
4 1 20 0.25 69 0.96 51 2.5

So we pay for:

1. Throughput by long cycle times and high WIP

2. Short cycle times and low WIP by lost throughput

3. Short cycle times and low WIP by wasted capacity

4. High throughput, short cycle times and low WIP by variability reduction

Revisit: Buffer machine model
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Variability affects:

• The way material flows through the system

• How much capacity can be utilized

Implications:

• In a stable system and in the long run, the rate out of a system equals the
rate in (minus scrap)

• In steady state, all plants will release work at an average rate which is
strictly less than the average capacity

• In a production line, variability early in the line increases cycle time more
than equivalent variability later in the line

• If a station increases utilization (without making other changes), average
WIP and cycle time will increase in highly nonlinear fashion

Impact of variability
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Cycle time

ϕ ≈

(
c2

a + c2
e

2

)(
u

1− u

)
te + te

as a function of the utilization u, 0 < u < 1:

Cycle time
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Question:

Which is more variable:
Process time of individual part or that of batch of parts?

• Process time of part with mean te and variance σ 2
e

ce(part) =
σe

te

• Process time of batch n of parts

te(batch) = nte, σ 2
e (batch) = nσ 2

e ,

ce(batch) =
σe(batch)
te(batch)

=

√
nσe

nte
=

ce(part)
√

n

• Coefficient of variation of batch process time decreases by 1/
√

n!

Variability pooling: Batching
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Question:

Does this mean that we should produce parts in batches to reduce variability?

Variability pooling: Batching
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Types of batches:

• Process batch: Many parts processed together

– Sequential:
Parts are produced sequentially before change-over to other family

– Simultaneous:
Parts are produced simultaneously (e.g., in furnace)

• Transfer batch: Many parts are moved together

– The smaller the batch the less time waiting to form the batch

– The smaller the batch the more material handling

Batching
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Model:

• Batches of parts arrive at single machine

• Setup between each batch

• Batch size affects

– Number of setups (and thus utilization)

– Time spent by part waiting in batch

Question:

What is good choice for batch size?

Sequential batching interactions



20/28

Buffer Bj2b receives jobs and sends batches of size k:
proc Bj2b(chan? job a; chan! list job b; int k):

list job xs;
job x;

while true:
select

a?x:
xs = xs + [x]

alt
size(xs) >= k, b!xs[:k]:
xs = xs[k:]

end
end

end

Batch processing machine
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Machine and exit process:
proc M(chan? list job a; chan! list job b; dist real u):

list job x;

while true:
a?x;
delay sample u;
b!x;

end
end

proc real E(chan? list job a; int n):
int i;
real sum;
list job x;

while i < n:
a?x;
for j in range(size(x)):

sum = sum + (time - x[j]);
end;
i = i + size(x);

end;
exit sum / n

end

Batch processing machine
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Buffer batch machine model:

model real GIBj2bME(real ta, te; int k; int n):
chan lot a;
chan list job b, c;

run G(a, exponential(ta)),
Bj2b(a, b, k),
M(b, c, constant(te)),
E(c, n)

end

Batch processing machine



23/28

• k is batch size

• ra is arrival rate of parts (parts per hour)

• ca is coefficient of variation of inter-arrival time of parts

• ts is time to perform setup (hour)

• σs is standard deviation of setup

• tp is mean time to process single part

• σp is standard deviation of process time of single part

Sequential batching interactions
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• Batches arrive at rate ra/k

• Coefficient of variation of inter-arrival time of batches

ca(batch) =
ca
√

k

• Effective process of batch

te = ts + ktp, ce =

√
σ 2

s + kσ 2
p

ts + ktp

• u = ra
k te = ra

( s
k + tp

)
• Stability: u < 1, so

k >
rats

1− ratp

Sequential batching interactions
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• Mean flow time (of batch)

ϕ =

(
c2

a(batch)+ c2
e

2

)(
u

1− u

)
te + te

Question: How to include waiting of part to form batch?

• Mean wait-to-batch time

k − 1
2

1
ra

• Mean total flow time (of part)

ϕ =
k − 1
2ra
+

(
c2

a(batch)+ c2
e

2

)(
u

1− u

)
te + te

Sequential batching interactions
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Example: ra = 0.4, ca = 1, ts = 5, σs = 2.5, tp = 1, σp = 0.5
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Sequential batching interactions
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Job splitting: Individual parts are sent downstream as soon as processed

Question:

What is mean flow time in case of job splitting?

• Mean effective process time of part

ts +
k + 1

2
tp

• Mean total flow time

ϕ =
k − 1
2ra
+

(
c2

a(batch)+ c2
e

2

)(
u

1− u

)
te + ts +

k + 1
2

tp

Sequential batching interactions
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Observations:

• Minimum process batch to yield stable system may be greater than 1

• For large batch sizes, flow time grows proportionally with batch size

• Batch size minimizing flow time may be greater than 1

Sequential batching interactions


