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Exponential closed networks: Closed Jackson Networks
• Workstations 1, ... , M
• Workstation m has cm parallel identical machines

• N circulating jobs (N is the population size)

• Service times in workstation m are Exponential with rate µm

• Service is in order of arrival

• Routing: job moves from workstation m to n with probability pmn
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Exponential closed networks: Closed Jackson Networks
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Example: Robotic barn

• Design issues

– Number of robots

– Number and location of feeders, troughs, drinking places, cubicles
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Example: Robotic barn
• Closed network with N circulating cows and workstations:

1. Milking robot

2. Concentrate feeder

3. Forage lane

4. Water trough

5. Cubicle

6. Walking
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Example: Robotic barn
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Example: Zone-Picking

System
entrance/exit

Segment
entrance

Segment

Main conveyor

Segment conveyor
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Example: Zone-Picking
• Key features

– Man-to-goods solution

– Work-load control at multiple levels

– Limited buffer space at zones

– Recirculation (on main and local loops)

• Design issues

– Layout of the network

– Number and size of zones

– Location of items

– Number of pickers

– Required WIP level
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Example: Single Zone
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Example: Single Zone
• Closed network with N circulating totes and workstations:

1. System entrance/exit

2. Conveyors

3. Picking zones
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Example: Single Zone
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Example: KIVA system
Kiva robot Operating in warehouse

• Key features

– High throughput capability, flexibility and scalability

• Design issues

– Number and routing of robots

– Storage location of racks

– Number and location of pick locations

http://video.wired.com/watch/the-window-high-speed-robots-part-1-meet-bettybot-in-human-exclusion-zone-warehouses
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Example: KIVA system
• Closed queueing network model with N circulating robots and workstations:

1. Picking station

2. Storage/retrieval
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Example: KIVA system

Picker

Storage/Retrieval
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Example: Container terminal
Straddle carrier Container terminal Schematic layout

Where innovation starts

/ Department of
Mechanical Engineering

CONCEPT: Load Planning
Rescheduling at Container
Terminals

M. Hu

Manufacturing Networks

spreader; their maximum accelerations and speeds depending on the weight of the container are
used to determine the trajectories they cover. The movements of all equipment are visualized in
2D and if there is a customer demand, 3D visualization can be made as well. Figure 5.1 shows the
structure and some important inputs of TIMESquare. First, the layout of the terminal implemented.
Then, the containers in the yard are generated based on characteristic distributions. This will be
discussed in Section 5.3. Next, from these yard containers, a stowage plan is generated and based
on the loading strategy, load plans are made for the QCs. The way this is implemented is described
in Section 5.4. These load plans are used by the equipment planners that make planning decisions
which are executed by the equipment. The modeling of the planning and execution is described in
Section 5.5. The next section gives a clarification of the layout of the terminal.

Empty SC

RMG

SC carrying container

Road truck

Gate

QC

WSTP

SC parking

Figure 5.2: Yard overview

44

• Design issues

– Number of quay cranes

– Number of straddle carriers



16 Wednesday March 31

Example: Container terminal
• Closed queueing network model with N circulating straddle carriers and workstations:

1. Quay cranes

2. Gantry cranes

3. Transportation
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Example: Container terminal

One of the examples shows how the method can be applied to solve a queue-
ing network drawn from a model of a sea container terminal. In this model,
a fixed number of transportation vehicles (AGVs) go round, which represent
the jobs in a closed system. The container handling is done in two separate
phases, connected by a transportation phase. The first phase and last phase
represent stacking operations of the cranes. For unloading, the first phase will
be the retrieval of a container from the vessel together with the placement of the
container on the AGV. The last phase would represent the unloading of the con-
tainer from the AGV and the storage operation for further processing. For the
loading procedure, the route of the containers is reversed. The transportation
process is modeled to be subject to congestion.

The purpose of this model (which is inspired on the Jawaharlal Nehru Port
near Mumbai, India) is to predict the performance of the terminal in terms of
throughput. A general layout is shown in Figure 1.

This model is translated to the following queuing network. The container
handling operations are modeled as a two phase process. One service cycle
consists of a setup phase, for which the customer does not need to be present
at the server and a service phase, for which the customer has to be present at
the server. Both have exponentially distributed service times. The congestion
effect is modeled as a load dependent exponential server. The complete model
is shown in Figure 2.

Figure 1: Overview of the model of a sea container terminal.

1
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Example: Container terminal

Figure 2: Queuing network. The servers with two circles represent the two-
phase servers. The servers with an arrow through the circle represent the load
dependent servers.

2
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Exponential closed Single server network: Closed Jackson Networks
• Network states k = (k1, ... , kM) where km is number in station m: Note

∑M
m=1 km = N so

(N+M−1
M−1

)
states

• State probabilities p(k1, k2, ... , kM) satisfy balance equations (cm = 1)

p(k)
M∑

m=1
µmε(km) =

M∑
n=1

M∑
m=1

p(k + en − em)µnpnmε(km)

where em = (0, ... , 1, ... , 0) with 1 at place m and ε(k) =
{

1 if k > 0
0 else

• State probabilities p(k1, k2, ... , kM) have product form

p(k) = Cp1(k1)p2(k2) · · · pM(kM)

where C is normalizing constant and

pm(km) =

( vm
µm

)km

, km = 0, 1, ...

with vm the “arrival rate” to workstation m: Again the product of M/M/1 solutions!
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Exponential closed Single server network: Visiting frequency
• vm is the relative arrival rate or visiting frequency to m

vm =
M∑

n=1
vnpnm, m = 1, ... , M

• Equations determine vm up to a multiplicative constant

• Set v1 = 1: Then vm is the expected number of visits to m in between two successive visits to station 1
• Product form result also valid for fixed routing

• Although p(k) is again a product, the queues at stations are dependent!
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Exponential closed Single server network: Normalizing constant
• Define

C(m, n) =
∑

k1, ... , km ≥ 0∑m
i=1 ki = n

( v1
µ1

)k1 ( v2
µ2

)k2

· · ·

( vm
µm

)km

• Interpretation: C(m, n) is sum of products in network with stations 1, ... , m and population n
• Normalizing constant C = 1

C(M,N)

• Question: How to calculate C(M , N)?
• Answer: Buzen’s algorithm
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Exponential closed Single server network: Normalizing constant
• Buzen’s algorithm:

C(m, n) = C(m − 1, n)+ vm
µm

C(m, n − 1)

with initial conditions

C(0, n) = 0, n = 1, ... , N , C(m, 0) = 1, m = 1, ... , M

0N

n

m

1 1 1 1 1 1 1 1 1

M

0

0

0

0

0

0

0

0
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Exponential closed Single server network: Mean values
• Question: What is the real arrival rate λm?

• Answer:

λM = vM
C(M , N − 1)

C(M , N)
and

λm =
vm
vM

λM

• Question: What is mean number E (LM) in station M?

• Answer:

E (LM) =
1

C(M , N)

N∑
kM=0

kM

( vM
µM

)kM
C(M − 1, N − kM)

• Question: What is expected cycle time E (C) between two visits to station 1?

• Answer: By Little’s law

E (C) = N
λ1
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Exponential closed Multi server network
• State probabilities p(k1, k2, ... , kM) have product form

p(k) = Cp1(k1)p2(k2) · · · pM(kM)

where C is normalizing constant and

pm(km) =
km∏

k=1

vm
µm(k)

where µm(k) = min(k , cm)µm and vm visiting frequency to workstation m
• Product of M/M/cm solutions with arrival rate vm and service rate µm!

• Normalizing constant C can again be calculated via recursion
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Example: KIVA system

Picker

Storage/Retrieval

• N circulating robots

• Pick station is Exponential single server with rate µP

• Storage/Retrieval station is Exponential infinite server with rate µSR

• Visiting frequency v1 = v2 = 1
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Example: KIVA system

Picker

Storage/Retrieval

• State probabilities

p(kP , kSR) = p(N − kSR , kSR) = C
( 1
µP

)N−kSR 1
kSR !

( 1
µSR

)kSR
=

C
µN

P

1
kSR !

(
µP
µSR

)kSR
, kSR = 0, 1, ... , N

• Normalizing constant
µN

P
C
=

N∑
kSR=0

1
kSR !

(
µP
µSR

)kSR
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Example: KIVA system

Picker

Storage/Retrieval

• Throughput
λSR = λP = µP(1− p(0, N))
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Exponential closed Single server network: Arrival theorem
• Question: What is the state seen by job moving from one station to another?

• Answer: Number of jumps per time unit that see network in state k ∈ S(N − 1) = {k ≥ 0|
∑M

i=1 ki = N − 1}

M∑
m=1

p(k + em)µm =
1

C(M , N)
p1(k1) · · · pM(kM)

M∑
m=1

vm

• Number of all jumps per time unit in network

∑
l∈S(N−1)

M∑
m=1

p(l + em)µm =
1

C(M , N)
∑

l∈S(N−1)
p1(l1) · · · pM(lM)

M∑
m=1

vm,

• Fraction of jumps per time unit that see network in state k ∈ S(N − 1)
1

C(M,N)p1(k1) · · · pM(kM)
∑M

m=1 vm
1

C(M,N)
∑

l∈S(N−1) p1(l1) · · · pM(lM)
∑M

m=1 vm
=

1
C(M , N − 1)

p1(k1) · · · pM(kM)

which is probability that network with N − 1 circulating jobs is in state k
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Exponential closed Single server network: Arrival theorem
• Question: What is the state seen by job moving from one station to another?

• Answer: Job moving from one station to another sees network in equilibrium with population N − 1
• Remarks:

– Also valid for Multi server networks

– Also valid for jobs moving to specific station

• Question: What is the impact of the arrival theorem?

• Answer: Mean Value Analysis
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Exponential closed Single server network: Mean value analysis
• Define for network with population k

E(Sm(k)) = Mean sojourn time in station m
Λm(k) = Throughput of station m

E(Lm(k)) = Mean number in station m

• For population k = 1, 2, ... , N

E(Sm(k)) = E(Lm(k − 1)) 1
µm
+

1
µm

(Arrival theorem)

Λm(k) =
kvm∑M

n=1 vnE(Sn(k))
(Little)

E(Lm(k)) = Λm(k)E(Sm(k)) (Little)

with initially E (Lm(0)) = 0
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Exponential closed Multi server network: Mean value analysis
• For population k = 1, 2, ... , N

E(Sm(k)) = Πm(k − 1) 1
cmµm

+

(
E(Lm(k − 1))− Λm(k − 1)

µm

) 1
cmµm

+
1
µm

Λm(k) =
kvm∑M

n=1 vnE(Sn(k))
E(Lm(k)) = Λm(k)E(Sm(k))

where Πm(k − 1) is probability that all servers are busy

• Πm(k − 1) can be approximated by probability of waiting ΠW in M/M/cm with λ = Λm(k − 1) and µ = µm

• For cm = ∞ (no waiting)

E(Sm(k)) =
1
µm
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Example: KIVA system

Picker

Storage/Retrieval

• For population k = 1, 2, ... , N

E(SP(k)) = E(LP(k − 1)) 1
µP
+

1
µP

, E(SSR(k)) =
1
µSR

ΛP(k) = ΛSR(k) =
k

E(SP(k))+ 1
µSR

E(LP(k)) = ΛP(k)E(SP(k)) = k − E(LSR(k))

with initially E(LP(0)) = E(LSR(0)) = 0
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General closed network: Approximate mean value analysis
• Service times is station m are General with mean E(Bm), cv cBm and mean residual E(Rm) =

1
2(1+c2

Bm
)E(Bm)

• For population k = 1, 2, ... , N

E(Sm(k)) = Πm(k − 1) E(Rm)

cm
+
(
E(Lm(k − 1))− Λm(k − 1)E(Bm)

) E(Bm)

cm
+ E(Bm)

Λm(k) =
kvm∑M

n=1 vnE(Sn(k))
E(Lm(k)) = Λm(k)E(Sm(k))

where Πm(k − 1) can be approximated by probability of waiting in M/M/c
• In single server station

E(Sm(k)) = ρm(k − 1)E(Rm)+ (E(Lm(k − 1))− ρm(k − 1)) E(Bm)+ E(Bm)

where ρm(k − 1) = Λm(k − 1) E(Bm)
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Example: KIVA system

Picker

Storage/Retrieval

• General pick times and general storage/retrieval times

• For population k = 1, 2, ... , N

E(SP(k)) = ρP(k − 1)E(RP)+ (E(LP(k − 1))− ρP(k − 1)) E(BP)+ E(BP), E(SSR(k)) = E(BSR)

ΛP(k) = ΛSR(k) =
k

E(SP(k))+ E(BSR)
E(LP(k)) = ΛP(k)E(SP(k)) = k − E(LSR(k))

with initially E(LP(0)) = E(LSR(0)) = 0 and ρP(k) = ΛP(k)E(BP)
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General closed network: Example
• Closed system with 4 single server stations and 10 circulating pallets
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• Processing characteristics

Station E(Bm) c2
Bm

1 1.25 0.25
2 1.25 0.50
3 2.00 0.33
4 1.60 1.00
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General closed network: Example
• Mean value analysis: Λ1(10) = 0.736 parts per time unit

• Simulation: Λ1(10) = 0.743± 0.003 parts per time unit

• Mean sojourn times

Station E(Sm(10))
amva sim

1 4.417 4.890± 0.106
2 5.050 4.760± 0.169
3 4.181 3.860± 0.068
4 4.086 3.790± 0.118
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Exponential closed Multi-class network
• Workstations 1, ... , M
• Workstation m has cm parallel identical machines

• R job types

• Population vector N = (N1, N2, ... , NR) where Nr is number of circulating jobs of type r
• Service times in workstation m are Exponential with rate µm (same for each job type)

• Service is in order of arrival

• Routing of type r jobs: type r job moves from workstation m to n with probability pr
mn

• vmr is relative visiting frequency to station m of type r jobs

vmr =
M∑

n=1
vnrpr

nm, m = 1, 2, ... , M
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Exponential closed Multi-class network: Arrival theorem
• Type r job moving from one station to another sees network in equilibrium with population N − er
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Exponential closed Multi-class network: Mean value analysis
• Define for network with population k

E(Smr (k)) = Mean sojourn time in work station m for type r job
Λmr (k) = Throughput of type r jobs of station m

E(Lmr (k)) = Mean number of type r jobs in station m

• For population vectors k = 0 to k = N

E(Smr (k)) =
r∑

s=1
E(Lms(k − er ))

1
µm
+

1
µm

Λmr (k) =
Nrvmr∑M

n=1 vnrE(Snr (k))
E(Lmr (k)) = Λmr (k)E(Smr (k))

with initially E(Lms(0)) = 0

• Number of recursion steps is
∏R

r=1 Nr !
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Exponential closed Multi-class network: Breaking the recursion
• Assume Type r job moving from one station to another sees network in equilibrium with population N
• For population vector N

E(Smr (N)) =
r∑

s=1
E(Lms(N))

1
µm
+

1
µm

Λmr (N) =
Nrvmr∑M

n=1 vnrE(Snr (N))
E(Lmr (N)) = Λmr (N)E(Smr (N))

• Avoid self queueing

E(Smr (N)) =
∑
s 6=r

E (Lms(N))
1
µm
+

Nr − 1
Nr

E(Lmr (N))
1
µm
+

1
µm
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Exponential closed Multi-class network: Fixed point equations
• 3MR equations for 3MR unknowns E(Smr (N)), Λmr (N) and E(Lmr (N))

E(Smr (N)) =
∑
s 6=r

E(Lms(N))
1
µm
+

Nr − 1
Nr

E(Lmr (N))
1
µm
+

1
µm

Λmr (N) =
Nrvmr∑M

n=1 vnrE(Snr (N))
E(Lmr (N)) = Λmr (N)E(Smr (N))

• Solution by successive substitutions


