Here’s a quick overview of the solutions for the exam on July 2, 2003.

1a. Similar services:
· Flow control

· in DL: start/stop (usually), or see below.
· in TP: control transmission speed by informing about number of bytes that can be accepted; no start/stop because this is too slow and might result in congestion.
· Detecting (& correcting failure)  (packet loss, duplication, corruption, re-order)
· in DL: transmission errors (re-order and duplication very low probability and not systematic); single ‘hop’ [no buffering] issue
· in TP: all failures possible, even very long delays; causes are different [overload, multi-path routing]; used algorithms avoid retransmisssion of already received packets; packet numbering must cope with extreme delays
· Datagram service, very similar
· DL: single hop

· TP: buffering subnet

· May mention addressing which in the application layer amounts to assigning ports to applications (in order to separate applications on the same machine or to find applications on other machines) and in the data link to MAC addressing (for identifying machines on the same LAN). 

1b. Specific services
· DL: Support for “next layer protocol” [efficiency, standardisation support, not or less required if there’s an end-2-end transport service]; multiple access control; framing
· TP: Congestion control [required here because internal state of the subnet is unknown while it contains buffering / multiple hops]; message oriented service [rather than packet oriented]; security
2. Multiplexing:
· physical: 

· FDM, use modulation around a carrier
· TDM, use fixed-duration time slotes
· CDM, encode packets, use the medium jointly, at the same time; use advanced algorithms to separate packets
· WDM, wave division multiplex, multiple colors.

· Multiplexing comes back in DL (several network protocols), network (UDP, TCP) and TP (several connections); also downward multiplexing can be mentioned (though not meant in the exercise).
· Advantages of
· 1st: a performance guarantee can be given; easier from an administrational perspective [payment]; potentially more effecient routing
· 2nd: more bandwidth available for an application under low load conditions; better resource use; more roobust (less distributed state)
· Disadvantages of
· 1st: uses state inside the network (even  global administration); single path more sensitive to errors; lower utilization [in particular in case of ‘silence’]

· 2nd: difficult to enforce guarantees unless all parties cooperate; starvation and congestion are possible.
· Examples: 1st: GSM [FDM, TDM]; ATM (TDM); slotted ALOHA ; 2nd: 802.3 (ethernet), CSMA, wireless LAN (802.11)
· Somewhat contrived example: sharing the telephone line between regular telephony and ADSL using FDM; sharing the cable between internet traffic and TV using FDM
3. Client-server
· Failure model: node failure

· scenario:   A:send(1st); B:receive(1st); B:send(Ack1st); A:receive(Ack1st); A: send(2nd); B:receive(2nd); B: --fail--; ( A:send(2nd) )4; A: --error--
· Failure model: delay

· scenario:   A:send(1st); B:receive(1st); B:send(Ack1st); A:receive(Ack1st); (A: send(2nd) 5); A: --error--; B: receive(2nd); B:send(Ack2nd);
4a. Repeaters will make the three departmental networks a single collision domain. Easy, plug and play solution, low (no) maintenance. Disadvantages: shared medium (bandwidth) and expected lower performance as a result. High collision probabilities may increase the latency until an unacceptable point. The total size (distance) might become too large for the techology. Bridges will make the three departments a single broadcast domain. The learning aspect of the bridge will tend to separate local traffic from cross network traffic eventually; nevertheless there is some sharing of bandwidth. In both these cases confidentiality is at a higher risk in the sense that everything goes everywhere. 
Bridges can do simple protocol conversions (i.e., those that can be done transparently) and are mainly self-configuring. However, the fact that they actual process packets means that they are more costly and more prone to errors. No network layer protocol has been decided by the choice for a bridge. Routers are path oriented: only the traffic that needs to go some place is sent that direction, the separation is based on addresses (network, host). Generally, routers have a bit more overhead in terms of configuration and performance (latency, see 4b). 
Routers support managing the three networks separately but require much more configuration in the form of routing tables. Advanced protocol conversions are possible with routers. As far as packet destinations are concerned the security is not better than above; however, the network layer provides hooks for secure transmission. A disadvantage is that the used network protocol is fixed.
4b. The following is a simple model; particular bridges, routers and repeaters may be more advanced and start as early as possible with forwarding. This is not the game in this exercise though; the point is to see the effect of packetizing on latency and throughput.
Assume that all packets and frames are filled till maximum. Time needed for transferring a single frame between stations on the same LAN:

Ft = (lh+lp)/b + l

Latency for a single frame:


Fl = l

Number of network packets needed:


NP = M/np

Number of frames per network packet:

NF = (np+nh)/lp

Sending an entire message between the network layers inside the same LAN:

TotalComm = NP x NF x FT

In case of the use of repeaters two steps are needed to reach the second repeater; subsequently the message flows along the chain


Transmission time = 2l + TotalComm


Latency = 3l

In case of bridges, it takes two frame delays for the first frame to enter the last bridge. Subsequently, the message flows along the chain.


Transmission time = 2Ft + TotalComm


Latency = 2Ft+1

In case of routers, it takes two packet delays for the first packet to enter the last router. Subsequently, the message flows along the chain.


Transmission time = 2NF x Ft + TotalComm


Latency = 2NF x Ft + l

Minimization of transmission time can be done by tuning lp to M. Determine the minimum by setting the derivative of the transmission time taken with respect to lp to 0. Of course, increasing b also increases the speed. Note however that just increasing lp or np does not necessarily lead to a lower time because of the latency.
4c. A repeater cannot be used (would create a cycle). A bridge will create a cycle as well so the spanning tree algorithm will throw one out. This means there is no advantage of using a bridge except for increased reliability. The router is path oriented and, because some paths are shorter now, increases the performance.
