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Abstract

Sales prediction is a complex task because of large number of factors affecting the demand. We present a context aware sales prediction approach, which selects the base predictor depending on the structural properties of the historical sales. First, we learn how to categorize the sales time series offline into “predictable” and “non-predictable” based on the structural features of the series. Next, for the products identified as “predictable” we apply an intelligent base predictor, while for “non-predictable” we use a moving average. In the experimental part we show that prediction accuracy can be improved using this strategy, as compared to the base line predictor as well as an ensemble of predictors.

1 Introduction

Demand prediction is essential part of business planning. Accurate and timely sales prediction is essential for stock management and profitability. In food sales the stock includes large assortment of goods, some of them require special storage conditions, some are quickly perishable.

There are general and product specific causes of the demand fluctuation. The variations in consumer demand may be influenced by price (change), promotions, changing (rapid or gradual, global or local) consumer preferences or weather changes [18]. Furthermore, a large share of the products sold in that market is sensitive to some form of a seasonal change. Seasonal changes occur due to different cultural habits, religious holidays, fasting. All these factors imply that some types of products have high sales during a limited period of time.

Although seasonal patterns are expected, the predictive features that define these seasons are not always directly observed. Besides, the historical data is often highly imbalanced with only a few peaks per year. Thus food sales prediction is a challenging task. In addition, some product sales are regular and variations in sales are not directly affected by particular events, for instance salt, coffee. The fluctuations in sales might be of random nature.

A desired food sales prediction system should take into account seasonal triggers as well as be able to distinguish between seasonal and random fluctuations.

In this study we extend our work presented in [9]. We present two level sales prediction approach, where we first identify the nature of a given product sales (“predictable” or “random”) and then apply the final predictor accordingly. We analyze the effects of different types of mistakes and report the improvement in final prediction accuracy.

The rest of the paper is organized as follows. In Section 2 we highlight the challenges related to food sales prediction. In Section 3 we present context aware sales prediction approach. In Section 5 we discuss the challenges and alternatives for evaluation of (food) sales prediction. Extensive experimental evaluation using the case of food wholesaler Sligro Food Group N.V. is carried out in Section 6. Section 9 discusses future prospects and concludes.
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2 Challenges of sales prediction

In this section we overview the properties of sales data and the nature sales prediction tasks. We address food wholesales prediction. However, the observations and methods discussed here can be generalized to other sales prediction.

Different horizons of the food sales predictions are required for business decisions. Variation in sales figures can be classified into short term fluctuations (e.g. party today, shopping tomorrow), medium term seasonal patterns (e.g. June vacations) and long term trends (e.g. economic situation). We focus on medium term seasonal patterns (weekly predictions), which are essential for stock management.

Moving average with different lag or simple regression models are often used as state of the art for food sales prediction. In this setting baseline predictions are often overridden by managers using their intuition and expertise. Predictions based on moving averages may work well when demand is flat. But when the demand follows trends or seasonal patterns the reaction of moving average is too slow. Managers often try to improve the performance in seasonal peak periods by prudently increasing the stock and thus costs.

Another typical approach is to have a number of reminders that should hint about the coming school, national or religious holidays, warm or cold, sunny or rainy weather and other demand triggers. These soft rules vary from manager to manager, they are human labor intensive and often lack of consistency, which may result in mistaken predictions and poor decision making.

We introduce a generic sales prediction approach with context awareness. We incorporate external information and behavioral observations to categorize the target series based on their structural properties and then add relevant external features for prediction.

3 Context aware sales prediction approach

In this section we present the intuition and implementation of context aware sales prediction approach (CAPA). By context we mean a phenomenon affecting sales of a product as a whole. Context awareness here means a mechanism that switches the final prediction models depending on what context is observed. First we give the general overview of CAPA and then explain individual parts of the approach.

The main idea of the context aware approach is to identify the context first and then use the predictor linked to this context. Different products have different sales behavior and different dependence on calendar events (seasonality). If we can extract distinct categories of products, specific input data construction procedures and specific predictors could be employed for each category, learning the link between the categories and final predictors offline.

Why not to collect all possible input features and then learn complex model expecting to incorporate the categories and the switch mechanism automatically. The task might be to complex w.r.t the available data. All the context features might not be feasible to observe or they might be not measurable. We believe that by defining the categories we bring in domain specific assumptions to the model and as a result simplify the learning process and reduce the number of degrees of freedom in the decision making.

3.1 Decision support with CAPA

In this section we present a snapshot (one time step for a single product) of the decision support approach.

CAPA consists of two blocks - training (offline) and operational (online). First of all we present operational online part and then describe, how the model is trained and parameterized offline. Let us assume that the model has already been trained offline:

1. the categories have been fixed;
2. mapping of time series to the categories is established;
3. “local” expertise of each predictor is known.

Figure 1 presents online operation of CAPA.

Let us take a particular product we are interested to predict online. First of all we extract structural features from the original sales time series of the product. Then we assign the product to one of the categories. We pick a base predictor linked to a particular category. That is the context aware part of the approach. Having the original series, the base learner we can form an input feature space and cast the prediction. Note, that the predictor does not use the same features as were used for assigning the product to a category.

The prediction output now can be used for a decision making in a business process.
3.2 Building CAPA

The core part of context aware prediction approach is to match the product categories and the base predictors.

**Offline part.** A limited set of base predictors \((G_1, G_2, \ldots, G_m)\) needs to be preselected based on domain knowledge and expectations in order to delimit full state space search. Then for each product \(m\) parallel experiments are carried out using each of the predictors. Next, the products are grouped into \(m\) categories based on the best performing predictor. Each obtained category serves as a basis for constructing categorization rules.

**Online part.** The goal of the training process is to learn to assign a product to one of these defined categories online, having only a fragment of the series. When we have the categorization rules, an unseen product can be processed as described in Figure 1. First of all the category of the product is determined, say \(C_j\). Then the corresponding predictor \(G_j\) is used to output the prediction.

4 CAPA Implementation for Food Sales Prediction

In this section we present design choices and implementation of CAPA for weekly food sales prediction.

4.1 Product Categorization

Some products are subject to seasonal or occasional fluctuations in sales, while other products exhibit more or less flat sales or random fluctuations. Thus we distinguish two product categories: “random” and “predictable”. We assume that within the “predictable” group the fluctuations in sales should be explainable by external features, such as weather, calendar events, school, religious holidays. This information can be encoded into input features and used as an input for an intelligent predictor. On the other hand, we assume that the sales of “random” products are in general independent of these explanatory features, thus a moving average of the historical sales would be an optimal predictor.

The main challenge in this approach is how to distinguish between the “predictable” and “random” products. We consider two alternative categorization mechanisms: cross validation and meta learning approach.

4.1.1 Meta Categorization

Meta learning is aiming to learn the relationship between the performance of base learners and the properties of datasets [1]. In our case historical sales of one product can be regarded as one dataset. In order to learn a mapping between the products and the base predictors, we need to define higher level features of the datasets, which we refer to as structural features. They should be extractable from the input products online and are desired to be length independent. In addition, we want the structural features to be related to observable seasonal patterns.

We define three groups of such features: behavior, shape and relational features. We normalize the values of the series to be in a range \((0, 1)\) before extracting structural features. Behavior features are expected to give overall information about the
behavior of sales time series in terms of peaks, transitions, local and global variation, disregarding the exact configuration of the patterns:

- \( F_{s1-3} \) [mean - median], standard deviation, shift;
- \( F_{s4-8} \) threshold \( h \) crossing ratios;
- \( F_{s9-10} \) normalized power of the frequency \( p \) in the frequency spectrum;
- \( F_{s11-12} \) local variation features: interquartile range and unequal neighbors.

On the contrary to the behavior features, shape features are expected to align the information about the shape patterns of the historical time series. These features are dependent on the series length:

- \( F_{s13-s17} \) quadruple SAX representation of the series [10].

The relational features capture correlation with the external features:

- \( F_{s18-s26} \) absolute correlations with temperature, rain level, pressure, school holidays, calendar events, seasons (spring, summer, autumn, winter).

The features \( F_{s1-s3} \) capture global characteristics of the series \( y \). Shift is the mean number of points for which \( y_t < \mu \) minus the median of the number of points for which \( y_t < \mu \), where \( \mu \) is the mean of the time series.

In order to capture the structural behavior of time series, we define a number of threshold values and note the number of times the signal crosses these thresholds (features \( F_{s4-s8} \)). This is done for the threshold values \( h = 0.5 \pm 0.1, 0.7, 0.3, 0.8, 0.2 \). This number is then scaled to the total length of the signal to obtain the ratio. This ratio is an indicator of the structural nature of the signal.

Seasonal patterns could manifest themselves as, for instance, yearly or bi-yearly changes. This information should appear in the frequency spectrum of the time series as a relative high power in the frequencies \( p = 1/52 \) and \( 2/52 \). In order to obtain these features we apply Fast Fourier Transformation (Cooley-Tukey implementation [2]) and extract the corresponding frequencies (features \( F_{s9-s10} \)).

We aim to capture local variation using features \( F_{s11-s12} \). Unequal neighbors is the mean number of times \( y_t \neq y_{t-1} \). The interquartile range of \( y_t - y_{t-1} \) is a robust measure for the spread of variation in the signal. Any outliers that fall in the upper or lower 25\% of the difference distribution will not affect it.

SAX representation \( F_{s13-s17} \) encodes the series into a d-dimensional representation, where each dimension represents the signal level at a given part of the series.

By correlations \( F_{s18-s26} \) we aim to capture the impact of external factors to fluctuations in the sales.

We do not concentrate on the features related to the seasonality of time series, such as autocorrelation. We believe that in product sales seasonality depends on calendar or weather triggers which are not strictly periodic in terms of time.

### 4.1.2 Learning Meta Categorization

We would like to learn categorization rules, which would assign a given product to one of the defined categories based on its structural features. We take bottom up approach: we use the testing accuracies to label the training products and using these labels try to learn categorization in a supervised manner.

In order to test whether the category assignments are learnable, we train a classifier on the “true” labels of the categories generated using the training dataset. The labels are obtained by running all the classifiers from the pool for all the products and then ranking the accuracies for each product. A product gets the label, corresponding to the best performing classifier.

If the categorization is learnable we should be able to assign an optimal predictor based on the structural features, such that the intelligent predictor methods perform better than the baseline.

We train a classifier in a supervised manner to make the mapping from structural features to the class label. We use the 26 structural features described in previous section.

### 4.1.3 Categorization by Cross Validation

An alternative to meta categorization approach is to categorize the products by testing the base predictors on the training part of the series. Here it is assumed that the “predictable” or “random” behavior of the series does not change in time. The training part of the series is divided into k bins. Both intelligent and moving average (MA) predictors are tested using k-fold cross validation. If intelligent predictor outperforms MA on average, then the product is categorized as “predictable”, otherwise it is categorized as “random”. Note that by employing cross validation we mix the time order of the instances, thus stationarity assumption is essential in this approach.
4.2 Input Space Construction for Final Prediction

In previous section we discussed extraction of structural features, which are used for time series categorization (see Figure 1). In this section we discuss the input space for final predictions, which are different from the ones, used for categorization.

The feature space is formed using internal an external data. Internal data comes from a company sales database. External data (holidays, temperature, seasons) is formed using information from the ministry of culture, meteorological institute and general knowledge. The feature set is specified in Figure 2.

The internal features are interrelated. Moving average ($F_{p2}$) is calculated using ($F_{p1}$). Cumulative sales ($F_{p3}$ include the sales quantity of all the products. We checked corresponding series in monetary sales terms to verify that there is no significant distortion due to different quantity measures. Promotions ($F_{p4}$) for some products are organized.

The external features ($F_{p5−p23}$) are available in advance. Average weekly temperature at a given location ($F_{p24}$), pressure ($F_{p25}$) and rain ($F_{p26}$) can be predicted sufficiently accurately one-two weeks in advance. They are described in a single numerical dimension each. Holidays ($F_{p5−p19}$) are described in 16 continuous features. If the Seasons holiday happens to be on the week in question, the feature gets a value of 1, if it is in one or two weeks the features get values of 0.6 and 0.2 correspondingly. Seasons ($F_{p20−p23}$) are described in 4 binary features.

We highlighted CAPA design for food sales prediction. In the next section we will provide experimental evaluation and present the particular choices of the parameters and models.

5 Evaluation of (food) sales prediction

Before turning to the evaluation of the experimental results of the categorization, we need to address the evaluation of food sales prediction. The evaluation of predicted demand is not straightforward. The evaluation of time series in general is not straightforward [7] due to the fact that time series are in principle unbounded (both in range and domain). Widely accepted measures of performance for time series predictions are not robust for all types of time series. The specific case of food sales prediction, however, introduces some additional challenges.

The first challenge is the large number of different sales behaviors of products. While the sales of some products are highly dependent on seasonal influences (e.g. ice cream), other products seem to exhibit no structural pattern at all. And some are only sold at certain occasions. In figure 5 two examples of different sales behavior are given. In order to analyze the performance of a predictor on these products we require the performance measure to be intuitively comparable over all products. Without this constraint, it is not possible to aggregate the performance results over all products. We will argue that performance measures based on unscaled loss functions can not be aggregated over all products without losing information.

The second challenge is is specific to the food sales decision making process. The purpose of making predictions in the food sales industry is to balance the inventory such that the overall profits are maximized. Although the prediction process
itself is studied here as if it were an open loop process, in the wild it is a part of a closed loop process. This means that the outcome of the prediction process has an impact on inventory update policies. This also means that a prediction cast at time $t$ does not only have an influence on the policy for time $t$ or $t + 1$ but possibly also for policies in the further future ($t' >> t$).

In short, the different “types” of error made by the predictors have a different impact on the underlying model.

In order to solve these challenges, we will introduce changes to the standard evaluation measures. First we will argue that the aggregation problem can be solved by using relevant baselines. Second, we illustrate that a possible solution to the time dependency of the predictions is to use utility based measures.

5.1 Performance aggregation

Evaluation using an unscaled error function (e.g. $MSE$, $MAE$) is not informative in the case of food sales prediction. To illustrate this, consider the two products given in figure 5. One product has a behavior with high frequency fluctuations (figure 3(a)), whereas the other has a very regular pattern (3(b)). We could construct a very simple predictor that predicts always the same demand. In the case of the irregular pattern this results in a high $MSE$, whereas in the regular pattern the predictor has a relatively low $MSE$ with respect to the true time series. The reason for this difference lies in the fact that the regular pattern has constant value for more than 90% of the time.

This difference in evaluation implies that the error function will yield performance values that not directly comparable over different products. If we apply a given predictor method on the two time series in figure 5, the same problems arise. If we then take the average of the two computed errors, the aggregated error loses the information that the good performance on the regular product is actually misleading.

In order to compute a more intuitive performance measure a baseline is needed. For instance, the predictor that always predicts the same value is a bad predictor from domain perspective, but it can serve as a lower bound of performance. In the following sections we will discuss several error measures and investigate useful baselines.

5.2 Error Measures

Error measures that have been proposed in the literature [7] and were commonly applied for evaluation of time series forecast include:

- Mean Squared Error: $MSE = \frac{1}{n} \sum_{t=1}^{n} e_t^2$,
- Root Mean Squared Error: $RMSE = \sqrt{\frac{1}{n} \sum_{t=1}^{n} e_t^2}$,
- Mean Absolute Error: $MAE = \frac{1}{n} \sum_{t=1}^{n} |e_t|$,
- Mean Absolute Percentage Error: $MAPE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{p_t}{y_t} \right|$,
- Mean Absolute Scaled Error: $MASE = \frac{1}{n} \sum_{t=1}^{n} \left| \frac{e_t}{\frac{1}{n} \sum_{t=1}^{n} |y_t - h(t)|} \right|$,

where the error $e_t = y_t - f(t)$, $y_t$ is the actual value, $f(t)$ is the predicted value by model $f$ at time $t$, $h(t)$ is the predicted value by baseline $h$, and the percentage error $p_t = \frac{e_t}{y_t}$. 

Fig. 3. Two different products
Both $MSE$ and $RMSE$ are well known and widely used to test the accuracy of a model. In the machine learning field these measures are used to evaluate the performance. In the forecasting of time series, however, they are deemed not so suitable because of the aforementioned scaling differences and the sensitivity to outliers.

The $MAPE$ has been recommended for measuring accuracy among many different time series. However, it should be noted that in cases where $y_t$ is very close to zero, the resulting $MAPE$ will become infinite or invalid. The same holds for the $MASE$, i.e. in case the $MAE(Baseline)$ is close to zero, but this case is special in the following sense. The $MASE$ uses, in contrast with the other error measures, explicit scaling with respect to some baseline. Notice that if $MAE(Baseline)$ is close to zero, the baseline itself is a good predictor. The advantage of $MASE$ is that the accuracy of a given model can directly be related to the baseline regardless of scale. What is left is to choose the right baseline.

5.3 Qualitative evaluation

The uninformed (or naive) prediction strategy is a good lower bound baseline for qualitative analysis of predictors. This strategy just takes the current value $y_t$ as the prediction for $y_{t+1}$. From the domain perspective this is the layman’s prediction, as one needs no other information than $y_t$. Since this predictor will get a relatively high score on the occasional series, it is very suitable to scale the performance of other predictors.

Using the $MASE$ and the naive baseline we can construct a ranker as follows:

$$MASE_{naive} = \frac{1}{n} \sum_{t=1}^{n} \frac{e_t}{\frac{1}{n} \sum_{t=1}^{n} |y_t - y_{t-1}|}$$

(1)

This scaled error measure can be used to evaluate predictors regardless of the structure of the time series. Thus, we can aggregate the error measures to obtain a relative performance measure of a predictor over all products.

5.4 Quantitative evaluation

The same naive baseline can be used to compute a quantitative aggregated performance measure. Since we are only interested in changing parts of the time series, it is also an option to just disregard the areas in which the demand does not change. In a sense the naive prediction is then filtered out of the signal. Over the remaining part it is possible to calculate an absolute error measure given that the maximal error can be found.

The first part of this measure is a filter based on the naive prediction. The requirements of filtering out certain instances are:

i) the last actual value $y_t - 1$ is equal to $y_t$ (naive prediction), and
ii) the error $e_t = 0$.

The last requirement is needed to ensure that the error measure remains fair. If it is left out, the performance will increase where in fact the prediction makes an error.

The second part is another baseline that always predicts the worst possible outcome (i.e. maximizes $e_t$). This is only possible if the labels $Y$ are bounded. In case of a discrete space, for instance, the maximal error can be computed by:

$$f_{WC}(t) = \frac{1}{n} \sum_{t=1}^{n} (y_t - \max_{i=1}^{a} |i - y_t|)^2,$$

(2)

using the $MSE$ as the error measure. Given this baseline and the filtered instances the absolute error, or Scaled Mean Squared Error, can be computed by:

$$SMSE = \frac{\frac{1}{n} \sum_{t=1}^{n} (y_t - h(t))^2}{\frac{1}{n} \sum_{t=1}^{n} (y_t - \max_{i=1}^{a} |i - y_t|)^2}$$

(3)

Since this error measure only measures at “interesting” instances and it scales the absolute error to an upper bound, it can be used as an absolute aggregated error measure for predictors over all products.
Fig. 4. In the food sales domain the above shown error “types” have very different meaning.

5.5 Error types

The effect of time dependency in the evaluation of predictors has not received a lot of attention. In the general case of a data stream this dependency is not present, since the data generating model is not influenced by observing the data. In the case that the outcome of the predictor is used as a decision support mechanism, the predictor (in)directly influences the outcome of future predictions. Since in that case we can not clearly evaluate the predicted instances individually, the evaluation should be based on historic data.

The problem is best illustrated by a few simple examples. In figure 4 four “types” of errors are shown. The first case is the difference between over(top left) and under(top right) prediction. Although the absolute error ($|y_t - f(t)|$) is in both cases the same, there are different processes associated with these errors. In the case of under prediction, a company might lose profit because of the too conservative estimate. In the case of over prediction, products that are perishable have a higher risk of becoming obsolete. There is a difference in impact on the underlying model, despite the fact that any absolute error measure does not represent this.

There is also a significant difference between early(bottom left) and late(bottom right) prediction. Predicting a rise in demand too late is very bad due to possible overstocking. Predicting the peak too early, however, might not be as bad as suggested by the error function. If an over prediction is immediately followed by a rise in demand, the net result is that the products are still sold. Hence, there is a huge difference between these two “types” of error.

5.6 Time dependent evaluation

The error measures mentioned in the previous sections do not capture these differences. In order to make any claim about the usefulness of a prediction in terms of the impact on the decision making process, we need additional evaluation measures. Measures that are sensitive to the different “types” of error in figure 4. Here, we discuss two quantitative measures that can visualize the occurring “types” of errors.

The main challenge of the decision making process is to balance the costs accompanying a particular decision. For a lot of cases the behavior of the time series is chaotic and, therefore, it is risky to always employ a greedy strategy. In some cases it is better to stick with a predictor like the moving average because of its conservative nature. In light of the costs associated with strategy choice, we take a closer look at how the errors relate to the types of time series.
5.6.1 Over vs under prediction

The difference between under and over predictions can be visualized by scoring the errors. For each predictor we can score the number of under predictions (or $y_t > f(t)$) and over predictions ($f(t) > y_t$). By comparing these two measures between predictors we can construct a view on the “types” of errors that each predictor is prone to make. This can only be used as a quantitative measure.

In figures 5, 6, and 7, the scores are given for all the products in the training set. For each product, the number of over and under predictions is calculated for both a predictor (decision tree, regressor, and a random predictor) and the moving average of six instances (MA6). In the graph the difference between the MA6 and the predictor is plotted scaled to the number of instances ($N$). The upper left quadrant represents the area in which the moving average has both more under and over predictions. Consequently, the right lower quadrant signifies that the moving average has both less under and over predictions than the predictor. Since a number of scores are overlapping, on the right side the distributions of the scores along the axes are given. Each star represents a product for which the $\text{MASE}_{\text{predictor}} < \text{MASE}_{\text{MA6}}$ and each circle represents the case $\text{MASE}_{\text{predictor}} > \text{MASE}_{\text{MA6}}$.

From these results it can be seen that there is a sensitivity of the moving average towards over predictions. The error gradient runs over the diagonal $x = y$, since the scores are directly related to the error. In the lower right quadrant, the number of under predictions are relatively high (above 0 with respect to the predictor), and the number of over predictions low. In this quadrant there are more products for which the moving average has a lower $\text{MASE}$. In the upper left corner, however, it is the other way around. If the moving average makes more over predictions than the intelligent predictor, the number of products for which the moving average wins (see table 1) is relatively low. This suggests that the relative sensitivity to each type of error is different.
Fig. 7. Difference in Over Predictions (OP) and Under Predictions (UP) of MA6 and random predictions.

Table 1. Number of wins ($MASE_{predictor} > MASE_{MA6}$) for each quadrant in figures 5, 6, and 7.

<table>
<thead>
<tr>
<th></th>
<th>Random</th>
<th>Decision tree</th>
<th>Regressor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wins</td>
<td>Total</td>
<td>Wins</td>
<td>Total</td>
</tr>
<tr>
<td>+, +</td>
<td>0</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>+, -</td>
<td>0</td>
<td>91</td>
<td>23</td>
</tr>
<tr>
<td>-, +</td>
<td>6</td>
<td>42</td>
<td>50</td>
</tr>
<tr>
<td>-, -</td>
<td>0</td>
<td>61</td>
<td>11</td>
</tr>
</tbody>
</table>

5.6.2 Late vs early prediction

The difference between early and late predictions can be computed by taking the Dynamic Time Warping distance (DTW) between the true labels and the predicted labels (see figure 8. The DTW computes the minimal amount of shifts needed to align two time series. In other words, if two time series differ significantly in the spaces between peaks, this leads to a high DTW distance. Hence, this measure can be used to visualize the discrepancies over time.

Fig. 8. Difference in $MASE$ against the DTW ratio of predictor to the moving average

This measure can be used to compare the sensitivity of predictors to time related errors as can be seen in figure 8. This figure shows the ratio of the DTW applied to the intelligent predictor with respect to that of the moving average (values below 1 means the DTW distance of the intelligent predictor is lower than that of the moving average). Against the ratio the difference in $MASE$ is shown (if it is negative it means that the intelligent predictor is better). Again, the error gradient should run along the diagonal $x = y$. 
There is a lot of variation, however, along the diagonal. This is somewhat expected, since we just argued that the MASE does not necessarily encapsulate the time dependent evaluation. In general, there is an observable trend between the DTW distance and the error measure. In order to make an effective evaluation of the predictions, the accompanying costs need to be evaluated.

5.7 Implications for food sales prediction

We have illustrated that straightforward evaluation in food sales prediction is not possible without loss of information. Due to time series specific issues, predictors should always be compared to a baseline. Due to food sales domain specific issues, time dependent evaluation is paramount. For the food sales domain it means that evaluation can not be seen separately from utility analysis.

This is also relevant to the context aware approach of prediction. For instance, for a chaotic sales behavior the moving average might be the best predictor, since it behaves as a smoothing function. For this to be apparent, the actual impact on the risks and benefits associated with the prediction needs to be quantified.

6 Experimental evaluation

The main goal of the experiments is to investigate the relation between the categorization accuracy and final prediction accuracy.

6.1 Prerequisites

We experimentally analyze the proposed approach using the data from Sligro Food Group N.V. (SLIGRO). The company is engaged into food wholesales. SLIGRO works with corporate clients, mainly food retail and food service companies (restaurants), although there are some direct consumers as well. SLIGRO has around 40 outlets in the Netherlands. The group pursues a multi-channel strategy, covering various forms of sales and distribution (cash-and-carry and delivery service) and using several different distribution channels (retail and wholesale). SLIGRO trades about 60000 products.

6.1.1 The Data

Our experimental field consists of 537 products over two years period (from July 2006 to October 2008) at Eindhoven outlet (?). The sales are aggregated on weekly basis, thus each series is of 119 weeks length. Each series represent the sales quantities of one product.

Product filtering. Not all products are equally interesting from both domain and research perspective. Products are subject to changes in policy, changes of supply, and changes of customer interest. These factors might result in a product being discontinued or being introduced to the stock (see Figure 6.1.1b). This can be regarded as a form of concept drift and for the handling of concept drift an additional mechanism is needed. Since this falls outside of the scope of the work presented here, products that exhibit this behavior will not be part of the data set.

There is also a big variance in the average sales volume between products. Some products are very popular, whereas others are only sold once in a while (see Figure 6.1.1a). The products that have a low sales volume are relatively uninteresting from the domain perspective. Moreover, since low sales volumes also indicate lack of information, they will also not be part of the data set.

In short, products that have an anomalous behavior will not be selected for the experiments. This means we should construct criteria based upon which products will be accepted or not. The products that exhibit sudden shifts in volume are filtered out by visual inspection. Products that have low sales volumes are selected by the following criteria:

- the maximum number of sold items in a week exceeds a given threshold \( \theta \) and
- the mean number of items sold in \( m \) weeks, given by \( \frac{\sum_{i=1}^{m} \sum_{t=1}^{t+m} y_i}{mn} \), exceeds a given threshold \( \theta' \).

In the procedure we used \( \theta = \theta' = 10 \) and \( m = 4 \). Products that never exceed a sales volume of 10 items and products that have an average sales volume of less than 10 items a month are deemed uninteresting.

Experimental set. For experimental evaluation we have 330 products, which we divide into training-validation (220) and testing (110) baskets at random. Testing basket is needed to test for categorization accuracy, categorization rules are learned
Fig. 9. Examples of filtered out products.

(a) Low volume

(b) Concept drift

Fig. 10. Experimental division of the dataset.

Sequential testing means the predictor is retrained at each time step. At time $t$ we have all the historical sales up to this point available and want to predict sales level at $t + 1$. After the prediction is casted, the value from time $t + 1$ is included into historical set and then we proceed with predicting the value for time $t + 2$. We use real valued inputs. The historical sales are normalized to have a mean of 1, obtaining the thresholds from the training part. External features are normalized to be within $(0, 1)$ interval.

We use discretized target values (labels). We operate ordinal levels of sales discretized into 8 bins using the following thresholds:

1. more than 75% decrease in sales w.r.t. to the mean,
2. 75 − 50% decrease,
3. 50 − 25% decrease,
4. 25 − 0% decrease,
5. 0 − 25% increase,
6. 25 − 50% increase,
7. 50 – 75% increase,
8. more than 75% increase.

From the domain perspective the interest is in bulk levels of sales rather than very precise quantities.

6.1.2 Evaluation

For model evaluation we use Mean Absolute Scaled Error (MASE) [8]:

\[ MASE = \frac{1}{n} \sum_{t=1}^{n} \frac{|e_t|}{MAE(Baseline)}, \]  

where \( e_t \) is the prediction error at time \( t \), \( MAE(Baseline) \) is the mean absolute error of the baseline method. We use naive one step ahead prediction as the baseline (the prediction for the next week is equal to the factual sales this week). This is a moving average, when the lag is equal to one.

Using MASE as the accuracy measurement, we compare the intelligent classifiers to the baseline method.

6.1.3 Alternative techniques

For final prediction we test the following alternative techniques.

1. Moving average of 1 as a naive predictor (next week sales are predicted to be the same as this week).
2. Moving average of 6 as state of the art currently used by the company.
3. Decision tree using multidimensional features (calendar, weather and other external info) as intelligent predictor. We choose the tree expecting to capture non linear relationships between the external features and sales performance, in cases where there is a relation to be captured.

For categorization into “predictable” and “random” products we test two alternatives:

- cross validation on training part of each product, and
- meta learning approach using structural features of the time series.

6.2 Experimental set up

Experimental scenario consists of three parts: selecting the base predictors, learning categorization rules and testing final model accuracies. In the first part we analyze the performance of alternative base predictors on all the products without categorization into “random” and “predictable” products. We show that there exist product subsets on which it is possible to outperform baseline predictor. In the second part we investigate the relation between the product categorization accuracies and the final prediction accuracies. We aim to learn the accurate dependencies using two approaches meta product selection and cross validation. In the third part we present and analyze the final prediction accuracies.

7 Experimental results

In this section we present and discuss experimental results.

7.1 Selection of the base predictors

We select the following intelligent predictors for testing: linear regression (reg), k Nearest Neighbors (kNN), regression tree (tree). We have moving average of 1 (MA1) as the baseline and moving average of 6 (MA6) as current state of the art.

We use the input features (26) as specified in Figure 2. For feature selection we calculate the correlations of the features with the labels. We select the features which have the absolute correlation 0.25 or higher.

We run all the predictors on the testing-validation basket (220 products). We split each product into two parts along the timeline. 59 weeks are used as a “warm up” and then the remaining 60 weeks are used for sequential testing. In Table 2 we list average MASEs of all the methods (the lower the better). In the same table we provide average ranking of all the methods, where the best performing method on a selected product gets the rank “1” and the worst gets the rank “5”.
Table 2. Average MASEs and ranks on the training-validation product basket.

<table>
<thead>
<tr>
<th></th>
<th>MA1</th>
<th>MA6</th>
<th>reg</th>
<th>kNN</th>
<th>tree</th>
</tr>
</thead>
<tbody>
<tr>
<td>MASE</td>
<td>1.00</td>
<td>1.07</td>
<td>0.99</td>
<td>1.10</td>
<td>1.05</td>
</tr>
<tr>
<td>ranks</td>
<td>2.8</td>
<td>3.0</td>
<td>2.2</td>
<td>3.6</td>
<td>3.1</td>
</tr>
</tbody>
</table>

The regression outperforms other predictors in terms of average rank as well as slightly outperforms the baseline moving average in terms of the average accuracy. Can we do better? It can be seen that the ranks do not map directly to accuracies. This suggests that some differences between the performances might be of different magnitude and supports the idea of context switching. It is important to be able to identify the products on which the baseline might be outperformed significantly by an intelligent predictor.

7.1.1 “Predictable” products

Let us have a closer look at the distribution of prediction accuracies among the products. In Figure 11 we depict all the products from testing-validation basket. The accuracy of an intelligent predictor is depicted against the accuracy of moving average of 6. The gray area indicates the accuracies of an intelligent predictor below 1, which mean they outperform the baseline predictor MA1. This is the group which we call “predictable” products. The triangle indicates the cases when the intelligent predictor outperforms both the baseline MA1 and the state of the art MA6. Let us call this subgroup “outpredictable” products. These are the products we are interested to learn to categorize.

The relation between the groups is all products ∈ “predictable” products ∈ “outpredictable” products. The proportions of these groups in the training set are 100%, 65% and 49%.

7.1.2 Competitive advantage of the intelligent predictors

The ultimate goal of from the domain perspective is to project the demand for each product. However the historical data does not indicate the demand, but sales. The demand might have been higher than sales if a particular product was out of stock at the time. Thus overprediction errors can be treated “softer” than underprediction. Because there is a possibility that the model might have been right by overprediction, just there was not enough stock for that to show up in sales figures.

Let us have a look at two different types of mistakes the predictors make. We still keep the accuracies scaled to the baseline (MA1) for comparability reasons. In Figure 12 we depict the overprediction and underprediction errors on the training-validation product basket.
It can be seen that the intelligent learners make more overprediction on average than the baseline. Linear regression and regression tree make a bit less overpredictions than MA6. It suggests an intuition that MA6 is slow at times of rapid changes in sales.

Let us zoom in a particular case where intelligent predictor outperforms the moving average. In Figure 13 the ellipse indicates the area where moving average of 6 is slow to react to the changing demand, while the intelligent regression tree catches the decrease in sales right away.

7.1.3 Selected features

We employ feature selection mechanism based on correlation. On average 8.3 features from 26 are selected. In Figure 14 we depict the feature selection counts for the last testing week. It means that complete two years can be used for training. 0 means that the feature is never selected, 1 means that the feature is selected all the time.

The “ideally” predictable product would depend on external features and the labels would not be correlated with the historical sales. We have quite large frequency of internal features. It means that often we are operating more sophisticated forms of moving average. However, external features also do contribute, especially seasons and weather. Low frequency of holiday features is not surprising, having in mind that only 2 years of history are available. In addition, intuitively only a small share of products can be strongly related to calendar events, e.g. chocolate eggs to Easter.

7.2 Learning the categorization

We showed that intelligent and baseline predictors show different performance on different products. We would like to learn how to discriminate between the “predictable” and “random” products in advance. We fix an assumption that the sales behavior of a given product is stationary over time. That is why we filter out obviously non stationary cases from the data as described in Section 6.1.1. Thus in this study we determine the category of a given product once using the training part of the series. Then we employ sequential learning and prediction procedure, assuming that the category of a given product is fixed.

A product can be assigned to the “predictable” or “random” category depending on the (expected) performance of intelligent and baseline predictor. In order to learn the categorization rules we need to assign the “true” labels to the products. For
that first we need to fix the intelligent and the naive predictors and then compare their accuracies on a given product. If the intelligent predictor on average outperforms the naive, the product gets labeled as “predictable” and it is labeled as “random” if the results are vise versa.

We fix MA1 as the naive predictor and regression tree as the intelligent predictor. This way we get a meta dataset consisting of 220 products having binary labels. The proportion of the “predictable” class is 43%.

7.2.1 Target categorization accuracy

The goal of categorization is to improve the final prediction accuracy. Thus categorization performance shall be evaluated not only based on categorization accuracy, but also based on the resulting final prediction accuracy. Let us inspect the relationship between the two with the following experiment. We divide the products into “predictable” and “random” categories, but we control the categorization accuracy. When we use all the true category labels, the categorization error is 0%. Next we increase categorization error, e.g. we select 10% of products at random and swap their labels. This way we get 10% categorization error.

In Figure 15 we plot the categorization error against the relative error of the final prediction by the intelligent predictor (tree) for the two categories. The red curve represents the “predictable” group. The benchmark at 1 represents the alternative
relative error when using the naive predictor. Thus if we are able to achieve average categorization error less than 40%, we would apply the final intelligent predictor for the “predictable” category and the naive predictor for the “random” category.

Let us see what is the corresponding effect of categorization error on the overall final prediction accuracy. We present it in Figure 16. The final prediction accuracy of CAPA (switching between the intelligent and naive predictors) is linearly dependent on the categorization accuracy.

7.3 Meta - categorization approach

Meta categorization is categorization using structural features, defined in Section 4.1.1. In order to learn the categorization rules, we first need to choose the base classifier. After preliminary experiments on the training data we choose a Naive Bayes classifier, which is not complex and appears to be powerful in this meta learning case.

The second important design choice is to choose the threshold for classification. The intelligent predictors showing final relative prediction error around 1 might not be significantly different from the naive predictors. We want to be able to regulate the level of certainty in the “predictable” category. For instance, if the categorization rule is able to identify only one the most “predictable” product, but this product comprises significant amount of total company sales, it is worth doing.

We do sensitivity analysis on the thresholding of the meta labels (training part). We split the training-validation basket into training (60%) and validation (40%) parts. The size of validation set is 88 products. In Figure 17a we depict the label threshold options against the categorization error.

It can be seen that minimum error is achieved between 0.94 and 1.00 label threshold. In Figure 17b we depict the size of the “predictable” class, output by the classifier on the validation set. Naturally, the lower the threshold, the less products are identified as “predictable”.

---

**Fig. 16. Overall final prediction accuracy.**

**Fig. 17. Meta categorization: sensitivity to the training thresholds.**
Let us look what are the corresponding final prediction accuracies. In Figure 18 we plot the final prediction accuracies against categorization thresholds. The red line indicates the accuracies within the “predictable” group. It can vary a lot in size, as we saw in Figure 17b. The result is intuitive, since in case of very low threshold less products are picked as “predictable”, but the classifier is more “certain” as the final prediction error is lower. Even without integrating the costs of mistakes, the overall performance is improved as can be seen in the ellipse area of the green line.

The idea of using variable label threshold is similar to the concept of ROC curve. It allows the decision maker to balance and rebalance the output of the model in relation to the costs of mistakes. By moving the label threshold we are moving the decision boundary within the training data and actually train a set of models in order to inspect the sensitivity. While in the ROC curve the decision boundary of the trained model is being moved. A single model is trained and its continuous outputs are used to produce an ROC curve.

Let us fix the label threshold at 1.00 which in Figure 17 appeared to be one of the optimal thresholds. Then the ROC curve for Naive Bayes categorizer is plotted in Figure 19. The area under ROC (AUC) is 0.68.

We showed how the categorization and the final prediction accuracy continuously depend on the thresholding decisions.

The discrimination between “predictable” and “random” products is achieved using structural features. Let us see how different the structural features are within each category. We again fix the category label threshold at 1.00 and we also fix category output threshold at 0.5. In Figure 20a average values of the structural features for true “predictable” and “random” product categories are depicted. In Figure 20b we depict average features of the categories output by Naive Bayes categorizer.
7.4 Categorization by cross validation

An alternative for meta learning approach is categorization by cross validation on the training part of the series. We use 10 fold cross validation and average over the final accuracies. It is important to observe the order of the instances, since we are measuring MASE, which depends on the order of instances.

We assign a product to “predictable” is average cross validation MASE is < 1. For sensitivity analysis we replace 1 by variable threshold to produce sensitivity analysis, similar to the ones we showed for meta categorization. ROC curve is not applicable here because there is no categorization model built, the categorization process is data driven.

Finally we overlay the final results of meta categorization and cross validation in Figure 23. Meta categorization outperforms categorization by cross validation (green vs. blue lines) in terms of final prediction accuracy averaged over all the products in the validation set (assigned as “predictable” and “random”).

Let us have a closer look at the results achieved by cross validation vs. meta categorization. We again fix the label threshold at 1.00. Testing results on the validation set (88 products) are presented in Table 3. Prior means all the products are considered “random”, this is a lower baseline. Oracle assumes the categorization is perfectly correct, so this is the upper baseline, what
Table 3. Categorization results. Prior means all the products are considered “random”, Oracle assumes the categorization is perfectly correct. • indicates the difference from the baseline is statistically significant, ○ that it is not. Mann-Whitney U test [14] is used (5% level of significance).

<table>
<thead>
<tr>
<th></th>
<th>Meta</th>
<th>Cross-v</th>
<th>Prior</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categorization error</td>
<td>30.88%</td>
<td>45.45%</td>
<td>44.32%</td>
<td>-</td>
</tr>
<tr>
<td>Final MASE over all products MA6</td>
<td>1.0673</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Final MASE within “predictable” prod. TREE</td>
<td>0.9465 •</td>
<td>0.9922 ○</td>
<td>-</td>
<td>0.8588 ●</td>
</tr>
<tr>
<td>Final MASE over all products TREE + MA1</td>
<td>0.9757</td>
<td>0.9971</td>
<td>1.0000</td>
<td>0.9374</td>
</tr>
<tr>
<td>Final MASE within “predictable” prod. MA6</td>
<td>0.9365 ●</td>
<td>1.0328 ○</td>
<td>-</td>
<td>0.9704 ○</td>
</tr>
<tr>
<td>Final MASE over all products MA6 + MA1</td>
<td>0.9711</td>
<td>1.0123</td>
<td>1.0000</td>
<td>0.9869</td>
</tr>
</tbody>
</table>

can be achieved with the correct categorization. It can be seen that meta categorization outperforms both cross validation and prior on the final accuracies using regression tree for the final prediction. However, MA6 (moving average of 6) is still competitive final predictor. It can be seen that final accuracies with meta categorization are better than Oracle when using MA6. That means the result is achieved due to “lucky” configuration of categorization errors. This also indicated a potential future research direction. MA6 could be integrated into the switch mechanism in addition to currently used MA1 vs. intelligent predictor.
Fig. 24. Experimental division of the dataset.

Table 4. Testing results. • indicates the difference from the baseline is statistically significant, ◦ that it is not. Mann-Whitney U test is used (5% level of significance).

<table>
<thead>
<tr>
<th></th>
<th>Meta</th>
<th>Cross-γ</th>
<th>Prior</th>
<th>Oracle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Categorization error</td>
<td>40.91%</td>
<td>44.55%</td>
<td>50.91%</td>
<td>-</td>
</tr>
<tr>
<td>Final MASE over all products MA6</td>
<td>1.0323</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE within “predictable” prod. TREE</td>
<td>0.9613 ◦</td>
<td>0.9614 ◦</td>
<td>-</td>
<td>0.8651 •</td>
</tr>
<tr>
<td>basket</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE over all products TREE + MA1</td>
<td>0.9842</td>
<td>0.9849</td>
<td>1.0000</td>
<td>0.9313</td>
</tr>
<tr>
<td>TE</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE within “predictable” prod. MA6</td>
<td>0.9073 •</td>
<td>0.9616 ◦</td>
<td>-</td>
<td>0.9409 ◦</td>
</tr>
<tr>
<td>Final MASE over all products MA6 + MA1</td>
<td>0.9621</td>
<td>0.9850</td>
<td>1.0000</td>
<td>0.9699</td>
</tr>
<tr>
<td>Categorization error</td>
<td>40.00%</td>
<td>44.55%</td>
<td>32.73%</td>
<td>-</td>
</tr>
<tr>
<td>Final MASE over all products MA6</td>
<td>1.0801</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE within “predictable” prod. TREE</td>
<td>0.9964 o</td>
<td>0.9990 o</td>
<td>-</td>
<td>0.8890 ◦</td>
</tr>
<tr>
<td>basket</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE over all products TREE + MA1</td>
<td>0.9984</td>
<td>0.9996</td>
<td>1.0000</td>
<td>0.9526</td>
</tr>
<tr>
<td>TV1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE within “predictable” prod. MA6</td>
<td>0.9733 o</td>
<td>0.9902 o</td>
<td>-</td>
<td>0.9551 o</td>
</tr>
<tr>
<td>Final MASE over all products MA6 + MA1</td>
<td>0.9886</td>
<td>0.9962</td>
<td>1.0000</td>
<td>0.9808</td>
</tr>
<tr>
<td>Categorization error</td>
<td>37.27%</td>
<td>38.18%</td>
<td>43.64%</td>
<td>-</td>
</tr>
<tr>
<td>Final MASE over all products MA6</td>
<td>1.0685</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>testing</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE within “predictable” prod. TREE</td>
<td>0.9821 o</td>
<td>0.9790 o</td>
<td>-</td>
<td>0.8692 ◦</td>
</tr>
<tr>
<td>basket</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE over all products TREE + MA1</td>
<td>0.9901</td>
<td>0.9927</td>
<td>1.0000</td>
<td>0.9429</td>
</tr>
<tr>
<td>TV2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Final MASE within “predictable” prod. MA6</td>
<td>0.9647 o</td>
<td>1.0158 o</td>
<td>-</td>
<td>0.9730 o</td>
</tr>
<tr>
<td>Final MASE over all products MA6 + MA1</td>
<td>0.9804</td>
<td>1.0054</td>
<td>1.0000</td>
<td>0.9882</td>
</tr>
</tbody>
</table>

7.5 Final prediction accuracies

So far we were showing the results on training-validation set. In this section we present the final prediction accuracies on the reserved testing basket TE (110) products. Categorization is trained on all the training-validation basket (220 products). In addition we present two more sets of results, which are tested on the training validation basket (110 products each) TV1 and TV2. Recall a scheme of the product division in Figure 10. So far we used training - validation basket for training, tuning the parameters and validation. Testing basket was not used at all so far. Now we present three blocks of final prediction results, using 3-fold cross validation. One fold is stratified and consists of the testing basket TE, while the other two are a random division of the training-validation products. See Figure 24 for illustration.

In Table 4 we provide the categorization and final prediction results.

In all the testing cases CAPA outperforms the baselines MA1 and MA6. It does not outperform MA6 combined with MA1 though. The combination of those two with the intelligent predictor is an interesting direction for future research. We compare two alternative techniques for identification of the context (product category): meta categorization and cross validation. In
two out of three testing cases, including an unseen testing set, meta categorization outperforms cross validation on the final prediction accuracy.

The results do not show statistically significant difference at 5% level of significance. We are using prediction errors for discretized labels as specified by the task, not classification accuracies. Different errors are assumed to make equal contribution to the final accuracy. The issue of evaluation was discussed in Section 5. We argue that the task requires specific cost based evaluation and conventional statistical techniques do not fully take into account the domain specifics. Cost based evaluation technique is yet to be developed, it is another direction for the future research.

8 Discussion of related work

In many real-world domains the situations seen in the past might partially repeat, which is referred as reoccurring contexts [22]. Seasonality comes very close to the concept of reoccurring contexts, with an emphasis that it is not known with certainty, when the contexts will reoccur.

Change detection is the prevailing technique to deal with permanent drifts [5]. After the change is detected, an old portion of the training data is left out. These methods work under assumption that newer examples are always more representative than the old ones.

The methods designed to handle reoccurring contexts can store concept descriptions [22], employ instance [3,4] or batch [6,11] selection to look for case bases, or maintain a diverse ensemble of learners [16,15,13,20,17].

Ensemble learning maintains a set of concept descriptions, predictions of which are combined using a form of voting, or the most relevant description is selected online. An alternative approach is referred as CAPA approach comes close to meta learning [19], where the relevant learners are selected based on offline predefined criteria. A two level learning model is presented by Widmer [21] perceived context changes are used to focus the learner specifically on the information relevant to the current context. Klinkenberg [12] developed an approach, where at each time step not only the training window but also the type of base learner and its parametrization is selected from a fixed set of learners, using cross validation.

In this study we introduced a generic sales prediction approach with context awareness. In contrast with the discussed meta learning approaches [21,12], we incorporate domain expertise and observations in categorization and base predictor selection process.

9 Conclusion

Sales prediction is a complicated task. There are different seasonality patterns across the product assortment. We developed context aware sales prediction approach, via introducing background knowledge into predictor selection process.

In SLIGRO case study we showed that CAPA consistently outperforms baseline methods (based on moving average) in terms of the final prediction accuracy. We also showed different tradeoffs on the accuracy while moving the categorization threshold.

In this study we assumed that the category of a given product is static over time. Next practical step would be to employ the approach in a dynamic setting, where the structural type might change over time as well.
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