Controlling the accuracy and uncertainty trade-off in RUL prediction with a surrogate Wiener propagation model
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\textbf{A B S T R A C T}

In modern industrial systems, sensor data reflecting the system health state are commonly used for the remaining useful lifetime (RUL) prediction, which are increasingly processed by modern deep learning based approaches recently. But these deep learning models do not automatically provide uncertainty information for the RUL prediction, hence this paper is motivated to introduce a novel approach that allows to control trade-off between prediction performance and knowledge about the uncertainty of the RUL prediction. The key aspect of our approach is to use a long short-term memory (LSTM) network as an expressive black-box predictor and the Wiener process as a surrogate to model the propagation of prediction uncertainty. The uncertainty propagation model is used to interactively train the RUL predictor. Our empirical results in a turbofan engine degradation simulation use case show that the surrogate Wiener propagation model can improve the near-failure prediction accuracy by sacrificing the far-to-failure prediction accuracy.

1. Introduction

Remaining useful lifetime (RUL) is a key performance indicator in modern industrial systems, leading to automated decisions for maintenance, production, and inventory [1–3]. Due to advances in sensor engineering and monitoring techniques, more and more inspection data have become available. These inspection data indirectly reflect the system health state, which are commonly used for RUL prediction.

However, in real-life applications, establishing data-driven RUL predictors for industrial systems faces several challenges. Common, well-known challenges are the following.

- High-dimensional, noisy inspection data come from various sensors at different positions, including vibration, acceleration, temperature [4], acoustic signals [5] etc.
- Unknown failure mechanisms prevent the degradation indicator extraction directly.
- As run-to-failure tests need a long running period and also a high economic cost, usually few historical failure records exist.

In this paper we focus on the challenge of real-time prediction in the common situation in which high-dimensional inspection data come sequentially and all inspection data are associated to the same system failure. In such cases recorded RUL values linearly decrease over time, and hence the RUL prediction trained with RUL records fits better a linear propagation. However, black-box prediction models based on historical data do not automatically yield linear trends and thus may have poor performance. How to keep the rationale about prediction propagation while facing the curse of dimensionality motivates our research in this paper.

Traditional RUL prediction models, like stochastic processes [1,6], mixed-effect physical models [7], and proportional hazard rate models [8,9] based on manual feature engineering success in many scenarios with scalar degradation data[11], but they usually fail to perform well in high-dimensional, high velocity inspection data settings. This demand largely drives recent advances in machine learning, especially in deep neural networks.

Earlier trials based on artificial neural networks (ANNs) [10–15] with shallow structures did not yield satisfactory results, but recently developed deep structures seem to be very promising. For instance, recurrent neural networks (RNN) and related variants [16–18] are introduced as a standard way to process time-stamped sensor readings, and convolutional neural networks (CNN) [19,20] showing excellent capability of representing degradation have also become popular. In particular, deep neural networks show a great success for self-learning feature representation [21] and are becoming increasingly popular in...
reliability engineering.

A main drawback to using machine learning models for RUL prediction is the lack of interpretability and transparency. This difference with explainable statistical and stochastic methods in traditional reliability engineering prevents the machine learning models to be widely applied when uncertainty quantification and decision analysis are needed. More importantly, reliable uncertainty quantification requires parametric probabilistic models and it is not obvious how to connect these models with RUL predictions based on machine learning methods.

To address the above concern, in this paper we refer to the idea of surrogate modeling to find a simplified explainable model that approximates multivariate complex systems based on limited historical data [22]. The main contribution of this paper is to introduce a latent Wiener process as the bridge process between machine learning based RUL predictions and parametric probabilistic models for uncertainty quantification. The modeling adopts a backward strategy to model the predictor’s output rather than the forward strategy to model the predictor’s input. Our rationale is to first assume a Wiener propagation model for the optimal output, and then optimize the predictor to fit the surrogate Wiener model.

The use of an unobserved bridge process approach is widely adopted in surrogate modeling [23,24], or latent process modeling [25,26] for hidden states. Specifically in the literature regarding RUL prediction, the surrogate modeling or latent process modeling is commonly performed to find the scalar degradation or health indicator of systems, which is called stochastic degradation modeling [1,27]. In high-dimensional inspection scenarios, the scalar degradation indicator usually cannot be directly observed, leading to the problem of missing output labels during surrogate modeling. Instead we do surrogate modeling for RUL prediction in this paper, that can be evaluated directly by failure records. Moreover the idea of combining machine learning with stochastic models has been applied to other problems in lifetime analysis. E.g., [28] use machine learning to learn the structure of Bayesian networks and apply the Bayesian networks for fault diagnosis in engineering while in [29] proportional hazards models are combined with neural networks.

This paper is organized as follows. A Wiener propagation model for prediction increments will be introduced in Section 2, where the joint density to observe the prediction and the observation is expressed explicitly. In Section 3, the RUL predictor and the Wiener propagation model will be jointly trained based on negative likelihood loss functions. A long short-term memory network (LSTM) predictor will be specified in Section 4 and it will be verified in a turbofan engine degradation simulation use case. Conclusions will be given at the end.

2. Wiener propagation model

2.1. Problem setup

All inspection times are assumed to be non-negative integers, unless otherwise specified. Consider an unspecified system equipped with $m$ sensors. Each inspection at integer time $s \in \mathbb{N}$ returns a vector $x_s \in \mathbb{R}^m$. The system fails at time $T \geq 0$. All inspection data observed in an interval $[s, t]$ are denoted by $x_{s:t}$, and the RUL at time $t$ is denoted by $\tau_s = t - s$, always $s < \tau$. We assume that an RUL predictor $\varphi$ is available which maps $x_s$ to an estimate of $\tau_s$, say $\hat{\tau}_s$.

$$\varphi: \mathbb{R}^{m \times (t-s)} \mapsto \mathbb{R},$$

with $\varphi(x_{s:t}) = \hat{\tau}_s$, $0 \leq s < \tau$.  

(1)

We will write $\hat{\tau}_s$ instead of $\varphi(x_{s:t})$ for short. Note that for $s \geq \tau$ there is no prediction needed, because the failure has already occurred.

Since we deal with sequential RUL prediction, the predictor $\varphi$ is assumed to have following properties throughout this paper.

1. The RUL predictors are stationary.

2. Differences between consecutive RUL predictions are normally distributed with average decrease of one time unit, i.e.,

$$\varphi(x_{s+1:t}) - \varphi(x_{s:t}) \sim N(-1, \sigma^2)$$

for some $\sigma > 0$, where the notation $\mathcal{N}(\mu, \sigma^2)$ denotes the normal distribution with mean $\mu$ and variance $\sigma^2$, whose probability density function is denoted by $\mathcal{N}(x; \mu, \sigma^2)$ for $x \in \mathbb{R}$.

3. The predictor can iteratively update the old prediction by new information.

These rough assumptions will be specified and deepened in a more rigorous setting in later discussions. The first and second property lead to the Wiener propagation modeling in this section. The third iterative property fits well the LSTM predictor [30] that will be discussed in Section 4. Without loss of generality, the available information in practice is set up as follows.

- Historical inspection data on N identical and independent systems are observed with associated failure times $[\tau_i]_{i=1}^N$.
- Suppose there are totally $n_i$ inspections for the $i$th system until the failure time $\tau_i$. The inspection data at time $s_j$, $j = 1, \ldots, n_i$, are denoted by $x_{s_j}$; the associated RUL at time $s_j$ for the $i$th system is observed by $\hat{\tau}_j - \tau_j = \hat{\tau}_s - s_j$.
- Due to unsynchronized calendar times in different systems, initial states in different systems may be different.

As the stochastic system is considered, the prediction $\hat{\tau}_s$ depending on uncertain system states in $(s, \tau)$ cannot be almost surely accurate until the failure happens. Hence the prediction uncertainty exists and cannot be compressed. However a good prediction can redistribute uncertainties at different times and focus on the average prediction capacity. In the next section, what a good prediction looks like will be discussed.

2.2. Uncertainty propagation modeling

Due to unobserved system uncertainties [31], the system state $x_s$ are uncertain on different systems leading to the RUL prediction uncertainty. Suppose the RUL prediction $\hat{\tau}_s$, $s \in [0, \tau]$ on an unspecified system is given, this section contributes to the uncertainty expression about $\hat{\tau}_s - \tau$, at a previous time $s < \tau$.

In the real-time prediction at time $s < \tau$, the prediction $\hat{\tau}_s$ and the actual RUL $\tau_s$ are not actually observed. Hence the modeling is divided into two parts based on the existing prediction $\hat{\tau}_s$; prediction propagation modeling for $\hat{\tau}_s - \tau$, $t > s$ and prediction error modeling $\hat{\tau}_s - \tau$ when $\tau_s$ is given. In the following, the propagation modeling will be done via a Wiener process, and the validation error $\hat{\tau}_s - \tau_s$ will be processed as normalized random variables.

2.2.1. An illustrative RUL predictor under the scalar Wiener degradation process

Before proceeding to later discussions, let us recall some preliminary results on Wiener processes in a classical degradation modeling view [1,27,32]. Firstly, the inverse Gaussian distribution [33] is introduced as follows.

**Definition 2.1.** The inverse Gaussian distribution has a probability density function $\mathcal{G}(x; \alpha, c)$ with parameters $\alpha > 0$ and $c > 0$ given by

$$\mathcal{G}(x; \alpha, c) = \sqrt{\frac{c \alpha^2}{2 \pi x^3}} \exp\left(-\frac{c(x - \alpha)^2}{2x}\right), x > 0.$$

(3)

If a random variable $X$ follows the inverse Gaussian distribution denoted by $X \sim \mathcal{G}(\alpha, c)$, then

$$\mathbb{E}(X) = \alpha, \text{Var}(X) = \alpha/c.$$

(4)
It is noted that notations in Definition 2.1 are different from other definitions (e.g. [33]) to facilitate later discussions.

Now consider a scalar drifted Wiener process [34] for the scalar inspection data scenario in (1). The inspection data \(x_t\) at time \(t \geq 0\) are observed from

\[
x_t = -\mu t + \sigma W_t,
\]

where \(x_0 = x_{\infty} > 0, \mu, \sigma > 0\) and \(W_t\) is a standard Wiener process [34].

As a standard way to model failures, the first passage time of \(X_t\) to reach the boundary 0 is adopted as failure time,

\[
T_{x_0} = \inf\{t : X_t \leq 0 | X_0 = x_{\infty}\}.
\]

The probability distributions of \(T_{x_0}\) is explicitly given by the following proposition.

**Proposition 2.2.** With notations defined in (5) and thereafter, given \(X_t = -\mu t + \sigma W_t, T_{x_0} = \inf_{t \geq 0} | X_t \leq 0 | X_0 = x_0\) follows the inverse Gaussian distribution defined in (3)

\[
T_{x_0} \sim IG(\mu, \mu^2/\sigma^2).
\]

**Proof.** It is a classical result that the first passage time of a drifted Wiener process to a constant boundary follows the inverse Gaussian distribution. Hence the proof is omitted, and readers can refer to other literature, e.g. Section 3.1.4, [34]. □

Now we turn to RUL prediction from observation to the degradation process \(x_t, t \geq 0\). Suppose until time \(s\), the system is not failed with the observation \(X_s = x_s\). The RUL prediction is naturally defined as the conditional expectation \(\hat{R}_s = \mathbb{E}(T_{x_0} - s | X_s = x_s, T_{x_0} \geq s)\). From the stationary and Markov property of Wiener process, \(\hat{R}_s = \mathbb{E}(T_{x_0} - s | X_s = x_s, T_{x_0} \geq s) \approx T_{x_0} - s\).

Moreover from Proposition 2.2, \(\hat{R}_s \approx T_{x_0} \sim IG(\mu, \mu^2/\sigma^2)\). The value-oriented RUL predictor \(\varphi\) in (1) can be naturally specified as the expectation of \(\hat{R}_s\) under the Wiener degradation setting, and the associated prediction \(\alpha_i\) equals

\[
\alpha_i = \varphi(x_{\infty}, s) = \mathbb{E}(\hat{R}_s) = \mathbb{E}(T_{x_0} - s) = \frac{x_{\infty}}{\mu}.
\]

Hence with observation to (5), an illustrative predictor \(\varphi(x_{\infty}, s) = x_{\infty}/\mu\) as a linear function of the newest observation is presented. This also summarizes basic procedures of RUL prediction based on verified stochastic degradation process [1].

However the above scalar scenario does not work for general multidimensional inspection data in (1) where the health indicator is hidden behind the inspection data. This leads to the idea to introduce a bridge process between RUL prediction and inspection data in the next subsection.

### 2.2.2. Surrogate Wiener propagation model

If a validation data-set is given, the prediction error in the validation test shows the intrinsic uncertainty caused by the predictor. Moreover the prediction is more accurate, it is more possible to observe \(r_s\) and \(\alpha_i\) simultaneously. Hence to model the prediction uncertainty in a probabilistic view, the possibility to observe the prediction and the observation \((r_s, \alpha_i)\) simultaneously motivates later discussions. This possibility relationship can hardly be revealed directly due to the unknown failure mechanism.

In this paper a hidden bridge stochastic process \(Y_t\) observed by the prediction \(\alpha_i\) in (1) is introduced to model the joint likelihood of \((r_s, \alpha_i)\). From the backward-validation view, \(Y_s = \alpha_s\) as a prediction can be naturally evaluated by \(r_s\). From the forward-prediction view, the RUL prediction \(\hat{R}_s\) conditional on \(Y_s = \alpha_s\) can be derived explicitly by introducing \(Y_s\), which is observed by the actual RUL \(r_s\). Hence, the possibility to observe \((r_s, \alpha_s)\) simultaneously can be expressed as the joint density to observe \(\hat{R}_s = r_s\) and \(Y_s = \alpha_s\).

The basic bridge idea is adopted widely in the literature under different settings. For instance, Bengio et al. used the hidden Markov model as the bridge process between acoustic signals and speech texts in [26], and Christophe et al. used Gamma process as the bridge process between the degradation signal and the RUL prediction in [35].

The remaining of this section will reveal the hidden process \(Y_t\) explicitly under moderate assumptions to specify the considered scenario.

**Assumption 2.3.**

1. The system degrades gradually.
2. The system failure is detected immediately and perfectly.
3. Newer and more information contributes to less absolute prediction error.

Assumption 2.3 is ansatz to formulate later modeling, but they are also proposed from observed facts and general rationale in practical scenarios where at least Wiener degradation processes are applicable [32,36]. Especially,

- Point 1) in Assumption 2.3 means that the system degradation states have no large jumps over time, for instance early-stage fatigue cracks usually fits this assumption in practice (see illustrative examples in [37]).
- Point 2) in Assumption 2.3 means that failure definition and detection are perfect, which fits the case of hard failures leading to the immediate system shutdown.
- Point 3) in Assumption 2.3 is the rationale of data-driven methodology to do RUL prediction.

In the following we will introduce Wiener process to model the RUL prediction propagation, which is motivated by our real-world experience on general prediction error analysis. Irrelevant to specific prediction techniques, the RUL prediction usually show following properties.

- Prediction errors are time-dependent and mutually dependent.
- Prediction errors at a time are Gaussian, or normally distributed.
- RUL prediction as a time-to-event prediction has a linear trend over time.

The above rationale combining with Assumption 2.3 supports us to model the propagation for RUL prediction via Wiener process [34] based on its natural relationship with white noises. Specifically recalling the RUL predictor (1), the contribution of \(x_{\infty}\) to the prediction increment \(\alpha_i - \alpha_s\) is modeled as the increment of a Wiener process in the following assumption.

**Assumption 2.4.**

1. For two times \(t \geq s\), the RUL prediction \(\alpha_i\) uses more data \(x_{t+}\) than \(\alpha_s\), the information difference contributes to uncertainty in the prediction increment \(\alpha_i - \alpha_s\). Hence the uncertainty of prediction increment is assumed to be linearly related with \(t - s\).
2. The prediction increment is memoryless, unbiased and cumulating over the time difference. Combining the last assumption, for \(t \geq s \geq 0\) and \(c > 0\), the prediction increment is assumed to be observed from the increment of a Wiener process, i.e.

\[
\alpha_i - \alpha_s \approx z - t + \frac{W_{t-s}}{\sqrt{c}},
\]

where \(W_t\) is a standard Wiener process [34].

3. As Wiener process follows the normal distribution, the RUL prediction increment \(\alpha_i - \alpha_s\) for \(t \geq s\) is independent with \(\alpha_s\) and normally distributed with mean \(s - t\) and variance \((t - s)/c\).
\[ \alpha_t - \alpha_s \sim N(s - t, (t - s)/c). \] \hspace{1cm} (11)

If there is no uncertainty in the predictor \( q \), the increment \( \alpha_t - \alpha_s \) as the RUL difference should be exactly \( s - t \). Hence (10) reasonably models the cumulative uncertainty in \( \alpha_t - \alpha_s \) and the parameter \( c \) controls the uncertainty propagation rate. It is also noted the increment modeling does not depend on the calendar time, but only the time difference. This leads to two different views on the forward prediction in the calendar time and the backward validation over the actual RUL respectively.

2.2.3. Backward validation

Directly from the propagation model (10) a natural backward validation model is implied by Assumption 2.4, leading to the following proposition. This is designed for the post-failure analysis when failures are already observed.

**Proposition 2.5.** If the failure time has been observed at time \( t \geq 0 \) with the actual RUL \( r = t - s \) for \( s \in [0, t] \), the historical prediction \( \alpha_t \) under Assumption 2.4 is observation for a Wiener process \( r_t + W_t/\sqrt{c} \) where \( W_t \) is a standard Wiener process, and \( c > 0 \) defined in (10).

Moreover, \( \alpha_t \) follows normal distribution with mean \( r_t \) and variance \( r_t/c \), i.e.

\[ \alpha_t \sim N(r_t, r_t/c). \] \hspace{1cm} (12)

**Proof.** From Assumption 2.3, the failure is detected immediately, so at the failure time \( t \) the prediction should be accurate such that \( \alpha_t = r_t = 0 \). Furthermore for two times \( t > s \geq 0, r_t - r_s = s - t \) (11) leads to

\[ \alpha_s - \alpha_t \sim N(r_s - r_t, (r_t - r_s)/c). \] \hspace{1cm} (13)

And from the time reversal property of standard Wiener process [34], (10) leads to

\[ \alpha_t - \alpha_s \sim N(t - s, (s - t)/c). \] \hspace{1cm} (14)

Let \( \alpha_t = r_t = 0 \), (12) and the corresponding process comes naturally. \( \square \)

It is remarked that Proposition 2.5 is consistent with Assumption 2.3 as more accuracy is present when the time is closer to the failure time.

2.2.4. Forward prediction

Now consider the forward RUL prediction when the system failure is not observed yet, and the target to estimate the prediction uncertainty when the RUL prediction \( \alpha_t \) is given at time \( s \). From Eq. (10), for an unspecified system the RUL prediction \( \alpha_s \) is observed from the drifted Wiener process \( Y_s \)

\[ Y_s = -s + \frac{1}{\sqrt{c}} W_s, \quad s \geq 0 \] \hspace{1cm} (15)

with the initial value \( Y_0 = \alpha_0 \). The above model predicts the value of \( \alpha_{s+} \) based on the initial prediction \( \alpha_0 \). More importantly, \( Y_s \) globally describes the time-dependent uncertainty and the dependence of the predictor \( q \) in a probabilistic way.

- **Now consider the failure prediction based on Eq. (15) at time 0 with \( Y_0 = \alpha_0 \). Noticing Assumption 2.3 implies \( \alpha_0 = 0 \), the failure time can be naturally processed as the realization of the first passage time for \( Y_t \) to reach 0 based on (15),

\[ T_{\alpha_0} = \inf \{ t \geq 0 : Y_t \leq 0 \} = \alpha_0, \quad \alpha_0 \geq 0. \] \hspace{1cm} (16)

- If \( \alpha_0 < 0 \), the predicted failure time equals 0 without uncertainty.

- When \( Y_s = \alpha_s \geq 0 \) is observed at time \( s > 0 \), it implies that the system is not failed in the failure model(16), i.e. \( T_{\alpha_0} \geq s \). The RUL prediction is updated by the conditional expectation under the process (15),

\[ \hat{R}_t = E(T_{\alpha_0} - s | \alpha_t = \alpha_s, T_{\alpha_0} \geq s) \approx T_{\alpha_0}, \quad \alpha_t \geq 0. \] \hspace{1cm} (17)

- From Proposition 2.2,

\[ T_{\alpha_0} \sim \mathcal{G}(\alpha_0, c), \text{ and } \hat{R}_t \sim \mathcal{G}(\alpha_t, c). \] \hspace{1cm} (18)

The above hidden failure modeling is self-consistent based on \( Y_s \). The prediction uncertainty of \( \alpha_t \) to fit the actual RUL is expressed in (18).

2.2.5. Joint-likelihood of observation and prediction

Recalling the target (9), the possibility to observe \( r_t \) and \( \alpha_s \) simultaneously is now explicitly modeled by introducing the propagation model \( Y_s \) (15) and Proposition 2.5. This connection is described explicitly via density functions of \( Y_s \) and \( \hat{R}_t \).

- For \( \alpha_s = \phi(x_{s, k}), Y_s = \alpha_s \) is the initial value for \( Y_s, t \geq s \) satisfying the propagation model (15). And the density function of \( Y_s \) is revealed by the normal distribution based on Proposition 2.5,

\[ p_{Y_s}(\alpha_s) = N(\alpha_s; r_s, r_s/c). \] \hspace{1cm} (19)

For two inspection times \( t > s \) regarding the same system with predictions \( \alpha_s \) and \( \alpha_s+ \), the independent increment and stationarity of Wiener process leads to \( Y_t - Y_s \sim N(s - t, (t - s)/c) \) with the transition density

\[ p_{Y_t}(\alpha_t | Y_s = \alpha_s) = N(\alpha_t; \alpha_s + s - t, (t - s)/c). \] \hspace{1cm} (20)

- At time \( s \) with the prediction \( \alpha_s \), the conditional expectation of \( \hat{R}_t \) in (18) describes the RUL prediction based on \( Y_s, t \geq s \). Hence the density function to observe the actual RUL \( r_t \) is

\[ p_{\hat{R}_t}(r_t | Y_s = \alpha_s) = \mathcal{G}(r_t; \alpha_s, c). \] \hspace{1cm} (21)

From (18), (19), (21), the following expression summarizes the connection between \( r_t \) and \( \alpha_s \),

\[ \text{possibility}(r_t, \alpha_s) = p_{\hat{R}_t}(r_t | Y_s = \alpha_s) \]

\[ = p_{\hat{R}_t}(r_t | Y_s = \alpha_s)p_{Y_s}(\alpha_s) \]

\[ = \mathcal{G}(r_t; \alpha_s, c)N(\alpha_s; r_s, r_s/c). \] \hspace{1cm} (22)

(22) clearly shows the dependence between \( r_t \) and \( \alpha_s \) via the hidden process (15).

It is noted that RUL predictions based on sequential inspection data \( x_{s, k} \) are mutually dependent at different times in the same system due to the common knowledge on historical inspection data. Hence in this scenario for two times \( t > s \), the possibility to observe \( (r_t, \alpha_s, \alpha_s+) \) simultaneously at time \( t \) models the joint prediction uncertainty. From the Markov property of \( Y_s \),

\[ \text{possibility}(r_t, \alpha_s, \alpha_s+) \]

\[ = p_{\hat{R}_t}(r_t | Y_s = \alpha_s)p_{Y_s}(\alpha_s | Y_s = \alpha_s)p_{Y_{s+}}(\alpha_s) \]

\[ = \mathcal{G}(r_t; \alpha_s, c)N(\alpha_s - \alpha_s + s - t, \frac{t - s}{c})N(\alpha_s; r_s, r_s/c). \] \hspace{1cm} (23)

This treatment can be similarly applied to the scenario that multiple dependent predictions exist.

The above probabilistic understanding between \( \alpha_s \) and \( r_t \) leads to the predictor estimation via maximizing the likelihood in the next section.
3. Predictor training

Given the RUL predictor $\varphi(\cdot)$, a new parameter $c$ is introduced to control the prediction uncertainty in the last section. In this section, how to estimate this new parameter on the given training data and its role to improve the prediction loss will be investigated.

3.1. Training objectives

In the last section, a Wiener propagation model is introduced. The RUL prediction based on $a_t$ is modeled via a latent Wiener degradation process (15) and the RUL model (18). This section contributes to jointly optimize the RUL prediction (18) and the hidden process (15).

For an unspecified system at time $s$, the actual observation $(\mathbf{x}_t, s, r_s)$ forms an inspection-RUL pair. Moreover a RUL prediction $a_t$ bridges the inspection and the RUL prediction, hence a triple $(\mathbf{x}_t, s, a_t, r_s)$ is constructed. Under the setting of (22), the following discussions aim to maximize the possibility to observe this triple.

From (1) and (15), two pending parameters $\theta, c$ regarding the RUL prediction are to be estimated under the following setting.

1. The prediction $a_t$ comes from a predictor $\varphi$ with the pending vector parameter $\theta$, i.e. $a_t = \varphi(\mathbf{x}_t; \theta)$.
2. $a_t$ is the observation of $Y_s$ in (15) with the pending parameter $c$.
3. From (18), the actual RUL $r_s$ is observation of $R_s$, following the inverse Gaussian distribution, i.e. $R_s \sim G(a_t, c)$.

From (22), the optimization on $\theta, c$ aims to better describe actual RUL records, and to better fit the hidden process (15). These two objectives are different and dependent, which are connected by the hidden process $Y_s$ in (15). Hence the prediction can be evaluated by the joint log-likelihood to observe $a_t = \varphi(\mathbf{x}_t; \theta)$ and $r_s$ from (22). The prediction loss is naturally defined as the negative log-likelihood.

- The prediction loss at time $s$ with prediction $a_t$ for the actual RUL $r_s$ without historical inspections is defined by

$$
\text{error}(r_s, a_t; \theta, c) = -2\log \mathbb{P}(r_s | Y_s = a_t) + \log \mathbb{P}_Y(a_t)
$$

- On the same system, if different predictions $a_i$ are given at $s_j$, $j = 1, \ldots$, the loss function can be set up based on (23) to tolerate the dependence,

$$
\text{error}(r_{s_j}, a_{j+1}, a_{j-1}, \ldots, a_{s_j}; \theta, c) = -2\left[ \log \mathbb{P}_{r_{s_j}a_{j+1}}(r_{s_j} | Y_{s_j+1} = a_{j+1}) + \log \mathbb{P}_H(a_{j+1}) \right] + \sum_{i=2}^{j-1} \log \mathbb{P}_{a_i | Y_{s_i-1} = a_{s_i}}(a_i | Y_{s_i-1} = a_{s_i})
$$

For all available data specified in Section 1, the total loss is defined as the average loss for all observed inspection-RUL pairs $\{(\mathbf{x}_{s_i}, r_{s_i})\}_{i=1}^N$, $i = 1, \ldots, N$ which are denoted simply as $D_{\text{train}}$ in training in later discussions.

These data pairs contribute to the following prediction loss function from (24) and (25) with the notation $\Delta_j = a_{j+1} - s_j$, $\sigma_j = \varphi(\mathbf{x}_{s_j}; \theta)$,

$$
L_p(\theta, c; D_{\text{train}}) = \frac{1}{N} \sum_{i=1}^N \text{error}(r_{s_i}, a_{s_i}, \ldots, a_{s_i}; \theta, c) - \frac{2}{N} \sum_{i=1}^N \log \mathbb{P}_Y(r_{s_i}, \sigma_i; \theta, c) + \log N(\sigma_i; \theta, r_{s_i}, \frac{\Delta_i}{c}) + \sum_{j=1}^{N-1} \log N(\sigma_{s_{j+1}}; \theta, r_{s_j}, \Delta_j \frac{\Delta_{j-1}}{c})
$$

(26)

Hence the optimal parameters $\theta^*, c^*$ can be solved directly from the minimization problem on the training data $D_{\text{train}}$.

$$
(\theta^*, c^*) = \arg \min_{\theta, c} L_p(\theta, c; D_{\text{train}}).
$$

(27)

When the pending vector parameter $\theta$ consists of a few elements, the above optimization problem can be solved generally by self-designed optimization algorithms. However for a RUL predictor with thousands and more pending parameters, e.g. a deep neural network, to rewrite the optimization algorithm on the predictor such that the new parameter $c$ can be tolerated is a waste of existing training experience. Hence in the following, the optimization will be discussed based on $\theta$ and $c$ respectively.

3.2. Loss redefinition

With explicit density functions defined in (3), directly differentiating the loss function (26) with respect to $c$ leads to Eq. (28).

$$
\frac{\partial L_p(\theta, c; D_{\text{train}})}{\partial c} = \frac{1}{N} \sum_{i=1}^N \left[ \frac{1}{c} + \frac{(a_{s_i} - a_{s_i})^2}{r_{s_i}} - \frac{1}{c} + \frac{(a_{s_i} - r_{s_i})^2}{r_{s_i}} \right] + \sum_{j=1}^{N-1} \left[ (-1) + \frac{(a_{s_{j+1}} - a_{s_j} + \Delta_j)^2}{\Delta_j} \right].
$$

(28)

Let $\frac{\partial L_p(\theta, c; D_{\text{train}})}{\partial c} = 0$, naturally the unique optimal value of $c$ regarding the pending $\theta$ is returned with notations $a_q$ and $\Delta_q$ in (26),

$$
\gamma(\theta; D_{\text{train}}) = \frac{\sum_{i=1}^N \left( (a_{s_i} - a_{s_i})^2 / r_{s_i} + (a_{s_i} - r_{s_i})^2 / r_{s_i} + \sum_{j=1}^{N-1} (a_{s_{j+1}} - a_{s_j} + \Delta_j)^2 / \Delta_j \right)}{\sum_{i=1}^N (a_{s_i} - s_j)^2 / r_{s_i}}
$$

(29)

Hence for the optimal solution to (27),

$$
L_p(\theta^*, c^*; D_{\text{train}}) = L_p(\theta^*, \gamma(\theta^*; D_{\text{train}}); D_{\text{train}}).
$$

(30)

And the optimal value of $\theta$ for $\varphi(\cdot; \theta)$ comes from the following minimization problem.

$$
\theta^* = \arg \min_{\theta} L_m(\theta; D_{\text{train}}).
$$

(31)

(27) is now converted to a normal supervised task for the predictor $\varphi(\cdot; \theta)$ with the new loss function $L_m(\theta; D_{\text{train}})$. This loss function will be denoted by $L_m$-loss in later discussions.

From a pure loss analysis view, the loss function (30) introduces prediction-dependent measures at different time-steps between an input sequence and an output sequence with following properties.

1. Strongly controlling at the end-time punishes the end-prediction error.
2. Weakly controlling at the initial-time tolerates the initial prediction error.
error, and the weakness depends on the sequence length.
3. Controlling the error on prediction increment instead of the direct prediction error at other time-steps punishes the global propagation uncertainty.

3.3. Mini-batch training

In (25), it is revealed that sequential predictions are not independent, such that the joint prediction performance should not simply be measured by the uniform loss for every prediction like the mean square error. Meanwhile in common real-world tasks, not many inspection sequences from independent systems are observed. Under-sampling from limited sequences are essential for data augmentation in predictor training.

However common under-sampling techniques ignore the statistical dependence in the same inspection sequence and also the data imbalance due to variable lengths of inspection sequences. Simple augmentation on the training data leads to over-fitting and imbalance bias when data are not enough for a complicated model.

To keep statistical independence and common rationale in the predictor training, the under-sampling strategy is described as follows.

1. Randomly under-sample a fixed-length sub-sequence from every inspection sequence to form a data batch. In this way, statistical independence and data balance can be promised.
2. Use mini-batch gradient descent algorithms for the loss evaluated on the sampled data batch. Reused data in different batches are not influenced mutually due to the batch isolation and gradient values are updated by the mean.
3. Repeat sampling data batches for the mini-batch gradient descent optimization until optimization converges.

The optimization using mini-batch training for (26) is illustrated in Algorithm 1.

The parameter $c$ for uncertainty propagation modeling interactively influences the predictor design in Algorithm 1, which can also be updated by the validation on the data batch from (25). For practical convenience, the convergence of optimization is substituted in Algorithm 1 by searching the model with the smallest batch-loss when enough training epochs are done.

The algorithm involves three components: batch-based prediction, batch-loss evaluation, and objective-correction. The optimization converges to the optimal values for $\Theta$ and $c$ such that the hidden process $Y_s$ in (15) and the RUL predictor $q(\cdot; \Theta)$ in (1) are jointly established.

4. Empirical studies

4.1. Long short-term memory predictor

In previous discussions, the RUL predictor is not specified and the Wiener propagation model is done based on general model assumptions. In this section, the empirical evaluation on a real case study will be presented and the predictor $q$ is specified as an LSTM network [38].

4.1.1. Network structure

Deep neural networks including CNN, RNN etc., are actively discussed in the literature due to their self-learning capacity for feature representation. Moreover recently RNNs have been widely applied to survival-related prediction [29,39] because of the sequential modeling capacity. LSTM network [30,38] as a special RNN for the RUL prediction in (1) is set up as follows.

Theoretically the predictor $q$ in (1) can process an inspection sequence with any length. However due to the memory limit and data balance during training, a fixed-length $\eta + 1$, $\eta \in \mathbb{N}$ is always adopted for the uniform input length. From the stationary assumption, time information of subsequences can be removed and an unspecified subsequence since any time is treated as starting from 0, say $x_{0}\eta$.

1. For the sequentially coming input $x_{0}\eta$, the predictor $q$ iteratively updates the prediction and returns $\alpha_0$, $a_s$ for pending parameters $\Theta = (\theta_0, \theta_n, \theta_3)$ in the following way.

$$
\begin{align*}
    h_0 &= \tilde{a}_0; \\
    h_l &= c_{\theta}(h_{l-1}, x_l; \tilde{a}_l); \\
    a_l &= \phi(x_{l+1}; \Theta) = c_{\varphi}(h_l; \tilde{a}_l), \quad l = 0, 1, \ldots, \eta. \\
\end{align*}
$$

(32)

2. To be called RNN, the function $a_0$ in (32) should keep a linear chain rule in general. For instance, with known activation functions $a_0$, $a_s$ and the matrix parameters $[\tilde{a}_j]_{j=0}$, the Jordan network [40] as a simple RNN is defined by

$$
\begin{align*}
    h_0 &= \tilde{a}_0; \\
    h_l &= c_{a}(\tilde{a}_l, a_{l-1} + \tilde{e}_l x_l + \tilde{e}_l); \\
    a_l &= c_{\varphi}(\tilde{e}_l h_l + \tilde{e}_l), \quad l = 0, 1, \ldots, \eta. \\
\end{align*}
$$

(33)

3. Allowing the activation function $a_0$ in (33) to be replaced by a composite of $k$ activation functions $[\tilde{a}_j]_{j=1}$ leads to different variants of RNN structures, e.g. LSTM and gated recurrent unit (GRU) [30]. Specifically for this modification, parameters in (33) are divided from $\Theta_0$, $\theta_n$, $\theta_3$ in $a_0$ to $[\tilde{e}_j, \tilde{e}_2, \tilde{e}_3]_{j=1}$ for corresponding parameters in $[\tilde{a}_j]_{j=1}$.

In this paper the LSTM unit [38] in the following form is specifically

Require:

1. Training data $D_{train}$;
2. Maximum number of training epochs $M \in \mathbb{N}$.

Ensure: A RUL predictor $q(\cdot; \Theta^*)$ and $c^*$ to minimize the loss $L_p(\Theta, c; D_{train})$ in (26).

1. Initialize $i = 1, c_1, \Theta_1$;
2. for $i \leq M$ do
3. Randomly under-sample a data batch $D_i$ from $D_{train}$;
4. Update $c_{i+1} = \gamma(\Theta_i; D_i)$ from (29) for $c$;
5. Update $\Theta_{i+1}$ for $\Theta$ by gradient-descent algorithms using the loss function $L_p(\Theta, c; D_i)$;
6. $i + 1 \rightarrow i$.
7. end for
8. $\text{id}x = \text{arg min}_{i=1, \ldots, M} L_p(\Theta_i, c_i; D_i)$;
9. return $\Theta_{id} \rightarrow \Theta^*$, $c_{id} \rightarrow c^*$.

Algorithm 1. Mini-batch training.
considered,
\[ h_0 = \Theta; \]
\[ f_t = \sigma_1(\Theta_1 x_t + \Theta_2 h_{t-1} + \Theta_3); \]
\[ g_t = \sigma_2(\Theta_4 x_t + \Theta_5 h_{t-1} + \Theta_6); \]
\[ o_t = \sigma_3(\Theta_7 x_t + \Theta_8 h_{t-1} + \Theta_9); \]
\[ c_t = f_t o_{t-1} + g_t c_{t-1}; \]
\[ h_t = o_t c_t; \]
\[ \Theta = \Theta_0 \Theta_1 \Theta_2 \Theta_3 \Theta_4 \Theta_5 \Theta_6 \Theta_7 \Theta_8 \Theta_9, \quad i = 0, 1, ..., \eta, \]
(34)

where the operator \( \ast \) denotes the Hadamard product. Moreover, \( \sigma_1, \sigma_2, \sigma_3 \) are sigmoid function and \( \sigma_4, \sigma_5, \sigma_6 \) are hyperbolic tangent function \([38]\). \( \sigma_7 \) related to the output will be specified as ReLu \([41]\) in later discussions. Other choices of activation functions are also possible \([42]\).

From (34), \([\Theta_0, (\Theta_1, \Theta_2, \Theta_3)]_{m=1}^\eta, (\Theta_4, \Theta_5, \Theta_6)\) forms all trainable parameters \( \Theta \) for the LSTM prediction \( y(t) \). And the output sequence \( \Theta_{m} \) forms the LSTM output.

For more discussions about RNN structures, readers can refer to \([30]\).

RUL prediction is a special task with only non-negative observations. To promise the non-negativity of RUL prediction, the output layer is set as a time-distributed dense layer with ReLu activation \([41]\), where ReLu is given by \( \max(0, x) \) with input \( x \). This simply replaces the negative prediction with 0.

Later empirical tests on the LSTM predictor will be done in a laptop workstation with the high-level framework Keras \([43]\) and the TensorFlow back-end \([44]\).

4.2. Turbofan engine degradation simulation data

4.2.1. Available data

Provided by NASA using the Commercial Modular Aero-Propulsion System Simulation (C-MAPSS), the turbofan engine degradation data for run-to-failure simulations \([4,45]\) will be considered for empirical evaluation in this paper.2

The degradation data come from the simulation of a turbofan engine (illustrated in Fig. 1) in the C-MAPSS platform. In the NASA repository 20 data-sets FD001 – 004 are presented, and a fifth C-MAPSS data-set is made public in the PHM’08 data challenge \([4]\). Due to the high-variability and high-dimensionality, these data are well-known benchmarks in recent years to test RUL predictors in the high-dimensional scenario, and a good summary regarding recent studies on this data-set is presented in \([45]\).

In later experiments, data-sets labelled by FD004 will be considered.

- Every inspection returns a 24-dimensional vector consisting of 21 sensor readings and 3 operation settings.
- 249 run-to-failure sequences exist for training, consisting of 61,249 different time-stamped inspection data. The maximal and minimal number of inspection data in all sequences are 543 and 128 respectively.
- 248 randomly truncated sequences exist for testing, labelled by actual RUL records at truncating times. The maximal and minimal number of inspection data in all sequences are 486 and 19 respectively.
- Sequences from different run-to-failure tests have different lengths.

- It is assumed that all engines are identical and independent such that data from different engines are independent.

---

2 Used data-sets are publicly available at the web site of NASA (https://ti.arc.nasa.gov/tech/dash/groups/pcoe/prognostic-data-repository/#turbofan).

Fig. 1. Diagram of engine simulated in C-MAPSS (Fig. 1 in [44]).

4.2.2. Setup for LSTM predictor

As described in (34), the LSTM predictor is set up as follows.

- The LSTM predictor has 127 time steps, 256 hidden units and 288,001 trainable parameters. Each time step accepts an inspection vector of 24 dimensions.
- The LSTM has a mask input layer for input sequences of shorter lengths than 127.
- The LSTM predictor has time distributed outputs of length 127.
- The RMSprop optimizer with initial learning rate 0.01 is adopted.
- To compare training results from the \( L_2 \)-loss derived in (30), the mean square error (MSE) with equal weights to prediction errors at different time steps is considered.

4.2.3. Batch data preparation

In a rigorous setting, existing 249 training sequences are not enough for the LSTM predictor even each sequence consists of hundreds of sensor readings.

- All inspection data in the training sequences and testing are pre-processed by the same scaling and normalization.
- Training data batches consist of 249 sub-sequences of length 127 from different training sequences, which are associated with the actual RUL value at the end-time in the sub-sequence.
- The testing data batch consists of 248 sub-sequences of length 127 ending at truncating times from different testing sequences, which are associated with the actual RUL value at the end-time in the sub-sequence. The testing data are denoted by \( P_{test} \).
- Due to random data batch selection, the training epoch is set to include 250 without actual meaning.
- The predictor training will be done for 100 epochs under different loss functions, and the model reaching the minimal batch loss during training is selected for later testing.

4.3. Results and discussions

During training, the LSTM predictor only accepts a 127 time-step inspection sequence, and the prediction can slide over calendar time if the available inspection sequence is longer than 127 time-steps. As the length is not a network parameter, the trained network weights can be copied to another LSTM with longer time-steps such that the complete sequence in the testing data can be evaluated. Moreover the prediction models trained by the \( L_2 \)-loss and MSE are called Wiener-hidden model and the MSE-oriented model respectively in this section.

4.3.1. Training performance

Due to the random batch preparation strategy, no static training data are prepared to show the training performance over time. However the predictor can still be roughly evaluated on the randomly sampled data batch, whose losses over training epochs are illustrated in Fig. 2.

From Fig. 2, the Wiener-hidden model converges much quicker than
4.3.2. Point-wise testing performance

For the sequence – RUL pair in the testing data, the point-wise prediction performance can be evaluated by the last output from the LSTM predictor. Comparing the Wiener-hidden prediction with the MSE-oriented prediction, the necessity of introducing the Wiener propagation model is illustrated in Fig. 3. The Wiener-hidden prediction shows more accuracy at a near-failure time, but its prediction accuracy at a far-to-failure time is sacrificed. Hence by introducing the Wiener propagation model, predictions over calendar time are well controlled and the prediction uncertainty over calendar time is redistributed.

As the training data come from run-to-failure tests, fewer data exist at the far-to-failure time. Hence the prediction is naturally undertrained at a far-to-failure time due to lack of data. This also explains why the sample variance visually increases over the actual RUL.

As some testing sequences are shorter than the length of LSTM predictor, so predictions with less input data show an exceptional increased uncertainty near failure times in Fig. 3.

At the end, the LSTM output at the truncating time on the testing data is evaluated by metrics as in Table 1. In Table 1, 5 different metrics are considered: MSE, mean absolute error (MAE), MAPE, the uncertainty propagation rate estimated from (29), and the $L_{\infty}$-loss defined in (30). It is remarked that these metrics measured the point-wise performance of the LSTM predictor, while the sequence-level prediction uncertainty is not actually considered. This is a trade-off to allow a uniform-length input sequence.

From a pure accuracy view, the MSE-oriented prediction without punishment over time as in the MSE and MAE outperforms the Wiener-hidden prediction. However when time-related punishment is introduced as in MAPE and $L_{\infty}$-loss, the Wiener-hidden prediction outperforms the MSE-oriented prediction.

4.3.3. Propagation analysis for sequential RUL prediction

The testing performance is evaluated in the last sub-section in a point-wise way, this sub-section continues to test the sequence-level prediction on the testing data.

The increments of LSTM output sequences for the MSE-oriented model and Wiener-hidden model are illustrated in Fig. 4. From the comparison, the Wiener-hidden prediction increments visually show stationary, independent, and Gaussian distributed properties ($\sim N(0, 1)$) as modeled in the Wiener propagation model, while the

**Table 1**

<table>
<thead>
<tr>
<th>Loss metric</th>
<th>MSE prediction</th>
<th>Wiener prediction</th>
</tr>
</thead>
<tbody>
<tr>
<td>MSE</td>
<td>942.22</td>
<td>1354.21</td>
</tr>
<tr>
<td>MAE</td>
<td>25.25</td>
<td>27.50</td>
</tr>
<tr>
<td>MAPE</td>
<td>76.08</td>
<td>53.93</td>
</tr>
<tr>
<td>$\gamma(\theta^*<em>0; D</em>{\text{eval}})$</td>
<td>0.0116</td>
<td>2.98</td>
</tr>
<tr>
<td>$L_{\infty}(\theta^*<em>0; D</em>{\text{eval}})$</td>
<td>799.47</td>
<td>199.31</td>
</tr>
</tbody>
</table>

Fig. 2. Different losses over training epochs: $L_{\infty}$-loss in (30), MSE and MAPE.

Fig. 3. Actual v.s. predicted RUL at the truncating time for the testing data batch.

Fig. 4. Increments at neighbor time-steps for the Wiener-hidden and MSE-oriented prediction over the actual RUL for the testing data batch.
modeled by the drifted Wiener process. Our work shows a great potential to be integrated into predictive maintenance, where real-time maintenance decisions are made sequentially and sequential prediction is more applicable.

- The methodology of surrogate modeling to process prediction uncertainty instead of observation uncertainty indirectly solves the difficult modeling problem for high-dimensional inspection data. An uncertainty propagation modeling framework is newly proposed for data-driven RUL predictors, moreover interactive training between the surrogate model and the RUL predictor is proposed and realized.
- The near-failure prediction accuracy can be improved by relaxing the control for far-to-failure prediction accuracy, which is verified from the empirical results in a case study and also the theoretical uncertainty control of uncertainty propagation model.
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