DRAFT VERSION of PART II:

Invertible Orientation Scores

R. Duits · E.J. Bekkers

Abstract Inspired by the early visual system of many mammalians we consider the construction of-and reconstruction from- an orientation score $U_f : \mathbb{R}^d \times S^{d-1} \to \mathbb{C}$ as a local orientation representation of an image, $f : \mathbb{R}^d \to \mathbb{R}$ for $d \in \{2, 3\}$. The mapping $f \mapsto U_f$ is a wavelet transform $W_\psi$ corresponding to a reducible representation of the Euclidean motion group onto $L_2(\mathbb{R}^d)$ and oriented wavelet $\psi \in L_2(\mathbb{R}^d)$. This wavelet transform is a special case of generalized wavelet theory and has the practical advantage over the usual wavelet approaches in image analysis (constructed by irreducible representations of the similitude group) that it allows a stable reconstruction from one ('all scale') orientation score. Since our wavelet transform is a unitary mapping with stable inverse, we directly relate operations on orientation scores to operations on images in a robust manner.

Furthermore, we show that an operator $\Phi$ on orientation scores must be left invariant to ensure that the corresponding operator $W_\psi^{-1} \circ \Phi \circ W_\psi$ on images is Euclidean invariant. The specific design of left-invariant operators (e.g. diffusions, wavefront propagation) will be pursued in subsequent sections.

Literature: This section of the lecture notes is primarily based on the following scientific works [18,48,2,52,19,6,23,25,24].

Learning objectives:

– Understand the general benefits of an invertible orientation score.
– Understand that the domain of an orientation score of a 2D image is the Lie group $SE(2)$.
– Understand that the domain of an orientation score of a 3D image is the Lie group quotient $SE(3)/(0 \times SO(2))$
– Understand why orientation score processing must be left-invariant and not right-invariant.
– Know how to apply invertible orientation scores to images via the ‘Lie-Analysis’ Mathematica package.
   To be downloaded from www.lieanalysis.nl
– Know how to prove general unitarity results.
– Understand the design of proper wavelets for invertible orientation scores.

NB:
Technical parts and exercises with extra material are indicated in blue and may be skipped: The black text forms the core of the course and does not rely on the blue parts. Regular exercises are indicated in red.

In many medical image applications it is desirable to construct a local orientation-score of a grey-value image. In the case of 2D images $f : \mathbb{R}^2 \to \mathbb{R}$ such an orientation score $U_f : \mathbb{R}^2 \times S^1 \to \mathbb{C}$ depends on 3 variables $(b_1, b_2, e^{i\theta})$, where $b = (b_1, b_2) \in \mathbb{R}^2$ denote position and where $e^{i\theta} \in S^1 \leftrightarrow (\cos \theta, \sin \theta) \in S^1$ is a local orientation variable.
Mostly, such an orientation score is obtained by means of a convolution with some anisotropic wavelet \( \psi \in L^2(\mathbb{R}^2) \cap L^1(\mathbb{R}^2) \), cf.[52],[41]:

\[
U_f(b, e^{i\theta}) = \int_{\mathbb{R}^2} \psi(R^{-1}_\theta(x' - b)) f(x') \, dx',
\]

with \( R_\theta = \begin{pmatrix} \cos \theta & -\sin \theta \\ \sin \theta & \cos \theta \end{pmatrix} \). (1)

This idea is inspired by the early visual system of many mammalians, in which receptive fields exist that are tuned to various locations and orientations. Thereby a simple cell receptive field can be parameterized by its position and orientation. Assemblies of oriented receptive fields are grouped together on the surface of the primary visual cortex in a pinwheel like structure, known as the orientation preference structure.

The orientation preference structure is an almost everywhere smooth mapping of the Euclidean motion group space \( \mathbb{R}^2 \rtimes S^1 \) onto the 2D surface. Due to the difference in dimensionality, the orientation preference structure is punctuated by so-called pinwheels, which are singularities in this mapping, see Figure 1.

For a conceptually convincing overview of the role of sub-Riemannian geometry (and orientation analysis) in modeling the perception of curvilinear structures in the primary visual cortex we refer to the pioneering works of Petitot and Citti-Sarti [61,62,13]. These interesting works on cortical modeling may be considered as a source of inspiration for our objective of developing (digital) image processing tools via invertible orientation scores.

See Figure 2 for an illustration of the construction of an orientation score of a 2D image. As invertible orientation scores are actually complex-valued with a real part indicating all local lines in images, and an imaginary part indicating all local edges in images (as we will explain later), we stress that in Figure 2 only the real part of the orientation score is visualized. In Figure 3 we show a key advantage of an orientation score, we enlarge the domain of an image, which allows for crossing wavefronts. In Figure 4 we give two simple examples of image processing via invertible orientation scores.

Perceptual organization (or image enhancement) on the basis of orientation similarity on images \( f \) can be done via their orientation scores \( U_f \), as there exists a linear well-posed invertible transformation \( W_\psi \) from the image \( f \) to the orientation score \( U_f \) and vice versa. This invertibility ensures that no information is lost in the decomposition of an input image into various orientations. Regarding the orientation preference structure in the visual system this implies that the orientation score may serve as an alternative format...
An orientation score is constructed by filtering an image with a set of rotated anisotropic filters. Here we show only the real part of the orientation score. The top row shows two of such rotated filters and their responses on the input image. In an orientation score $U_f$, obtained via the orientation score transform $W_\psi$, such responses are “stacked” on top of each other. Using so-called cake-wavelets (to be explained in Sec. 3.1) for $\psi$ one obtains an invertible orientation score transformation $W_\psi^*$, for which a stable inverse transformation $W_\psi^*$ exists: one can reconstruct the image from the orientation score without loss of information.

to the input luminance function, since there is no loss of data evidence\(^1\). As a tool for image processing, however, the inverse mapping from orientation score to original image is a very useful one as we will see later.

The domain of an orientation score $U_f$ is the well-known Euclidean motion group $G = SE(2) = \mathbb{R}^2 \rtimes S^1$, with group product

$$gg' = (b, e^{i\theta})(b', e^{i\theta'}) = (b + R_\theta b', e^{i(\theta + \theta')}) , \quad g = (b, e^{i\theta}), g' = (b', e^{i\theta'}) \in \mathbb{R}^2 \rtimes S^1.$$  \hspace{1cm} (2)

and the mapping $f \mapsto U_f$ is a wavelet transformation

$$U_f(b, e^{i\theta}) := (W_\psi[f])(g) := (U_\psi[f], f)_{L^2(\mathbb{R}^2)} = (T_b R_{e^{i\theta}} \psi, f)_{L^2(\mathbb{R}^2)} , \quad g = (b, e^{i\theta}) ,$$  \hspace{1cm} (3)

where $T_b R_{e^{i\theta}} \psi$ is the translated and rotated wavelet and the representation $g \mapsto U_\psi$ is given by

$$U_\psi(x) = (T_b R_{e^{i\theta}} \psi)(x) = \psi(R_{\theta}^{-1}(x - b)) , \quad g = (b, e^{i\theta}) \in G, x \in \mathbb{R}^2 ,$$  \hspace{1cm} (4)

where $(T_b \psi)(x) = \psi(x - b), x \in \mathbb{R}^d$ and $(R_{e^{i\theta}} \psi)(x) = \psi(R_{\theta}^{-1} x)$, with $R_\theta, \theta \in [0, 2\pi)$, the counter clock-wise rotation given in (1).

Because the local orientation is explicitly encoded in the orientation score, it is much easier to do (enhancement or perceptual organization) operations based on local orientations in the score.

---

\(^1\) This does not imply that the visual system of mammals actually runs an inverse process.

\(^2\) Note that we take the convention that inner-products are linear in the second entry.
**Fig. 3 The Advantage of an Orientation Score.** Top: An invertible orientation score is an image representation that provides a complete overview of how the image is decomposed out of local orientations. Bottom: Conventional wavefront propagation in images (in red) typically leaks at crossings, whereas the wavefront propagation in orientation scores (in green) does not suffer from this fundamental complication. A minimum intensity projection over orientation gives the optimal fronts in the image. The orange densities denote mobility in the score. This regulates the speed of the propagation of the green opaque spheres (whose precise geometric meaning will be explained later in Part III).

**Fig. 4 Processing via Invertible Orientation Score.** Top: instead of direct processing of an image, we process via an invertible orientation score. Such a score is obtained by convolving the image with a family of rotated proper wavelets allowing for stable reconstruction (cf. Theorem 2 and Theorem 3). Second row: Example of vessel-tracking in a 2D image via orientation scores as we will explain in Part III. Third row: Example of crossing-preserving diffusion via invertible orientation scores of a basic 3D image [48]. Here the modulus of the (processed) orientation score is 5D and visualized by a grid of angular profiles (see preliminaries, Eq. (7)).
Structure of Part II

In Section 1 we will investigate and quantify the wellposedness of the transform $W_\psi$ between images and orientation scores, which depends strongly on the choice of mother-wavelet $\psi$.

We first motivate in Subsection 1.1 why standard continuous wavelet theory does not apply to our case of interest.

Then in Subsection 1.2 we will start with a general reproducing kernel Hilbert space viewpoint which leads to a general unitarity result in Lemma 4 and a sampling theorem in Lemma 5. This yields a general view on continuous wavelet theory. For example, although convenient, the $SE(d)$ group structure (which is important for processing on orientation scores) is actually irrelevant for unitarity results. It is also not needed to maintain such a group structure in finite discretizations; for $d > 2$ it would be too restrictive.

In Subsection 1.3 we summarize the main unitarity result for the orientation score transform $W_\psi$ in Theorem 2. Here we note that if one wants to drop the constraint to disk limited images for the orientation score transform, one must rely on distributional wavelet transforms and this explained in Appendix A.

In Subsection 1.4 we will show that the wellposedness of $W_\psi$ is highly dependent on the choice of wavelet $\psi$ via a continuous function $M_\psi$, which is summarized in Theorem 2, while analyzing formal condition numbers in Theorem 3. We introduce the notion of proper wavelets, that allow stable reconstruction. Here we also account for proper wavelets with the fast reconstruction property, in the sense that a practical integration over angles only suffices for a close approximate image reconstruction.

In Subsection 1.5 we account for a finite number of orientations, and introduce the notion of proper wavelet sets.

Although group representation theory is not crucial for the unitarity results, it does provide a nice structured insight in the construction of proper wavelets via (inverse) Fourier transform on $SE(2)$.

In Section 2 we express $W_\psi$ as an inverse Fourier transform in Eq. (55), and deduce unitarity of $W_\psi$ via the Plancherel theorem on $SE(2)$. It does provide a structured view on Theorem 2. Basically, it shows that the ideal case with $M_\psi = 1_B_{0,\rho}$ (or $M_\psi = 1$ in the distributional setting of Appendix A) corresponds to a proper wavelet $\psi$ with equal quadratic mass in each irreducible subspace in the image domain, such that it is unitarily mapped to the irreducible subspace in the orientation score domain. In fact, this is a over-countable generalization of vector-coherent states [2], and follows general ideas in the work on abstract harmonic analysis by Hartmut Führ [40]. For an in-depth treatment the reader is referred to [40, ch:4,ch:5.2]. For explanations on the tool of direct integrals see [40, ch:3.3].

In Section 3 we study the construction of proper 2D and 3D wavelets (and proper wavelet sets). Here we distinguish between:

- Cakewavelets in Subsection 3.1.
- Proper wavelets by expansion in a basis eigenfunctions of the harmonic oscillator in Subsection 3.2.
- Proper wavelets by expansion in a modified (weighted) Zernike basis in Subsection 3.3.

In Section 4 we will provide a first quick overview on image processing via the constructed invertible orientation scores, that we will pursue in this course. Here we distinguish between:

- Geodesic wavefront propagation in orientation scores.
- Geodesic tracking in orientation scores.
- Crossing preserving diffusions in orientation scores.
- Feature analysis in orientation scores.
- Template matching in orientation scores.
Preliminaries and Notation

– The Fourier transform \( \mathcal{F} : L_2(\mathbb{R}^d) \to L_2(\mathbb{R}^d) \), is almost everywhere defined by

\[
[\mathcal{F}(f)](\omega) = \hat{f}(\omega) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^d} f(x) e^{-i\omega \cdot x} \, dx.
\]

– The convolution \( f_1 \ast f_2 \) of two scalar-valued integrable functions \( f_1 : \mathbb{R}^d \to \mathbb{C} \) and \( f_2 : \mathbb{R}^d \to \mathbb{C} \) is the scalar valued function by

\[
(f_1 \ast f_2)(x) = \int_{\mathbb{R}^d} f_1(x - v) f_2(v) \, dv.
\]

Note that \( \|\mathcal{F}f\|^2 = \|f\|^2 \) and \( \mathcal{F}(f_1 \ast f_2) = (2\pi)^{d/2} \mathcal{F}(f_1) \mathcal{F}(f_2) \), for all \( f_1, f_2 \in L_2(\mathbb{R}^d) \).

– let \( f_1, f_2 \) be two elements of \( L_2(\mathbb{R}^d) \) then their \( L_2(\mathbb{R}^d) \)-inner product is denoted by

\[
(f_1, f_2)_{L_2(\mathbb{R}^d)} = \int_{\mathbb{R}^d} f_1(x) f_2(x) \, dx.
\]

– For \( d = 2 \): We use the following notation for Euclidean/polar coordinates in spatial and Fourier domain, respectively:

\[
x = (x^1, x^2)^T = (x, y)^T = (r \cos \phi, r \sin \phi), \quad \omega = (\omega^1, \omega^2)^T = (\rho \cos \varphi, \rho \sin \varphi)^T,
\]

with \( \phi, \varphi \in [0, 2\pi), r, \rho > 0 \). The corresponding complex variables will be denoted by \( z = x + iy = re^{i\phi} \) and \( w = \omega_x + i\omega_y = \rho e^{i\varphi} \).

– For \( d = 3 \): We use the following notation for Euclidean/Ball coordinates in spatial and Fourier domain:

\[
x = (x^1, x^2, x^3)^T = (x, y, z)^T = r(\cos \phi \cos \theta, \sin \phi \cos \theta, \sin \theta)^T,
\]

\[
\omega = (\omega^1, \omega^2, \omega^3)^T = \rho(\cos \varphi \sin \theta, \sin \varphi \sin \theta, \cos \theta)^T.
\]

– Images are assumed to be within \( L_2(\mathbb{R}^d) \). We mainly consider \( d = 2 \), unless explicitly stated otherwise. The space of ball-limited (by \( \varrho > 0 \)) images is given by

\[
L_2^\varrho(\mathbb{R}^d) = \{ f \in L_2(\mathbb{R}^2) \mid \text{supp}(\mathcal{F}[f]) \subset B_0, \varrho \}, \quad \varrho > 0, \quad (5)
\]

where \( B_0, \varrho = \{ \omega \in \mathbb{R}^d \mid \|\omega\| < \varrho \} \).

– For \( d = 3 \) we often rely on spherical harmonics given by on

\[
Y_l^m(\beta, \gamma) = \sqrt{\frac{(2l + 1)}{4\pi} \frac{(l - m)!}{(l + m)!}} e^{im\gamma} P_l^m(\cos \beta), \quad (6)
\]

where \( P_l^m \) is the associated Legendre function and with integer order \( l \geq 0 \) and integer phase factor \( -l \leq m \leq l \).

– With \( B(\mathcal{H}) \) we denote the space of bounded linear operators on \( \mathcal{H} \). The range of a linear operator \( A \) will be denoted by \( R(A) \) and its nullspace will be denoted by \( N(A) \).

– The 2D-Gaussian kernel \( G_s \) at scale \( s \) is given by \( G_s(x) = \frac{1}{2\pi s} e^{-\frac{|x|^2}{4s}} \).

– Glyph Visualization : Functions \( U : \mathbb{R}^3 \times S^2 \to \mathbb{R}^+ \) will be visualized by a glyph visualization. E.g. in the 1 bottom-middle figures of Fig. 4. A glyph at a grid point \( y \in c \mathbb{Z}^3, c > 0 \), is given by the surface

\[
\{ y + \nu U(y, n)n \mid n \in S^2 \}, \quad (7)
\]

for a suitable choice of \( \nu \in \mathbb{R} \). Usually we choose \( \nu > 0 \) depending on the maximum of \( U \), such that the glyphs (within the grid of glyphs) do not intersect.
Preliminaries on Group Representations

**Definition 1** (representations)
A representation $\mathcal{R}$ of a group $G$ onto a Banach space $H$ is a homomorphism $\mathcal{R}$ between $G$ and $B(H)$, the space of bounded linear operators on $H$. I.e. it must satisfy

$$\mathcal{R}_{gh} = \mathcal{R}_g \mathcal{R}_h \quad \text{for all } g \in G, h \in G, \text{and } \mathcal{R}_e = I,$$

where $I$ is the identity map.

**Definition 2** Let $G$ be a Lie group. Then according Haar’s theorem there exist an – up to constant multiplication– unique non-trivial Radon measure $\mu$ on the Borel subset of $G$ such that it is left-invariant

$$\mu(gs) = \mu(s) \quad \text{for all } g \in G \text{ and all Borel sets } S \subset G.$$  

For measurable functions $U : G \to \mathbb{C}$ we use short-notation:

$$\int_G \tilde{U}(g) \, dg := \int_G \tilde{U}(g) \, d\mu(g).$$

Left-invariance of the Haar measure (9) gives $d\mu(gg') = d\mu(g')$ for all $g, g' \in G$. In fact (9) amounts to

$$\int_S \tilde{U}(q^{-1}g) \, dg = \int_S \tilde{U}(g') \, d\mu(g') = \int_S \tilde{U}(g') \, d\mu'(g',$$

for all measurable functions $U : S \to \mathbb{C}$ on some Borel set $S \subset G$.

In particular for elements $\tilde{U} \in \mathbb{L}_p(G)$ with $p \geq 1$ one writes

$$\|\tilde{U}\|_{\mathbb{L}_p(G)} := \left( \int_G |\tilde{U}(g)|^p \, d\mu(g) \right)^\frac{1}{p}.$$

**Definition 3** (left/right regular representations)
Let $G$ be a Lie group. Then its right regular representation $\mathcal{R} : G \to B(\mathbb{L}_2(G))$ is given by

$$\mathcal{R}_g \tilde{U}(h) = \tilde{U}(hg) \quad \text{for all } g, h \in G \text{ and all } \tilde{U} \in \mathbb{L}_2(G),$$  

whereas its left regular representation $\mathcal{L} : G \to B(\mathbb{L}_2(G))$ is given by

$$\mathcal{L}_g \tilde{U}(h) = \tilde{U}(g^{-1}h) \quad \text{for all } g, h \in G \text{ and all } \tilde{U} \in \mathbb{L}_2(G).$$

**Definition 4** (properties of representations)
Let $G$ be a group and $H$ a Hilbert space.

A representation $\mathcal{R} : G \to B(H)$ is said to be irreducible if the only invariant closed subspaces of $H$ are $H$ and $\{0\}$ and otherwise reducible.

A representation $\mathcal{U} : G \to B(H)$ is called unitary if $(\mathcal{U}_g)^* = \mathcal{U}_g^{-1}$ for all $g \in G$.

**Examples:**
- Let $G$ be a Lie group. Then the left regular representation $G \ni g \mapsto L_g \in B(\mathbb{L}_2(G))$ is a unitary representation.
- Let $G$ be a Lie group. Then the right regular representation $G \ni g \mapsto R_g \in B(\mathbb{L}_2(G))$ is a unitary representation.
- Set $G = SE(2)$. Then the left regular action of the Euclidean motion group $g \mapsto \mathcal{U}_g$ on $H = \mathbb{L}_2(\mathbb{R}^2)$ given by (4) is unitary representation. We will also show that it is reducible.

**Lemma 1** (Schur’s lemma)
Let $\mathcal{R} : G \to B(X)$ be an irreducible representation of a Lie group $G$ on a Banach space $(X, \| \cdot \|)$. Let $A : X \to X$ be a bounded linear operator on $X$ such that

$$\forall g \in G : \mathcal{R}_g \circ A = A \circ \mathcal{R}_g$$

then $A$ is a scalar multiple of the identity $A = \lambda I$ for some $\lambda \in \mathbb{C}$.

---

3 I.e. countably additive, regular (inner-regular and outer regular), and its assigns finite values to compact sets.
Proof. As \( A \) is bounded and linear it is continuous and for all \( \mu \in \mathbb{C} \) we have \( V := \mathcal{N}(A - \mu I) \) is closed in \((X, \| \cdot \|)\). Now for all \( g \in G \) the operator \( \mathcal{R}_g \) maps \( V \) onto itself. So either \( V = \{0\} \) or \( V = X \). Now any operator has a complex eigenvalue say \( \lambda \in \mathbb{C} \). Then choose \( \mu = \lambda \) in which case \( V \neq \{0\} \) so that \( \mathcal{N}(A - \lambda I) = X \) so that \( \mathcal{N} = \lambda I \).

**Definition 5** (matrix groups)

We define the following matrix groups:

- Aut(\( \mathbb{R}^d \)) = \( \{ A : \mathbb{R}^d \to \mathbb{R}^d \mid A \text{ linear and } A^{-1} \text{ exists} \} \)
- dilation group \( D(d) = \{ A \in \text{Aut}(\mathbb{R}^d) \mid A = aI, a > 0 \} \)
- orthogonal group \( O(d) = \{ X \in \text{Aut}(\mathbb{R}^d) \mid X^T = X^{-1} \} \)
- rotation group \( SO(d) = \{ R \in O(d) \mid \det(R) = 1 \} \)
- circle group \( S^1 = \{ z \in \mathbb{C} \mid |z| = 1 \} \), \( z = e^{i\theta} \), \( \theta = \arg z \) with group homomorphism \( \tau : S^1 \to SO(2) \subset \text{Aut}(\mathbb{R}^2) \), given by \( \tau(z) = R_\theta \), recall (1).
- roto-translation group \( SE(2) = \mathbb{R}^2 \times SO(2) \) with group product (2).
- Set \( d \in \{2,3\} \). Then the roto-translation group \( SE(d) = \mathbb{R}^d \times SO(d) \) is equipped with group product

\[
g_1g_2 = (x_1, R_1)(x_2, R_2) = (x_1 + R_1x_2, R_1R_2),
\]

for all \( (x_1, R_1) \in \mathbb{R}^d \times SO(d) \) and all \( (x_2, R_2) \in \mathbb{R}^d \times SO(d) \).

(NB. Since it is a semi-direct product (as the rotation element \( R_1 \) affects the product in the spatial part in (13)) we write \( SE(d) = \mathbb{R}^d \times SO(d) \) instead of \( \mathbb{R}^d \times SO(d) \)).

Note that \( S^1 \equiv SO(2) \equiv \mathbb{R}/[0,2\pi) \) under identification

\[
e^{i\theta} \leftrightarrow R_\theta \leftrightarrow \theta (\text{Mod } 2\pi).
\]

In the lecture notes we will sometimes rely on this straightforward identification.

**Example 1** Under identification (14) the Haar measure on \( SE(2) \) is given by (verify its left-invariance (10)):

\[
dg = dxd\theta.
\]

so that for all measurable functions \( \tilde{U} : G \to \mathbb{C} \) one has

\[
\int_G \tilde{U}(g)dg = \int_{-\pi}^\pi \int_{\mathbb{R}^2} \tilde{U}(x, \theta) dx d\theta.
\]

**Definition 6** Let \( b \in \mathbb{R}^d \), \( a > 0 \). Then the unitary operators \( f \mapsto \tilde{f} \), \( \tau_b \), \( D_a \) are defined by

\[
\tilde{f}(x) = f(-x) \quad \text{and} \quad \tau_b \psi(x) = \psi(x - b) \quad \text{and} \quad D_a \psi(x) = \frac{1}{a^d} \psi\left(\frac{x}{a}\right),
\]

which are left regular actions of \( O(1), \mathbb{R}^d, D(d) \) in \( L_2(\mathbb{R}^d) \).

**Definition 7** (generators of group representations)

Let \( H \) be a Hilbert space. Let \( V : G \to B(H) \) be some group representation of a Lie group \( G \) with unity element \( e \). Let \( T_e(G) \) denote the Lie algebra of the Lie group. Let \( A \in T_e(G) \). Then the corresponding generator/derivative \( dV(A) \) is defined as follows:

\[
dV(A)f := \lim_{t \to 0} t^{-1}(V_{e^{tA}} - I)f, \quad \text{for all } f \in \mathcal{D}_H,
\]

where \( \mathcal{D}_H \subset H \) is a domain of sufficiently regular \( f \in H \) such that limit \( dV(A)f \) exists in \( H \).

**Exercise 1** (group-representations)

(a.) Show that for any group-representation \( \mathcal{R} : G \to B(H) \) on some Banach space \( H \) one has that

\[
\mathcal{R}_{g^{-1}} = (\mathcal{R}_g)^{-1} \quad \text{for all } g \in G.
\]
b.) Show that the above group-representations $U$, $L$ and $R$ (given by respectively (4), (12) and (11)) are indeed group representations. I.e. show that they indeed satisfy (8).

c.) Show that the above group-representations $U$, $L$ and $R$ are indeed unitary group representations.

d.) Show that Lie group $SE(d)$ equipped with product (13) can be identified with a matrix group that is a subgroup of $GL(d+1)$.

$\text{hint: } (x, R) \leftrightarrow \begin{pmatrix} R x & 0 \\ 0 & 1 \end{pmatrix}$.

e.) Set $G = SE(2) \equiv \mathbb{R}^2 \times S^1$. Consider the unity element $e = (x = (x, y) = (0, 0), \theta = 0)$. Set $A_3 = \partial \theta |_e$.

Show that $dU(A_3) = -y \partial x + x \partial y$.

$\text{hint: note that } e^{tA_3} = (0, 0, e^{it})$ recall Exercise 12 of Part I of the lecture notes.

1 Quantification of Wellposedness of Transformations between Image and Orientation Score

Because the local orientation is explicitly encoded in the orientation score, it is much easier to do (enhancement or perceptual organization) operations based on local orientations on the score. However, well-posed image enhancement on the basis of orientation similarity in an image $f$ (without loss of data evidence) can be done via its orientation score $U_f$ iff there exists a stable transformation from image $f$ to $U_f$ and vice versa. Stability entails that a small perturbation in the image, must correspond to a small perturbation on the orientation score and vice versa. For instance in the case of the Fourier transform, the stability is ensured by the Plancherel theorem, which states that $\|\mathcal{F}(f)\|_{L^2(\mathbb{R}^d)}^2 = \|f\|_{L^2(\mathbb{R}^d)}^2$ for all images $f \in L^2(\mathbb{R}^d)$.

In standard wavelet theory there also exists such a theorem, but this is not applicable to our case, which requires some extra generalization of standard continuous wavelet theory.

1.1 Why Standard Wavelet Theory is not Applicable to our Application

In this subsection we first explain why standard wavelet theory, summarized in Theorem 1, can not be applied to the framework of orientation scores. Then we give a short summary (only as far as relevant for our purpose) of the results from a new wavelet theory which we developed in earlier work.

Let $H$ be a Hilbert space, e.g. the space of images $L^2(\mathbb{R}^d)$. Let $U$ be an irreducible unitary representation of the locally compact group $G$, with left-invariant Haar measure $\mu_G$. Recall the definitions in the preliminaries.

Let $\psi \in H$ be admissible, i.e. $C_\psi = \int_G \frac{|(U_g \psi, \psi)|^2}{(\psi, \psi)} \, d\mu_G(g) < \infty$ (18)

then the wavelet transform $W_\psi : H \rightarrow L^2(G)$ is defined by

$$(W_\psi f)(g) = (U_g \psi, f)_H$$.

The next theorem is well-known in mathematical physics [74], and is first formulated and proven in Grossmann et al. [44].

**Theorem 1 (The Continuous Wavelet Reconstruction Theorem)** The wavelet transform is a linear isometry (up to a constant) from the Hilbert space $H$ onto a closed subspace $C^G_{K_\psi}$ of $L^2(G, d\mu)$:

$$\|W_\psi f\|_{L^2(G)}^2 = C_\psi \|f\|^2$$ for all $f \in H$, (19)

The space $C^G_{K_\psi}$ is the unique functional Hilbert space with reproducing kernel

$$K_\psi(g, g') = \frac{1}{C_\psi} (U_g \psi, U_{g'} \psi)$$.

Notice that this depends on the norm imposed on the set of images and on the norm imposed on the set of orientation scores.
The corresponding orthogonal projection \( P_\psi : L_2(G, d\mu) \rightarrow C^G_{K_\psi} \) is given by

\[
(P_\psi \Phi)(g) = \int_G K_\psi(g, g') \Phi(g') \, d\mu_G(g') \quad \Phi \in L_2(G, d\mu) .
\]  

(20)

Furthermore, \( \mathcal{W}_\psi \) intertwines \( \mathcal{U} \) and the left regular representation \( \mathcal{L} \) — i.e. \( \mathcal{L}_g \) is given by \( \mathcal{L}_g(\Phi) = (h \mapsto \Phi(g^{-1}h)) \) — on \( L_2(G) \) : \( \mathcal{W}_\psi \mathcal{U}_g = \mathcal{L}_g \mathcal{W}_\psi \).

Remark 1 If \( \mathcal{U} \) is the left regular representation of \( G = \mathbb{R} \times D(1) \times O(1) \) (the group consisting of translations, dilations and polarity) onto \( H = L_2(\mathbb{R}) \) one obtains the more familiar framework of continuous wavelet theory in 1D signal processing.

Remark 2 At this point one may just think of \( C^G_{K_\psi} \) as being the range of \( \mathcal{W}_\psi \), i.e.

\[
U \in C^G_{K_\psi} \iff \exists f \in L_2(\mathbb{R}^2) : U = \mathcal{W}_\psi f.
\]

In a later stage of the lecture notes (ch.1.2) we will clarify more on reproducing kernel spaces and their notation.

Remark 3 The proof in [44] is more technical than one expects at first sight. Roughly, the idea is to apply the generalized Schur’s Lemma, recall Lemma 21, (but then for closed, possibly unbounded operators [15]) to the kernel operator that \( a \) posteriori equals \( \mathcal{W}_\psi^* \circ \mathcal{W}_\psi \). Only \( a \) posteriori (i.e. after one has deduced that \( \mathcal{W}_\psi \) is indeed linear and bounded from \( L_2(\mathbb{R}^d) \) into \( L_2(G) \) so that \( \mathcal{W}_\psi^* \) is uniquely determined by the Riesz-representation theorem) one readily confirms (verify this) via the result the usual Schur’s lemma for bounded linear operators:

\[
\forall \psi \in C^G_{K_\psi} \Rightarrow \exists f \in L_2(\mathbb{R}^2) : U = \mathcal{W}_\psi f.
\]

Definition 8 In the setting of continuous wavelet transforms constructed from irreducible representations an admissible wavelet \( \psi \in L_1(\mathbb{R}^d) \cap L_2(\mathbb{R}^d) \) is a wavelet with \( C_\psi < \infty \).

Definition 9 Let \( SIM(2) \) denote the group of planar translations, rotations and scalings. Its group product is given by

\[
(b_1, \theta_1, a_1)(b_2, \theta_2, a_2) = (b_1 + a_1 R_{\theta_1} b_2, \theta_1 + \theta_2 \text{ Mod } 2\pi, a_1 a_2).
\]

Corollary 1 (standard continuous wavelet reconstruction schemes of 2D images)
Let \( \psi \in L_2(\mathbb{R}^2) \cap L_1(\mathbb{R}^2) \) such that \( \psi(0) = 0 \), and consider

\[
W^SIM(2)_{\psi} f(b, e^{i\theta}, a) = \left( V_{(b,e^{i\theta},a)} \psi, f \right)_{L_2(\mathbb{R}^2)} = \frac{1}{a} \int_{\mathbb{R}^2} \psi(a^{-1} R_{\theta}^{-1}(x - b)) \, f(x) \, dx,
\]

(22)

with irreducible representation \( V : SIM(2) \rightarrow B(L_2(\mathbb{R}^2)) \) given by

\[
V_{(b,e^{i\theta},a)} \psi(x) = \frac{1}{a} \psi(a^{-1} R_{\theta}^{-1}(x - b)).
\]

(23)

Then \( W^SIM(2)_{\psi} \) maps the space unitarily onto a closed (reproducing kernel) sub-space of \( L_2(SIM(2)) \) and we have

\[
\forall f \in L_2(\mathbb{R}^2) \Rightarrow (W^SIM(2)_{\psi})^* \circ W^SIM(2)_{\psi} f = f
\]

(24)

Exercise 2 (Application of the Wavelet Reconstruction Theorem to \( G = SIM(2) \))

a.) Show that the (up to scalar multiplications unique) left-invariant Haar-measure on the group of planar rotations, translation and scalings \( SIM(2) = \mathbb{R}^2 \times (SO(2) \times \mathbb{R}^+ ) \) is given by

\[
\int_{SIM(2)} \hat{U}(g) \, d\mu = \left( \int_{\mathbb{R}^+} \int_{SO(2)} \int_{\mathbb{R}^2} \hat{U}(b, \theta, a) \, db \, da \, d\theta \right) \frac{1}{a^2}
\]

(25)

for all Haar integrable functions \( \hat{U} : SIM(2) \rightarrow \mathbb{C} \). I.e. show that (10) holds for \( G = SIM(2) \).

hint: Study the Jacobian of the left-action \( g' = (b, \theta, a) \rightarrow qg' = (b_0, \theta_0, a_0)(b, \theta, a) \).
b) Assume $\psi \in L_2(\mathbb{R}^2) \cap L_1(\mathbb{R}^2)$, which implies [66, Thm. 7.5] that $\mathcal{F}\psi$ is a continuous function vanishing at infinity. Show that for all $(b, \theta, a) \in SIM(2)$ and all $\omega \in \mathbb{R}^d$ one has

$$
(\mathcal{F} \mathcal{V}_{(b, e_{\theta}, a)} \psi)(\omega) = a (\mathcal{F} \psi)(a R_\omega^{-1} \omega) e^{-a(R_\omega^{-1} \omega \cdot b)}.
$$

(26)

c) Assume $\psi \in L_2(\mathbb{R}^2) \cap L_1(\mathbb{R}^2)$, which implies [66, Thm. 7.5] that $\mathcal{F}\psi$ is a continuous function vanishing at infinity. Show that if $C_\psi = \frac{\|W^SIM(2)\psi\|_{L_2(\mathbb{R}^2)}}{\|f\|_{L_2(\mathbb{R}^2)}}$ is finite for all $0 \neq f \in L_2(\mathbb{R}^2)$ it equals

$$
C_\psi = \int_0^\pi \int_{-\pi}^\pi (\mathcal{F} \psi(a R_\omega^{-1} \omega))^2 \frac{d\omega}{a^2} d\theta.
$$

for all $\omega \in \mathbb{R}^2$ with $\omega \neq 0$.

\textit{hint: Use the previous result and the Plancherel theorem.}

d) Assume $\psi \in L_2(\mathbb{R}^2) \cap L_1(\mathbb{R}^2)$, which implies [66, Thm. 7.5] that $\mathcal{F}\psi$ is a continuous function vanishing at infinity. Then show that

$$
C_\psi < \infty \Rightarrow \hat{\psi}(0) = \int_{\mathbb{R}^2} \psi(x) dx = 0.
$$

\textit{hint: you may use the result of the previous exercise.}

e) Find an expression for the adjoint operator $(W^SIM(2)\psi)^*$ such that

$$
\forall U \in L_2(SIM(2)) \forall f \in L_2(\mathbb{R}^2) \left\langle (W^SIM(2)\psi)^* U, f \right\rangle_{L_2(\mathbb{R}^2)} = \left\langle U, (W^SIM(2)\psi^*) f \right\rangle_{L_2(SIM(2))}.
$$

f) Use the result from the previous exercise to rewrite (24) in an explicit reconstruction formula of the type $f(x) = \ldots$.

g) Finish the proof of Corollary 1, where you may use (without proof) the fact that $W^SIM(2)$ is bounded.

\textit{hint: follow the idea in Remark 2}

Of course, we would like to apply Theorem 1 to the wavelet transformation that maps an image to its orientation score, recall (3), since it would imply that reconstruction of an image from its orientation score is perfectly well-posed in the sense that (just like in Fourier transform) the quadratic norm is preserved. Unfortunately, the next lemma shows us that the group representation used to construct an orientation score is not reducible!

Therefore we cannot apply standard continuous wavelet theory to the orientation score transform. To account for this fundamental problem, in the subsequent subsections we aim to (re-)formulate continuous wavelet theory in such a way that irreducibility is neither a requirement nor replaced by a requirement.

\textbf{Lemma 2} \textit{The left-regular action $\mathcal{U}$ of the Euclidean motion group in $L_2(\mathbb{R}^2)$, given by (3), is a reducible representation.}

\textbf{Proof:} Consider the subspace consisting of $L_2$-functions whose Fourier transform have a support inside a given disk around the origin with radius, say $\rho > 0$, i.e. $L^{0}_\rho(\mathbb{R}^2) = \{ f \in L_2(\mathbb{R}^2) \mid \text{supp}(\mathcal{F} f) \subset B_0,\rho \}$, then this is a non-trivial vector space unequal $L_2(\mathbb{R}^2)$ which is invariant under $\mathcal{U}$, which directly follows by $\mathcal{F}(Ug\psi) = e^{i\omega \cdot \rho R_{e^{i\omega}} \mathcal{F} \psi}$, for all $\psi \in L^{0}_\rho(\mathbb{R}^2)$.

\textbf{Corollary 2} \textit{Theorem 1 cannot be applied to the transform between images and orientation scores that is given by (3).}
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Exercise 3 Prove the previous statement.

So \( \delta_a \) is a continuous linear functional if and only if there exists a constant \( C_a \) such that \( |f(a)| \leq C_a \| f \|_H \). For example, the spaces \( L^2(\mathbb{R}^n) \) are not functional Hilbert spaces, but the well known first order Sobolev space \( \mathbb{H}_1(\mathbb{R}) \) is such a functional Hilbert space.

If \( H \) is a functional Hilbert space, then \( \delta_a \) is a continuous linear functional, so that by the Riesz representation theorem it has a Riesz representant \( K_a \in H \) such that

\[
f(a) = \delta_a(f) = (K_a, f)_H,
\]

for every \( a \in \mathcal{I} \). The function \( K : \mathcal{I} \times \mathcal{I} \rightarrow \mathbb{C} \) given by

\[
K(a, b) = (K_a, K_b)_H = K_b(a)
\]
is called reproducing kernel, because of its reproducing property. Therefore, ‘functional Hilbert spaces’ are also called reproducing kernel Hilbert spaces.

An important general observation is that the span \( \langle \{ K_m \mid m \in \mathcal{I} \} \rangle \) must be dense in the reproducing kernel Hilbert space. Indeed if \( f \in H \) is orthogonal to all \( K_m \), one has \( f = 0 \).

Exercise 4 (Examples of reproducing kernel spaces)

a.) Show that the space of bandlimited 2D images (on a square \([0, L] \times [0, L]\))

\[
L^2_{BAND,L}(\mathbb{R}^2) := \{ f \in L^2(\mathbb{R}^2) \mid \text{supp}(\mathcal{F}f) \subset [0, L] \times [0, L] \}
\]
is a reproducing kernel space and show that its reproducing kernel equals:

\[
K_l(a, x') = \mathcal{F}^{-1}[1_{[-L,L] \times [-L,L]}](a - x') = \frac{L^2}{\pi^2} \text{sinc}(L(x - x')) \cdot \text{sinc}(L(y - y')),
\]

with \( a = (x, y), x' = (x', y') \) and \( \text{sinc}(v) = \frac{\sin v}{v} \) for \( 0 \neq v \in \mathbb{R} \), and \( \text{sinc}(0) = 1 \).

b.) Let us consider \( L = \pi \) for simplicity in the following sampling theorem. Show that any \( f \in L^2_{BAND,\pi} \) can be exactly reconstructed from its values on a discrete grid (by ‘sinc-interpolation’):

\[
f(a) = \int_{\mathbb{R}} f(x') K_\pi(a, x') \, dx = \sum_{n \in \mathbb{Z}^2} f(n) K_\pi(a, n).
\]

(hint: \( f(n) \) equals the \( n \)-th Fourier series coefficient of \( \mathcal{F}f |_{(-\pi, \pi) \times (-\pi, \pi)} \).)

c.) Show that the space of disk-limited images \( L^2_{D,L}(\mathbb{R}^2) \), recall (5), is a reproducing kernel Hilbert space, and show that its reproducing kernel equals

\[
K(x, x') = \mathcal{F}^{-1}[1_{B_1(0)}](x - x') = J_1 \left( \frac{\|x - x'\|}{\varrho} \right) \frac{\varrho}{\|x - x'\|}
\]
d.) Derive the reproducing kernel of the first order Sobolev space \( \mathbb{H}_1(\mathbb{R}) \) with inner product

\[
(f, g)_{\mathbb{H}_1(\mathbb{R})} = (f, g)_{L^2(\mathbb{R})} + (Df, Dg)_{L^2(\mathbb{R})},
\]

with generalized derivative \( D \).

In general the reproducing kernel in a functional Hilbert space is a function of positive type on \( \mathcal{I} \), i.e.

\[
\sum_{i=1}^n \sum_{j=1}^n K(m_i, m_j) \overline{c_i c_j} \geq 0 \quad \text{for all } n \in \mathbb{N}, \ c_1, \ldots, c_n \in \mathbb{C}, \ m_1, \ldots, m_n \in \mathcal{I}.
\]

Conversely, as Aronszajn pointed out in his paper, cf. [4], a function \( K \) of positive type on a set \( \mathcal{I} \) uniquely induces a reproducing kernel Hilbert space consisting of functions on \( \mathcal{I} \) with reproducing kernel \( K \). Henceforward we shall be concerned with the following sort of functions of positive type

\[
K(m_i, m_j) = (\phi_{m_i}, \phi_{m_j})_H,
\]

where typically, we consider \( H = L^2(\mathbb{R}^2) \) so that \( (\cdot, \cdot)_H \) denotes the \( L^2 \)-inner product.
Definition 10 We denote this unique reproducing kernel Hilbert space consisting of functions on index set \( I \) with reproducing kernel \( K \) by \( \mathbb{C}^1_K \).

Next we explain some basics on the formal norm on \( \mathbb{C}^1_K \) and a sampling theorem. For further details, see [4, 57]. The span \( \{\{K_m \mid m \in I\}\} \) is an inner-product space with respect to the following inner product

\[
\left( \sum_{i=1}^{l} \alpha^i K_{m_i}, \sum_{j=1}^{n} \beta^j K_{m_j} \right) := \sum_{i=1}^{l} \sum_{j=1}^{n} \alpha^i \beta^j K(m_i, m_j).
\]

By taking the completion of this inner product space we get the Hilbert-space \( \mathbb{C}^1_K \), carrying the norm:

\[
\|\Phi\|_{\mathbb{C}_K^1}^2 = \sup \left\{ \left| \sum_{j=1}^{l} \alpha^j \Phi(m_j) \right|^2 \mid l \in \mathbb{N}, \alpha_j \in \mathbb{C}, \sum_{j=1}^{l} \alpha^j \Phi(m_j) \neq 0 \right\}, \tag{29}
\]

which is unfortunately rather intangible from the engineering point of view (due to its technical dual norm formulation). In our case of interest (28) we will derive a tangible description of these inner products.

Lemma 3 Let \( K \) be a function of positive type on \( I \) and \( F \) a complex-valued function on \( I \). Then the function \( F \) belongs to \( \mathbb{C}^1_K \) if and only if there exists a constant \( \gamma > 0 \) such that

\[
\left| \sum_{j=1}^{l} \alpha^j F(m_j) \right|^2 \leq \gamma \left( \sum_{k,j=1}^{l} \alpha^k \alpha^j K(m_k, m_j) \right), \tag{30}
\]

for all \( l \in \mathbb{N} \) and \( \alpha^j \in \mathbb{C}, \sum_{j=1}^{l} \alpha^j \not= 0 \).

Proof: See [57, Lemma 1.7, pp.31].

Remark 4 From Lemma 3 it follows that the norm on \( \mathbb{C}^1_K \) is given by (29) via dual norm construction.

Lemma 4 Let \( V = \{\phi_m \mid m \in I\} \) be a subset of \( H \) such that its linear span is dense in \( H \). Define the function \( K : I \times I \rightarrow \mathbb{C} \) by

\[
K(m, m') := (\phi_m, \phi_{m'})_H.
\]

Then the transform \( \mathcal{W} : H \rightarrow \mathbb{C}^1_K \) defined by

\[
(\mathcal{W}[f])(m) = (\phi_m, f)_H \tag{31}
\]

is a unitary mapping, i.e. \( \|\mathcal{W}[f]\|_{\mathbb{C}_K^1} = \|f\|_H \) for all \( f \in H \).

Proof: First we show that \( \mathcal{W}f \in \mathbb{C}^1_K \) for any element \( f \in H = \overline{(V)} \) and that \( \mathcal{W} \) is bounded (and therefore continuous). If \( f \in H \) then

\[
\left| \sum_{j=1}^{l} \alpha_j (\mathcal{W}f)(m_j) \right|^2 \leq \left| \sum_{j=1}^{l} \alpha_j (\phi_{m_j}, f)_H \right|^2 = \left| \left( \sum_{j=1}^{l} \alpha_j \phi_{m_j} \right, f \right|_H^2 \leq \left( \sum_{k,j=1}^{l} \alpha_k \alpha_j K(m_k, m_j) \right) \|f\|_H^2,
\]

for all \( l \in \mathbb{N}, \alpha_1, ..., \alpha_l \in \mathbb{C}, \) and \( m_1, ..., m_l \in I \). So \( \mathcal{W}f \in \mathbb{C}^1_K \) by Lemma 3 and \( \|\mathcal{W}f\|_{\mathbb{C}_K^1} \leq \|f\|_H \), by (29). Next we prove that \( \mathcal{W} \) is an isometry. Because \( (\phi_m, \phi_{m'}) = K(m, m') \), \( \mathcal{W} \) maps a linear combination \( \sum \alpha_i \phi_m \) onto the linear combination \( \sum \alpha_i K(\cdot, m_i) \). So \( \mathcal{W}(V) = \{K(\cdot, m) \mid m \in I\}) \). Moreover, it maps \( \overline{(V)} \) isometrically onto \( \{K(\cdot, m) \mid m \in I\}) \), because

\[
\left( \mathcal{W}(\sum \alpha_i \phi_m), \mathcal{W}(\sum \beta_j \phi_{m'_j}) \right)_{\mathbb{C}_K^1} = \left( \sum \alpha_i K(\cdot, m_i), \sum \beta_j K(\cdot, m'_j) \right)_{\mathbb{C}_K^1}
\]
= \sum_{i,j} \pi_i \beta_j K(m_i, m'_j) = \sum_{i,j} \pi_i \beta_j \langle \phi_{m_i}, \phi_{m'_j} \rangle_H.

Since \langle V \rangle is dense in \langle \mathcal{V} \rangle and \mathcal{W} is bounded on \mathcal{H} = \langle \mathcal{V} \rangle it follows that \mathcal{W} is an isometry. Furthermore, \mathcal{W}[\langle V \rangle] is dense in \mathcal{C}_K. So \mathcal{W} is also surjective and therefore unitary. \square

Also, a sampling theorem comes for free on the reproducing kernels spaces, that is, again, as long as the span of \{ \phi_m \mid m \in \mathbb{I} \} is dense in \mathcal{H}.

**Lemma 5** Let \mathcal{H} be a separable Hilbert space, such that \mathcal{V} = \{ \phi_m \mid m \in \mathbb{I} \} is a frame in \mathcal{H}. Let \{m_n\}_{n \in \mathbb{N}} be a sequence in \mathbb{I} such that \{\phi_{m_n}\mid n \in \mathbb{N}\} is an orthogonal basis in \mathcal{H}. Set \mathcal{K}(m, m') = \langle \phi_m, \phi_{m'} \rangle. Then

\[
\mathcal{K}(m) = \sum_{n \in \mathbb{N}} \mathcal{K}(m, m_n) \mathcal{K}(m_n, m) \mathcal{K}(m_n, m_n),
\]

for all \( m \in \mathbb{I} \) and \( f \in \mathcal{C}_K \). Moreover,

\[
\|f\|^2 = \sum_{n \in \mathbb{N}} |\mathcal{K}(m_n, m_n)|^2, \quad \text{for all } f \in \mathcal{C}_K.
\]

**Proof** By Theorem 4, the corresponding map is unitary, and therefore the set \{\mathcal{K}(m_n) \mid n \in \mathbb{N}\} is an orthogonal basis for \mathcal{C}_K. Let \( f \in \mathcal{C}_K \), then

\[
f = \sum_{n \in \mathbb{N}} \beta_n \mathcal{K}(m_n) = \sum_{n \in \mathbb{N}} \frac{\mathcal{K}(m_n, f)_{\mathcal{C}_K}}{\mathcal{K}(m_n, m_n)} \mathcal{K}(m_n, m) = \sum_{n \in \mathbb{N}} \mathcal{K}(m_n, m_n) \mathcal{K}(m_n, m).\]

Therefore the second statement follows. For the first statement take the inner product with \mathcal{K}(m). \square

1.3 A Unitary Map from the Space of Images onto The Space of Orientation Scores

By applying Lemma 4 to the case

\[
\mathcal{H} = \mathcal{L}_2(\mathbb{R}^2), \mathcal{V} = \mathbb{R}^2 \times \mathbb{S}^1 \equiv SE(2) = \mathbb{R}^2 \times SO(2), \quad \text{and} \quad \mathcal{V} = \{U_g \psi \mid g \in G\},
\]

which is dense in \mathcal{L}_2(\mathbb{R}^2) iff

\[
0 < M_\psi(\omega) = (2\pi) \int_0^{2\pi} |\mathcal{F}(\psi)(\rho \cos \varphi, \rho \sin \varphi)|^2 \, d\varphi < \infty,
\]

almost everywhere on \( \mathbb{R}^2 \), and by characterizing the inner product on the space \( \mathcal{C}_K^{\mathbb{R}^2 \times \mathbb{S}^1} \) we obtain:

**Theorem 2 (Unitary Result for Orientation Score Transform)**

Let \( \psi \in \mathcal{L}_1(\mathbb{R}^2) \cap \mathcal{L}_2(\mathbb{R}^2) \) be chosen such that \( M_\psi > 0 \). The space of orientation scores equals the Reproducing Kernel Hilbert Space \( \mathcal{C}_K^{\mathbb{R}^2 \times \mathbb{S}^1} \). The inner product on \( \mathcal{C}_K^{\mathbb{R}^2 \times \mathbb{S}^1} \) is \( \langle U, V \rangle_{\mathcal{M}_\psi} = \langle T_{\mathcal{M}_\psi}[U], T_{\mathcal{M}_\psi}[V] \rangle_{\mathcal{L}_2(\mathbb{R}^2 \times \mathbb{S}^1)} \) where

\[
[T_{\mathcal{M}_\psi}[U]][\mathbf{b}, \theta] = \mathcal{F}^{-1} \left[ \omega \mapsto M_\psi^{-1/2}(\omega) \mathcal{F}[\omega^{-1} M_\psi^{1/2}(\omega) f](\omega) \right](\mathbf{b}),
\]

characterized by \( M_\psi \) given by (33).

The transform \( \mathcal{W}_\psi : \mathcal{L}_2(\mathbb{R}^2) \rightarrow \mathcal{C}_K^{\mathbb{R}^2 \times \mathbb{S}^1} \) is unitary and

\[
\|f\|_{\mathcal{L}_2(\mathbb{R}^2)}^2 = \|\mathcal{W}_\psi f\|_{\mathcal{C}_K}^2 = \langle \mathcal{W}_\psi f, \mathcal{W}_\psi f \rangle_{\mathcal{M}_\psi},
\]

\[
f = \mathcal{W}_\psi^* \mathcal{W}_\psi[f] = \mathcal{F}^{-1} \left[ \omega \mapsto \int_0^{2\pi} \mathcal{F}[\mathcal{W}_\psi f(\cdot, e^{i\theta})](\omega) \mathcal{F}[\mathcal{R}_{\omega \times \psi}^*](\omega) \, d\theta \right] M_\psi^{-1}(\omega),
\]

(34)
By setting the special case (32) in Lemma 4 we know that \( \mathcal{W}_\psi \) maps \( L_2(\mathbb{R}^2) \) unitarily onto \( C^S_{K(2)} \). Now by compactness of \( SO(2) \) and Fubini we can switch orders of integration and obtain by Plancherel theorem for Fourier transform \( \mathcal{F} : L_2(\mathbb{R}^2) \rightarrow L_2(\mathbb{R}^2) \) that:

\[
\| \mathcal{W}_\psi f \|_{L_2(\mathbb{R}^2)}^2 = \| f \|_{L_2(\mathbb{R}^2)}^2 = \| \mathcal{F} f \|_{L_2(\mathbb{R}^2)}^2 = \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} |\mathcal{F} f(\omega)\mathcal{F}(\mathcal{R}_{\theta + \pi})(\omega)|^2 d\theta (M_\psi(\omega))^{-1} d\omega \\
= \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} |\mathcal{F} \mathcal{W}_\psi f(\omega, e^{i\theta}) (M_\psi(\omega))^{-1/2} |^2 d\omega d\theta \\
= \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} |\mathcal{F} T_M \psi(\omega, e^{i\theta})|^2 d\omega d\theta \\
= \int_{\mathbb{R}^2} \int_{-\pi}^{\pi} |T_M \psi(\omega, e^{i\theta})|^2 d\omega d\theta,
\]

for all \( f \in \mathcal{H}_\psi \), which is precisely the set of images (as a subset of \( L_2(\mathbb{R}^2) \)) for which the above integrals converge, and the result follows. \( \square \).

Consequences and Remarks:

1. This theorem easily generalizes to \( d \) dimensional images, i.e. \( f \in L_2(\mathbb{R}^d), d = 2, 3, \ldots \). The only thing that changes is that integration now takes place over \( SO(d) \) and the function \( M_\psi \) becomes

\[
M_\psi(\omega) = (2\pi)^{d/2} \int_{SO(d)} |\mathcal{F}(\mathcal{R}_t \psi)(\omega)|^2 d\mu_T(t),
\]

where \( d\mu_T(t) \) is the normalized Haar-measure of \( SO(d) \), which is the Fourier transform of

\[
\hat{\psi}(x) = \int_{SO(d)} (\mathcal{R}_t \psi)(x) d\mu_T(t).
\]

It can be shown that if \( \psi \in L_1(\mathbb{R}^2) \), then \( M_\psi \) and \( \hat{\psi} \) are continuous functions in \( L_1(\mathbb{R}) \) and thereby vanishing at infinity. As a result(1) the ideal case \( M_\psi = (2\pi)^{d/2} \) (in which case we would have \( \mathcal{H}_\psi = L_2(\mathbb{R}^d \times SO(d)) \) and thereby (quadratic norm preservation between image and orientation score) cannot be obtained unless one uses a Gelfand triple structure (just like Fourier transform) constructed by means of the Laplace operator\(^6\), for details see Appendix A.

2. Theorem 2 easily generalizes to the discrete orientation group, i.e. \( G = T_N \times \mathbb{R}^2 \), where

\[
T_N = \{ e^{i k \Delta \theta} | k \in \{0, 1, \ldots, N - 1\}, \Delta = \frac{2\pi}{N} \}, \text{ for } N \in \mathbb{N},
\]

by replacing integrations by discrete summation. Notice that the discrete orientation score \( U_f^N(\mathbf{b}, e^{i k \Delta \theta}) \) of an image \( f \in L_2(\mathbb{R}^2) \) is given by

\[
U_f^N(\mathbf{b}, e^{i k \Delta \theta}) = \langle \mathcal{T}_\mathbf{b} \mathcal{R}_{e^{i k \Delta \theta}} \psi, f \rangle_{L_2(\mathbb{R}^2)}, k \in \{0, 1, \ldots, N - 1\}, \Delta \theta = \frac{2\pi}{N}.
\]

and the discrete version of the function \( M_\psi \) is \( M_\psi^d(\omega) = \frac{2\pi}{N} \sum_{k=0}^{N-1} |\mathcal{F}(\mathcal{R}_{e^{i k \Delta \theta}} \psi)(\omega)|^2 \).

3. The function \( M_\psi \) completely determines the stability of the forward and backward transformation. In practice (due to sampling) we work with ball-limited images (5). If we restrict the wavelet transformation to the space of ball-limited images \( L_B(\mathbb{R}^2) \), then we can define a condition number (with respect to quadratic norms on the space of images and the space of orientation scores), [18]. This condition number tends to 1 when \( M_\psi \) tends to a constant function on the relevant part of the spectrum say \( 1_{B_{\mathbf{b}, \psi}} \). We will call wavelets with the property that \( M_\psi |_{B_{\mathbf{b}, \psi}} \approx 1 \) proper wavelets (a formal definition

---

\( ^6 \) This commutes with the left regular actions \( U_g \) for all \( g \in \mathbb{R}^d \times SO(d) \).
Exercise 5

soon follows in Definition A) as they guarantee a stable reconstruction. For these type of wavelets we could as well use the approximative reconstruction formula\(^\text{7}\)

\[
f \approx \hat{\psi} \ast f = \mathcal{F}^{-1} \left[ \omega \mapsto \frac{1}{2\pi} \int_{0}^{2\pi} \mathcal{F}[W_{\psi}f(\cdot, e^{i\theta})](\omega) \mathcal{F}[R_{\omega}e^{i\theta}](\omega) \, d\theta \right]. \tag{37}
\]

4. In Eq. (32) and (33) and in the above theorem, one could also restrict one-self to ball-limited images and ball-limited wavelets from the beginning, so that all integrals in (35) take only place on \(B_{0,\varrho}\) and so that the spatial parts of the space \(\mathbb{H}_{\psi}\) are ball-limited. This simplifies, but is also a little bit unconvenient as \(\psi \in L_{1}(\mathbb{R}^{2}) \cap L_{2}^{0}(\mathbb{R}^{2})\) implies \(\mathcal{F}\psi(\omega)\) vanishes continuously towards the boundary \(\rho = \|\omega\| \to \varrho\), which would not match our definition of proper wavelets (cf. Definition A below).

1.4 Quantification Stability of the Transform between Images and Orientation Scores

In this section we will formally quantify stability of the transforms between images orientation scores. There we will also include the cases where approximate reconstruction is performed by integration over angles only. Furthermore, from the engineering point of view imposing \(L_{2}\)-norms on domain and range (for condition numbers) seems to be a more fair way of quantifying stability (rather than imposing a kernel dependent reproducing kernel norm on the space of orientation scores). We first provide some preliminary definitions.

Definition 11 (The condition number) Let \((V, \| \cdot \|_{V})\) and \((W, \| \cdot \|_{W})\) be two normed vector spaces. Let \(A : V \to W\) be an invertible linear map. Then

\[\text{cond}(A) := \|A\|\|A^{-1}\| := \sup_{0 \neq w \in W} \frac{\|Aw\|_{W}}{\|w\|_{W}} \sup_{0 \neq v \in V} \frac{\|A^{-1}v\|_{V}}{\|v\|_{V}}.\]

Definition 12 (The coupled space \(\mathbb{R}^{d} \times S^{d-1}\) of positions and orientations). Let \(a \in S^{d-1}\) denote an a priori reference axis.

For \(d = 2\), our default is \(a = (1,0)^{T}\).

For \(d = 3\), our default is \(a = (0,0,1)^{T}\). \tag{38}\]

Let us denote the action of the rotation-translation group \(SE(d) = \mathbb{R}^{d} \times SO(d - 1)\) onto set \(\mathbb{R}^{d} \times S^{d-1}\) by

\[g \circ (x, n) = (b, R) \circ (x, n) := (Rx + b, Rn).\]

Then two rotations and translations \(g_{1}\) and \(g_{2}\) are called equivalent if

\[g_{1} \sim g_{2} \Leftrightarrow g_{1} \circ (0, a) = g_{2} \circ (0, a).\] \tag{39}\]

This boils down to the following partition of equivalence classes (left-cosets) in \(SE(d)\):

\[g_{1} \sim g_{2} \Leftrightarrow g_{1}^{-1}g_{2} \in H\] \tag{40}\]

where \(H := \{0\} \times \text{Stab}\{a\} \equiv \{0\} \times SO(d - 1)\). This partition of equivalence classes is denoted by\(^\text{8}\)

\[\mathbb{R}^{d} \times S^{d-1} := SE(d)/H \equiv SE(d)/(\{0\} \times SO(d - 1)).\] \tag{41}\]

Similar to \(S^{d-1} = SO(d)/SO(d - 1)\) we denote the elements of \(\mathbb{R}^{d} \times S^{d-1}\) by \((x, n)\). Keep in mind that every element \((x, n)\) is a class of roto-translations \(\{(x, R_{n})\} \mid \text{with } R_{n} \in SO(d) \text{ s.t. } R_{n}a = n\}.

Exercise 5 Verify that the equivalence relation in (39), is the same as the equivalence relation in (40).

---

\(^{7}\) We stress that even if \(M_{\psi} \neq 1\) stability is still manifest. The only requirement on \(M_{\psi}\) is that it remains overall finite and non-vanishing. Recall that in general one has to use (34) for exact reconstruction.

\(^{8}\) Formally speaking \(S^{d-1}\) is not a group, and the use of the semi-direct product symbol in the left-hand side of (41) is questionable, in contrast to its use in the righthand side. Nevertheless, the notation is convenient and the reader must keep in mind (41) is just our definition.
Definition 13 (proper wavelets) Let us set a priori bounds\(^9\) \(\delta, M > 0, 1 \gg \epsilon > 0,\) (in practice we choose \(\delta = \frac{1}{8}\) and \(M = 1.1\) and \(\epsilon = 0.01\)).

Then, a wavelet \(\psi \in L_2(\mathbb{R}^d)\) is called a proper wavelet if

1.) \(\psi \in L_1(\mathbb{R}^d),\)

2.) \(\psi(R^{-1} \cdot x) = \psi(x)\) for all \(R \in \text{Stab}(a) \subset SO(d),\)

3.) \(\forall_{\omega \in B_{d, \delta}} : \delta \leq M_\psi(\omega) := \int_{S^{d-1}} |F\psi(R_n^{-1} \cdot \omega)|^2 \ d\sigma(n) \leq M.\)  

(42)

If moreover, one has

4.) \(\exists \frac{1}{2} \delta < \theta_0 < \delta \forall_{\omega \in B_{d, \delta}} : N_\psi(\omega) := \int_{S^{d-1}} |F\psi(R_n^{-1} \cdot \omega)| \ d\sigma(n) \in [1 - \epsilon, 1 + \epsilon],\)

then we speak of a proper wavelet with fast reconstruction property, cf. (43).

Remark 5 The 1st condition ensures that its Fourier transform is continuous, \([66, \text{Thm. 7.5}].\) The 2nd condition allow for an appropriate definition of an orientation score rather than a rotation score, see the next definition. The 3rd condition ensures invertibility and stability of the (inverse) orientation score transform. The 4th condition, allows us to use of the approximate reconstruction by integration over angles only:

\[
f(x) \approx \int_{S^{d-1}} W_\psi f(x, n) \ d\sigma(n).
\]

(43)

Exercise 6 Show that the 2nd condition in (42) indeed implies that the choice of \(R_n \in SO(d)\) such that \(R_n a = n\) does not affect the defined continuous functions \(M_\psi : \mathbb{R}^d \rightarrow \mathbb{R}^+, \ N_\psi : \mathbb{R}^d \rightarrow \mathbb{R}^+.\)

Definition 14 For proper wavelets \(\psi \in L_2(\mathbb{R}^d) \cap L_1(\mathbb{R}^d),\) we constrain the domain of our wavelet transform to ball-limited images \(L_b^0(\mathbb{R}^d),\) and we define the orientation score transform

\[
W_\psi : L_b^0(\mathbb{R}^d) \rightarrow L_2(\mathbb{R}^d \times S^{d-1})
\]

in a well-posed manner by

\[
\widetilde{W}_\psi f(b, n) = (U(b, R_n)\psi, f)_{L_2(\mathbb{R}^d)}
\]

(44)

for all ball-limited images \(f \in L_b^0(\mathbb{R}^d),\) where the rotated and translated wavelet is given by

\[
U(b, R_n)\psi(x) = \psi(R_n^{-1}(x - b)),
\]

and where \(R_n \in SO(d)\) denotes any rotation that maps reference axis \(a\) onto \(n.\)

Definition 15 Let \(\psi \in L_2(\mathbb{R}^d) \cap L_1(\mathbb{R}^d)\) be a proper wavelet (which is axially symmetric about \(a\)).

Let us denote the concatenation of the orientation score transform and approximative reconstruction by integration over \(S^{d-1}\) only, by operator \(A_\psi : L_2(\mathbb{R}^d) \rightarrow L_2(\mathbb{R}^d)\) be given by

\[
(A_\psi f)(x) = \int_{S^{d-1}} W_\psi f(x, n) \ d\sigma(n).
\]

Theorem 3 (Stability of Orientation Score Transform)

Let \(\psi \in L_b^0(\mathbb{R}^d)\) be a proper (so axially symmetric) wavelet. Then the condition number of the orientation score transform mapping

\[
W_\psi : L_b^0(\mathbb{R}^d) \rightarrow L_2(\mathbb{R}^d \times S^{d-1})
\]

equals

\[
(\text{cond}(W_\psi))^2 = \|M_\psi\|_{L_\infty(B_{d, \delta})} \cdot \|M_\psi^{-1}\|_{L_\infty(B_{d, \delta})},
\]

where \(B_{d, \delta} = \{\omega \in R^d \mid \|\omega\| \leq \delta\}\) denotes the ball in the frequency domain with radius \(\delta > 0.\)

The condition number \(\text{cond}(W_\psi)\) of \(W_\psi : L_b^0(\mathbb{R}^d) \rightarrow C^E_{S}\) equals 1. The condition number of the orientation score transform concatenated with reconstruction by integration over \(S^{d-1}\) only equals:

\[
\text{cond}(A_\psi) = \|N_\psi\|_{L_\infty(B_{d, \delta})} \cdot \|N_\psi^{-1}\|_{L_\infty(B_{d, \delta})}.
\]

\(^9\) In practice we choose the default values \(\delta = \frac{1}{8}\) and \(M = 1.1\) and \(\epsilon = 0.01\) and note that it is actually the ratio \(\frac{M}{\delta}\) that determines the condition number. It is just that it is a convenient choice to set the upper bound close to 1.
Exercise 7 Verify that the 2nd condition in (42) is both sufficient and necessary for a well-posed definition of \( \mathcal{W}_\varphi f : \mathbb{R}^d \times S^{d-1} \rightarrow \mathbb{C} \) for all ball-limited (grayscale) images \( f \in L^2_0(\mathbb{R}^d) \).

Exercise 8 (Proof of Theorem 3)

a.) Show that for any multiplier operator \( \mathcal{M}_m : L^2(B_0,e) \rightarrow L^2(B_0,e) \), given by \( \mathcal{M}_m f = m f \) with a continuous multiplier \( m : B_0,e \rightarrow \mathbb{R}_+ \), the operator norm \( \| \mathcal{M}_m \| \) equals the maximum value that \( m \) attains on compact set \( B_0,e \).

b.) Let \( \varphi \in L^2_0(\mathbb{R}^d) \) be a proper wavelet. Show that for all \( f \in L^2_0(\mathbb{R}^d) \) one has
\[
\| \mathcal{W}_\varphi f \|_{L^2_0(\mathbb{R}^d \times S^{d-1})}^2 = \int_{\mathbb{R}^d} \mathcal{M}_\varphi(\omega) \| (\mathcal{F} f)(\omega) \|^2 \, d\omega < \infty
\]

c.) Provide a detailed proof of the above theorem.

Remark 6 (storing the lowest frequencies separately) In continuous wavelet theory it is common to separately store very low frequency components separately (as they represent average value and very global variations which appear at scales much larger than the elongated structures of interest in the image), see e.g. [70, 56]. This yields a vector valued transform \( f \rightarrow \mathcal{W}_\varphi f \), with a vector valued wavelet
\[
\mathcal{W}_\varphi f = (\psi_0, \mathcal{F} \psi_0, \psi_1, \mathcal{F} \psi_1)^T
\]
with \( \mathcal{F} \psi_0(\omega) = e^{-s_0 \| \omega \|^2}, s_0 > 0 \), whose stability can be analyzed in a similar way as in the above theorem. For details see Appendix B.

1.5 Working with a Finite Number of Orientations is Simple to include: Proper Wavelet Sets

Instead of working on \( SE(d) \) one may choose to work on sub-groups that use only a finite number of orientations. For \( SE(2) = \mathbb{R}^3 \times S^1 \), one can work with \( SE(2, N_o) = \{(x, \theta) \in SE(2) \mid \theta = \theta_k = \frac{2\pi}{N_o} \cdot 2\pi\} \) via equidistant sampling while identifying \( e^{i \theta} \leftrightarrow \theta \) Mod \( 2\pi \):
\[
\theta_k = \frac{k}{N_o} \cdot 2\pi, \quad \text{for } k = 0, \ldots, N_o - 1 \in \mathbb{N}.
\]

For \( SE(3) \) (where the subgroup property is much more restrictive, see the exercise below) one may consider, only those rotations that map the vertices of the icosahedron onto each other. Not much changes to the theory so far, as one just replaces the integrals over \( S^{d-1} \) by summations. Even for \( d = 3 \) one may drop the formal group constraint (as it is not crucial for reconstruction and stability) and work with orientations that arise by tessellations of the icosahedron [18] while using (spherical Harmonic) interpolation [48].

It is worth noting that a very interesting formal relation with inverse Fourier Transform on discrete subgroups on \( SE(d) \), cf. [42], similar to the full continuous setting [24, App.A], which we pursue in the next section, only applies to the cases where discrete subgroups of \( SO(d) \) are used. Despite that representation theory of semi-discrete subgroups of \( SE(d) \) is mathematically interesting, we do not need it in our framework.

Exercise 9 (Limited discrete subgroups of \( SO(3) \) and semi-discrete Subgroups of \( SE(3) \))

a.) Show that on a convex regular solid in \( \mathbb{R}^3 \) with \( n \)-gon faces (so that we have \( n \)-points per face) one has
\[
2\pi - r(n - 2)\pi/n > 0,
\]
where \( r \) is the amount of faces meeting at every vertex.

\( \text{hint: the above expression is known as 'the angular defect'} \)

b.) Show that the largest platonic solid is the icosahedron with \( V = 12 \) vertices, \( F = 20 \) faces and \( E = V + F - 2 = 30 \) edges.

\( \text{It can be shown that the angular defect equals } 4\pi \text{ over the total number of vertices of the platonic solid} \)
c.) Determine the subgroup $SE(3, N_R) = \mathbb{R}^3 \times SO(3, N_R)$, with $SO(3, N_R)$ denoting the finite group of $N_R = 60$ rotations that map the vertices of the icosahedron onto itself.

Let $\{\mathbf{n}_i\}_{i=1}^{N_o}$ be an almost uniform sampling on $S^{d-1}$. For $d = 3$ such almost uniform sampling can be computed using:

- an electrostatic repulsion model, where a given number $N_o$ of charged particles are placed on a sphere such that a cost (reflecting the total amount of magnitudes of electrostatic repulsion forces) is minimized, see for example [14].
- a higher order tesselation of the icosahedron.

Assume we have a number $N_o$ of orientations $\mathcal{V} = \{\mathbf{n}_1, \mathbf{n}_2, ..., \mathbf{n}_{N_o}\} \subset S^{d-1}$, and define the discrete invertible orientation score $W^d_\psi[f] : \mathbb{R}^d \times \mathcal{V} \to \mathbb{C}$ by the correlations

$$
(W^d_\psi[f])(\mathbf{x}, \mathbf{n}_i) = (\hat{\psi}_{\mathbf{n}_i} \ast f)(\mathbf{x}) = \int_{\mathbb{R}^d} \overline{\hat{\psi}_{\mathbf{n}_i}(\mathbf{y} - \mathbf{x})} f(\mathbf{y}) \, d\mathbf{y}.
$$

(46)

The exact reconstruction formula is in the discrete setting given by

$$
f(\mathbf{x}) = ((W^d_\psi)^{-1}[W^d_\psi[f]])(\mathbf{x}) = \mathcal{F}^{-1} \left[ (M^d_\psi)^{-1} \mathcal{F} \left[ \hat{\mathbf{x}} \to \sum_{i=1}^{N_o} (\hat{\psi}_{\mathbf{n}_i} \ast W^d_\psi[f])(\cdot, \mathbf{n}_i)(\mathbf{x}) \Delta_i \right] \right] (\mathbf{x}),
$$

(47)

with $\Delta_i$ the discrete spherical area measure which for reasonably uniform spherical sampling can be approximated by $\Delta_i \approx \frac{\mu(S^{d-1})}{N_o}$ (otherwise one could use more accurate approximations [27, Eq.83]), and

$$
M^d_\psi(\omega) = \sum_{i=1}^{N_o} \left| \hat{\psi}_{\mathbf{n}_i}(\omega) \right|^2 \Delta_i.
$$

(48)

Again, an exact reconstruction is possible iff $0 < \delta \leq M^d_\psi(\omega) \leq M < \infty$ and we have $L_2$-norm preservation for our transform between image and orientation score when $M^d_\psi = 1$. Again, for the wavelets for which

$$
N^d_\psi = \sum_{i=1}^{N_o} \hat{\psi}_{\mathbf{n}_i}(\omega) \Delta_i \approx 1,
$$

(49)

the reconstruction can be simplified by a summation over orientations

$$
f(\mathbf{x}) \approx \sum_{i=1}^{N_o} W^d_\psi[f](\mathbf{x}, \mathbf{n}_i) \Delta_i.
$$

(50)

For this reconstruction by summation we can analyze the stability via the condition number of the mapping that maps an image $f \in L^2_\psi(\mathbb{R}^3)$ to an orientation integrated score

$$
A^d_\psi(f) := \sum_{i=1}^{N_o} (\hat{\psi}_{\mathbf{n}_i} \ast f) \Delta_i,
$$

(51)

with a finite ‘uniform’ spherical sampling $\{\mathbf{n}_i\}_{i=1}^{N_o}$, s.t. $\sum_{i=1}^{N_o} \Delta_i = \mu(S^{d-1}) = \frac{(2\pi)^{d/2}}{\Gamma(d/2)}$. It has condition number

$$
\text{cond}(A^d_\psi) = \frac{\max_{\omega \in B_{\theta, \rho}} N^d_\psi(\omega)}{\min_{\omega \in B_{\theta, \rho}} N^d_\psi(\omega)},
$$

which follows along the same lines as for the fully continuous setting (Theorem 3). Akin to Definition 13 for the continuous case, the reconstruction properties of a set of filters is captured in the following definition:
Definition 16 (proper wavelet sets) Let us set a priori bounds on $\delta, M > 0, 1 \geq \varepsilon > 0$.
(e.g. $\delta = \frac{1}{3}, M = 1.1, \varepsilon = 0.01$).
Let $\varrho$ be the maximum frequency radius of our ball-limited image data.
Then, $\{\psi_n, \ i = 1, \ldots, N_o\}$ with an almost uniform spherical sampling with corresponding disjoint surface areas $\Delta_i$, such that $\sum_{i=1}^{N_o} \Delta_i = \mu(S^{d-1}) = \frac{(2\pi)^{\frac{d}{2}}}{\Gamma(\frac{d}{2} + 1)}$ is called a proper wavelet set if

1. $\psi \in L_1(\mathbb{R}^d) \cap L_2(\mathbb{R}^d)$,
2. $\psi(R^{-1}x) = \psi(x)$ for all $R \in \text{Stab}(a) \subset SO(d)$,
3. $\forall \omega \in B_{\varrho} : \delta \leq M_\psi^d(\omega) := \sum_{i=1}^{N_o} |\hat{\psi}_n(\omega)|^2 \Delta_i \leq M$,

If moreover, one has

4. $\exists \delta < \varrho < \varepsilon \forall \omega \in B_{\varrho} : N_\psi^d(\omega) := \sum_{i=1}^{N_o} \hat{\psi}_n(\omega) \Delta_i \in [1 - \varepsilon, 1 + \varepsilon]$,

then we speak of a proper wavelet set with fast reconstruction property, cf. (43).

2 Proper 2D Wavelets resp. 2D Admissible Wavelets and their Connection to (inverse) Fourier Transform on $SE(2)$ resp. $SIM(2)$

So far we presented a for the application relevant summary of results of our previous theory on invertible orientation scores. A natural question that arises to the reader is how does the invertibility of transform $W_\psi$ given by

$$\left(\mathbb{R}^2 \ni (x, y) \mapsto f(x, y) \in \mathbb{R} \right) \rightarrow (SIM(2) \ni g \mapsto W_\psi f(g) = (V_\psi f, f) \in \mathbb{C}) \ ,$$

relate to the irreducibility of the underlying representation $\mathcal{V}$, recall (23). Secondly, the question arises how this relates to the fact that we must set $M_\psi = 1_{B_{\varrho}}$ (recall (33) and (34) to guarantee well-posed (ball-limited) images reconstruction of the transform $W_\psi$, given by

$$\left(\mathbb{R}^2 \ni (x, y) \mapsto f(x, y) \in \mathbb{R} \right) \rightarrow \left(SE(2) \ni g \mapsto \hat{W}_\psi f(g) = (Ug \psi, f) \in \mathbb{C} \right) \ ,$$

by means of its $L_2$-adjoint $(\hat{W}_\psi)^*$. In this section we provide a brief answer to these important questions.

Although the early works of Grossmann et al. [44], [2], are mostly based on decomposition of the identity using extended versions of Schur’s lemma, an alternative and shorter answer to this question can be deduced from the work by Hartmut Führ [40, ch:4] exploiting the relation between the transforms $W_\psi : L_2(\mathbb{R}^2) \rightarrow L_2(SIM(2))$, recall Eq. (22), and $\hat{W}_\psi : L_2(\mathbb{R}^2) \rightarrow L_2(SE(2))$, recall Eq. (44), and inverse Fourier transforms on respectively the groups $SIM(2)$ and $SE(2)$. Here we will focus only on our specific cases of interest and provide the explicit formulae for these cases.

To this end we use the general identity: $\text{trace}(a \otimes b \circ A^*) = (Ab, a)$, where $A$ is some bounded linear operator on a Hilbert space and $a$ and $b$ some vectors in the Hilbert space, where we define $(a \otimes b)(x) = (b, x)a$. As a result we rewrite the wavelet transform $W_\psi^{SIM(2)}$ as

$$W_\psi^{SIM(2)} f(g) = (V_\psi f, f) \in \mathbb{R} = \text{trace}(f \otimes \psi \circ (V_\psi)^*) = \int_{SIM(2)} \text{trace}(A_{f, \psi}(\sigma) \sigma(g^{-1}))^{*}_{SIM(2)}(\sigma)$$

$$= \frac{1}{V_{SIM(2)}} \int_{SIM(2)} |F^{-1}_{SIM(2)}(A_{f, \psi})(g^{-1})| , \quad (52)$$

11 In practice we choose the default values $\delta = \frac{1}{3}$ and $M = 1.1$ and $\varepsilon = 0.01$ and note that it is actually the ratio $\frac{M}{\varrho}$ that determines the condition number. It is just that it is a convenient choice to set the upper bound close to 1.
12 Or $M_\psi = 1$ if one relies on distributional orientation score transforms in Appendix A.
where $\nu_{SIM(2)}$ denotes the Plancherel measure on the dual group $SIM(2)$, consisting of all non-equivalent, unitary, irreducible representations of the group $SIM(2)$ and where

$$A_{f,\psi}(\sigma) = \begin{cases} 0 & \text{if } \sigma \neq V \\ f \otimes \psi & \text{if } \sigma = V \end{cases}$$

So the Plancherel Theorem for Fourier transform on the group $SIM(2)$ now yields

$$\|W_\psi f\|_{L^2(SIM(2))}^2 = \int_{SIM(2)} \|A_{f,\psi}(\sigma)\|^2 \frac{d\nu_{SIM(2)}(\sigma)}{\nu_{SIM(2)}(V)} = \|f\|^2_{L^2(\mathbb{R}^2)} \|\psi\|^2_{L^2(\mathbb{R}^2)} \frac{1}{\nu_{SIM(2)}(V)} ,$$

where $\|\cdot\|$ denotes the Hilbert-Schmidt norm, which is defined on bounded operators $A \in B(L^2(\mathbb{R}^2))$ acting on $L^2(\mathbb{R}^2)$ by means of

$$\|A\|^2 = \text{trace}(A^* A) = \sum_{k=1}^{\infty} \|A f_k\|^2 ,$$

so in particular, the Hilbert-Schmidt norm of the tensor product $f \otimes \psi$ of $f$ and $\psi$ equals

$$\|f \otimes \psi\|^2 = \|f\|^2 \|\psi\|^2 .$$

We conclude that the admissibility constant (18) equals

$$C_\psi = \frac{1}{\nu_{SIM(2)}(V)} \|\psi\|^2$$

and moreover, the unitarity of $W_\psi$ directly follows from the Plancherel theorem on $SIM(2)$ and the fact that $V \in SIM(2)$.

Obviously, one would like to put the same kind of connection of transform $W_\psi : L^2(\mathbb{R}^2) \rightarrow L^2(SE(2))$ and inverse Fourier transform on $SE(2)$ but let us recall (from Lemma 2) a technical problem here: In contrast to the representation $V$ the representation $U$ is reducible. Therefore it must be decomposed into irreducible representations, i.e. $U$ must be written as a direct integral of irreducible representations. This is similar to the well-known Peter-Weyl theorem for compact groups, [68], but the technical problem is that $SE(2)$ is not compact giving rise to an over-countable set of irreducible representations requiring direct integral decomposition (for details on these decomposition see [40, p.67-84]) rather than direct sum decomposition. All unitary, irreducible representations, up to unitary equivalence, of $SE(2)$ are given in [71] and the ones with non-trivial dual Plancherel measure occur only once in the direct integral decomposition of $U$. They can be related to the dual orbits of $SO(2)$ on $\mathbb{R}^2$ which coincide with rings in the Fourier domain, using Mackey’s theory [55].

Now the theoretical rationale behind $M_\rho = 1_{B_\rho,\sigma}$ (recall (33) and (34)), is that the kernel $\psi$ must be chosen with unit length in each irreducible subspace of $L^2_\rho(\mathbb{R}^2) \cap L^1(\mathbb{R}^2)$, meaning that the $L^2$-norm over each fixed ring in the Fourier domain is 1 (note that $M_\rho(\omega)$ only depends on the radius $\rho = \|\omega\|$) so that each irreducible subspace of $L^2(\mathbb{R}^2) \cap L^1(\mathbb{R}^2)$ is unitarily mapped to each irreducible subspace of the space of orientation scores $R(W_\rho) \subset L^2(SE(2))$.

Let us verify these statements on both the transform $W_\psi$ between images and orientation scores and the corresponding reducible representation $U$ by explicit formulas. First of all we define the representations $U^\rho : SE(2) \rightarrow B(L^2(S_\rho))$, where $B(L^2(S_\rho))$ stands for all bounded operators on the space $L^2(S_\rho)$ of quadratic integrable function(s) (classes) defined on the sphere $S_\rho = \{\omega \in \mathbb{R}^2 \mid \|\omega\| = \rho\}$, given by

$$U^\rho_\phi F(\rho \cos \varphi, \rho \sin \varphi) = e^{i(\rho \cos \varphi, \rho \sin \varphi) \cdot (x,y)} F(\rho \cos(\varphi - \theta), \rho \sin(\varphi - \theta)),$$

for all $g = (x,y,e^{i\theta}) \in SE(2)$, $F \in L^2(S_\rho)$.

**Exercise 10** Show that these representations are unitary equivalent to well-known unitary, irreducible representations of $SE(2)$, [71],[12, ch: 10.2], given by

$$U^\rho_\phi \phi(\nu) = e^{-i\rho(x,v)} \phi((R_\rho)^{-1} \nu), \quad \rho > 0, \phi \in L^2(S_1), \nu \in S_1, g = (x,e^{i\theta}) \in SE(2),$$

**hint:** $U^\rho_\phi = D_\rho \circ U^\rho_\phi \circ D_\rho^{-1}$ with dilation operator $D_\rho : L^2(S_1) \rightarrow L^2(S_\rho)$ given by $D_\rho \phi(\nu) = \rho^{-\frac{1}{2}} \phi(\rho^{-1} \nu)$
Moreover, for where we recall the definition of $M$, so indeed we have the following sufficient and necessary condition for $SE$-norm preservation:

$$\|W_{\psi}f\|_{L^2(SE(2))}^2 = \int_0^\infty \| |f|_{S_{\rho}} \otimes |\hat{\psi}|_{S_{\rho}}\|^2 \rho \, d\rho = \int_0^\infty \| |\hat{\psi}|_{S_{\rho}}\|^2 \|f|_{S_{\rho}}\|^2 d\rho$$

so indeed we have the following sufficient and necessary condition for $L_2$-norm preservation:

$$\hat{W}_{\psi} = W_{\psi} \Leftrightarrow M_{\psi} = 1_{B_{0,\rho}} \Leftrightarrow \| |\hat{\psi}|_{S_{\rho}}\|^2_{L^2(S_{\rho})} = 1 \quad \text{for all } \varrho \geq \rho = \|\omega\| > 0,$$

where we recall the definition of $M$ (33) and where we note that

$$M_{\psi}(\omega) = \| |\hat{\psi}|_{S_{\varrho=\|\omega\|}}\|^2_{L^2(S_{\rho})} = \int_{S^2} |\hat{\psi}(\rho \cos \varphi, \rho \sin \varphi)|^2 \rho \, d\varphi, \quad \text{with } \rho = \|\omega\|,$$

Moreover, for $\psi \in L^2(R^2)$, with $M_0 = 1_{B_{0,\rho}}$, its continuous Fourier transform $\hat{\psi}$ has equal $\mathbb{L}_2$-norm over each dual orbit, implying that each irreducible subspace of $L_2(R^2) \cap L_1(R^2)$ given by

$$\{f \in L^2(R^2) \cap L_1(R^2) \mid \text{supp}(\hat{f}) \subset S_{\rho}\}$$

is unitarily mapped onto each irreducible subspace within $R(W_{\psi}) \subset L_2(SE(2))$.

**Exercise 11** Study Appendix A and verify that exactly the same arguments (but now with $\varrho \to \infty$) as above apply to proper distributional wavelets $\psi \in H^{-1}$ in distributional orientation score transforms.

### 3 Construction of Proper Wavelets

#### 3.1 Simple numeric ‘cake-wavelet’ approach relying on DFT

A class of 2D cake-wavelets, see [18,26], was proposed for the 2D orientation score transformation, which are effective in various medical imaging applications [38,6].

We now generalize these 2D cake-wavelets to dD cake-wavelets, and thanks to the splitting in Appendix B, we no longer need the spatial window used there. Our cake-wavelets (which are proper wavelets with reconstruction property), should fulfill a set of requirements:

1. The orientation score should be constructed for a finite number ($N_o$) of orientations.
2. The transformation should be invertible and reconstruction should be achieved by summation. Therefore we aim for $N^d_{\psi} \approx 1$. Additionally, to guarantee all frequencies are transferred equally to the orientation score domain we aim for $M^d_{\psi} \approx 1$. The set should be a proper wavelet set with fast reconstruction property (Def. 16)

3. The kernel should be strongly directional. Preferably, for $d = 2$ the kernels must be supported in a cone within the Fourier domain in view of the $SE(2)$-uncertainty principle [18, ch:7.5], likewise the $SIM(2)$-uncertainty principle [3].

4. The kernel should be ball-separable in the Fourier domain, i.e.,

$$
(F\psi)(\omega) = g(\rho) \Lambda \left( \frac{\omega}{\|\omega\|} \right), \text{ with } \rho = \|\omega\| 
$$

and as the wavelet $\psi$ must be proper (recall Definition 13) it has a rotational symmetry around the normalized reference-axis $a$, recall (38), we must have the form

$$
\Lambda \left( \frac{\omega}{\|\omega\|} \right) = h \left( \frac{\omega}{\|\omega\|} \cdot a \right).
$$

5. The kernel should be localized in the spatial domain, since we want to pick up local oriented structures.

6. The real part of the kernel should detect oriented structures and the imaginary part should detect oriented edges. The constructed orientation score is therefore a complex orientation score.

**Remark 7** *(Some intuition on the design of cake-wavelets)*

The intuitive idea is that for $d = 2$ covering pieces of cake fill up the entire cake of frequencies in the Fourier domain. Recall to this end the role of function $M_\psi$ in Theorem 2. When one applies the same idea by combining covering ‘ice-cones’ to create a ‘ball’ one does not get a real-part that is a line detector. One rather gets a plane detector see Figure 7 or [18, fig.4.14]. To this end one must for by combining covering ‘ice-cones’ to create a ‘ball’ one does not get a real-part that is a line detector.

**Exercise 12** *(anisotropies in spatial domain and Fourier domain)*

a.) Compute the Fourier transform of the 2D anisotropic Gaussian $G(x)$

$$
A = \text{diag}(\lambda, \lambda^{-1}) \in \mathbb{R}^{2 \times 2}, \text{ with } \lambda \ll 1, \ s > 0, \text{ and } x = (x, y)^T \in \mathbb{R}^2.
$$

b.) Compute the Fourier transform of the 3D anisotropic Gaussian $G(x)$

$$
A = \text{diag}(\lambda, \lambda^{-\frac{2}{3}}, \lambda^{-\frac{2}{3}}) \in \mathbb{R}^{3 \times 3}, \lambda \ll 1, \ s > 0, \text{ and } x = (x, y, z)^T \in \mathbb{R}^3.
$$

c.) Compute the Fourier transform of the 3D anisotropic Gaussian $G(x)$

$$
A = (\lambda, \lambda^{-\frac{2}{3}}, \lambda^{-\frac{2}{3}}) \in \mathbb{R}^{3 \times 3}, \lambda \ll 1, \ s > 0, \text{ and } x = (x, y, z)^T \in \mathbb{R}^3.
$$

d.) How does this exercise relate to the above remark, and what you see in Figure 7 and Figure 8?

**Remark 8** *(Choice of radial function $g$ and its decay)* To prevent numerical problems with the inverse DFT after sampling in the Fourier domain it is best to aim at $M_\psi(\omega) \approx 1$ for $\|\omega\| < \varrho$, where $\varrho$ is close to the Nyquist frequency $g_N$ of the discretely sampled image. Because of the discontinuity at $\|\omega\| = \varrho$, which causes practical problems with the discrete inverse Fourier transform, we will use wavelets $\psi$, with $M_\psi(\omega) = M_N(\rho^2 t^{-1})$, $N \in \mathbb{N}$, $t > 0$ and $\rho = \|\omega\|$ where

$$
g(\rho) = M_N \left( \rho^2 t^{-1} \right) = e^{-\rho^2 t^{-1}} \sum_{k=0}^{N} \frac{(\rho^2 t^{-1})^k}{k!} \leq 1,
$$

where $t$ denotes a scale parameter. To fix the inflection point close to the Nyquist frequency $g_N$, say at $\rho = \varrho := \gamma \cdot g_N$ with $0 \ll \gamma < 1$, we set

$$
t = t_* := \frac{2 \varrho^2}{1 + 2N}
$$
Fig. 6 Plots of $M_N(\rho^2/t)$, with $t = \frac{2(\gamma_0 N)^2}{1 + 2N}$ for $N = 5, 10, 15, 20, 25$

in order to fix the bending point:

$$\left. \frac{d^2}{d\rho^2} M_N(\rho^2/t) \right|_{\rho = \varrho} = 0,$$

see Fig. 6). The function $M_N$ is a Gaussian function at scale $t$ multiplied with the Taylor series of its inverse up to a finite order $2N$ to ensure a slower decay. Therefore $M_N$ smoothly approximates $1$ on the domain $\rho \in [0, \varrho]$, see Figure 6. A wavelet $\psi : \mathbb{R}^2 \to \mathbb{C}$ with

$$M_\psi(\omega) = M_N(\|\omega\|_2 t^{-1})$$

is a proper wavelet according to Definition 13. A simple alternative radial Fourier decay function that does a similar job is

$$g(\rho) = \frac{1}{2} \left( 1 - \text{erf} \left( \frac{\rho - \varrho}{\sigma_{erf}} \right) \right),$$

with $\text{erf}(z) = \frac{2}{\sqrt{\pi}} \int_0^z e^{-x^2} \, dx$, where $\sigma_{erf}$ controls the slope of the error function, similar to $N$ above.

3.1.1 The 2D case

We use polar coordinates $\omega = (\rho \cos \varphi, \rho \sin \varphi)^T$ and set

$$\hat{\psi}(\rho \cos \varphi, \rho \sin \varphi) = A(\cos \varphi, \sin \varphi) g(\rho),$$

with

angular function $A(\cos \varphi, \sin \varphi) = B_k \left( (\varphi \Mod \frac{2\pi}{s_\theta}) - \frac{\pi}{2} \right)$, with angular stepsize $s_\theta = \frac{2\pi}{N_\theta}$

and radial function $g(\rho)$ given by (60) or by (62).

where $N_\theta$ denotes the number of orientation we encode in the score, and where $B_k$ denotes the $k$th order B-spline given by

$$B_k(x) = (B_{k-1} \ast B_0)(x), \quad B_0(x) = \begin{cases} 1 \text{ if } -1/2 < x < +1/2 \\ 0 \text{ otherwise} \end{cases}$$

which are chosen because of their strictly local support and covering property, see Figure 10.

Exercise 13 Let us set the a priori bounds $\delta, M > 0$, $1 \gg \varepsilon > 0$ by our default parameters $\delta = \frac{1}{8}$ and $M = 1.1$ and $\varepsilon = 0.01$. Let $\psi$ given by (63) with radial function (60) with $N = 8$ and with $t = t_*$ given by (61).

a.) Compute $B_1(x), B_2(x)$ symbolically.

b.) Show that equality $\sum_{k \in \mathbb{N}} B_k(x-i) \, dx = 1$ holds for all $k \in \mathbb{N} \cup \{0\}$.

c.) Verify that

$$\int_0^{2\pi} A(\cos(\varphi - \theta), \sin(\varphi - \theta)) \, d\theta = 1 \text{ and } M_\psi(\omega) = |g(\rho)|^2 \text{ with } \rho = \|\omega\|,$$

d.) Show that $\psi$ given by (63) is a proper wavelet (according to Definition 13).
Fig. 7 When directly setting orientation distribution $A = A_{\text{aux}}$ as angular part of the Fourier transformed wavelet $F\psi$ we construct plate detectors. From left to right: Orientation distribution $A = A_{\text{aux}}$ wavelet in the Fourier domain, the plate detector (real part) and the edge detector (imaginary part). Orange: Positive iso-contour. Blue: Negative iso-contour. Parameters used: $L = 19$, $\sigma_\theta = 0.25$, $\sigma_{\text{erf}} = 3$, $\gamma = 0.85$ and evaluated on a grid of $51\times51\times51$ pixels.

Fig. 8 Cake-Wavelets. Top 2D cake-wavelet given by (63). From left to right: Illustration of the Fourier domain coverage, the wavelet in the Fourier domain and the real and imaginary part of the wavelet in the spatial domain. Bottom 3D cake-wavelet given by (69). Overview of the transformations used to construct the wavelets from a given orientation distribution. Upper part: The wavelet according to Eq. (71). Lower part: The wavelet according to Eq. (70). IFT: Inverse Fourier Transform. Parameters used: $L = 16$, $s_\sigma = \frac{1}{4}(0.25)^2$, $s_\rho = 2$, $\sigma_{\text{erf}} = 3$, $\gamma = 0.85$ and evaluated on a grid of $81\times81\times81$ pixels.
Fig. 9 Coverage of the fourier domain before and after splitting according to Appendix B. Left: The different wavelets cover the fourier domain. The "sharp" parts when the cones reach the center however cause the filter to be non-localized, which was solved in earlier works by applying a spatial window after filter construction. Right: By splitting the filter in lower and higher frequencies we solve this problem. In the figure we show \( g(\rho) A(n(\theta, \phi)) \) for the different filters, before applying the Funk transform to the orientation distribution \( A \).

e.) Show that the set

\[ \{ \psi_{n_i} \mid i = 1, \ldots N_o \} \]

with \( n_i = (\cos \theta_i, \sin \theta_i) \), and \( \theta_i = (i - 1) 2\pi \frac{1}{N_o} \),

with \( N_o = 16 \) is indeed a proper wavelet set (according to Definition 16).

3.1.2 The 3D case

In the 3D-case things get a little bit more complicated compared to the 2D case. First of all, the B-splines on \( S^1 \) do not straightforwardly generalize to B-splines on \( S^2 \), and secondly choosing a sharp cone in the 3D-Fourier domain as a point of departure, does not yield an appropriate 3D-cake wavelet with a line-detecting real part, as can be seen in Figure 7.

Fig. 10 The use of B-splines in the construction of cake wavelets. Plot showing quadratic B-splines \((k=2)\), the sum of all shifted B-splines add up to 1. The image in the upper right corner illustrates a Fourier cake wavelet \( \hat{\psi}_{\text{cake}}(\omega) \) constructed using quadratic B-splines and \( M_N \) with \( N = 60 \), according to Eq. (??).
We now need to find an appropriate angular part \( A \) for the cake-wavelets. First, we specify an auxiliary orientation distribution \( A_{aux} : S^2 \to \mathbb{R}^+ \), which determines what orientations the wavelet should measure. To satisfy requirement 3 this function should be a localized spherical window, for which we propose the (truncated) spherical diffusion kernel centered around reference axis \( a = (0,0,1)^T \):

\[
A_{aux}(n(\vartheta, \varphi)) = G_{a}^{S^2}(n(\vartheta, \varphi)) = G_{a}^{S^2}(n(\vartheta, 0)) = \sum_{l=0}^{L} a_l^0 Y_l^0(\vartheta, 0),
\]

with \( s_0 > 0 \) and \( n(\vartheta, \varphi) = (\sin \vartheta \cos \varphi, \sin \vartheta \sin \varphi, \cos \vartheta) \). The parameter \( s_0 \) determines the trade-off between requirements 2 and 3, where higher values give a more uniform \( M_0^d \) at the cost of less directionality.

**Remark 9** Because of the exponential decay w.r.t. \( l \) in \( A_{aux} \) we can approximate the true diffusion kernel (where \( L \to \infty \)) when truncating at the smallest \( L \) such that \( a_L^0 / a_0^0 < 10^{-3} \) (e.g. \( L = 21 \) for \( s_0 = \frac{1}{2}(0.25)^2 \)).

**Remark 10** (basic properties spherical harmonics) Recall that the spherical harmonics \( \{ Y_l^m \}_{l=0,|m|\leq l}^{\infty} \) were given by (6), and recall that they form on orthonormal basis for \( L_2(S^2) \) with the property

\[
\Delta_{S^2} Y_l^m = -(l+1) Y_l^m, \quad e^{s \Delta_{S^2}} Y_l^m = e^{-s(l+1)} Y_l^m, \quad \text{and} \quad R_{\Delta_{S^2}} Y_l^m = e^{im\alpha} Y_l^m,
\]

from which the 2nd identity in (65) readily follows. They also form a complete orthonormal system w.r.t. Funk transform

\[
FA(n) = \frac{1}{2\pi} \int_{S_p(n)} A(n') \, ds(n'),
\]

where integration is performed over \( S_p(n) \) denoting the great circle perpendicular to \( n \). In fact, one has

\[
FY_l^m = P_l(0) Y_l^m,
\]

where we allow ourselves (sloppy) notation \( Y_l^m(n(\varphi, \vartheta)) := Y_l^m(\varphi, \vartheta) \).

**Remark 11** In implementations, one truncates the spherical harmonics at \( L \in \mathbb{N} \) which leaves \( \sum_{l=0}^{L} (2l + 1) = (L+1)^2 \) coefficients. If one would start with an almost uniform spherical sampling \( \{ A(n_i) \}_{i=1}^{N} \) for some square integrable \( A : S^2 \to \mathbb{C} \), then it is wise to choose the number of spherical harmonics a little less than \( N_0 \) to prevent both over-fitting and data-loss, when relying on the pseudo-inverse of the discretization of the inverse discrete spherical harmonic transform to approximate the forward continuous (SHT) Spherical Harmonic Transform \( (SHT(A))(l, m) = (Y_l^m, A)_{L_2(S^2)} \). For a short, self-contained explanation on discretization of the SHT and its inverse see [27, ch:7.1].

Via our auxiliary function \( A_{aux} \) like the spherical heat-kernel in (65) we construct our 3D cake-wavelets in the spatial Fourier domain as follows. Note that the expansion in spherical harmonics of auxiliary function \( A_{aux} \) all rotated wavelets are computed and steered analytically without approximations.

**Result 1.** Let \( A_{aux} : S^2 \to \mathbb{R}^+ \) be an \( L_1 \)-normalized function mostly supported in a sharp convex cone around the \( a \)-axis and symmetrically around the \( a \)-axis (i.e. the \( z \)-axis recall (38)). Then \( A_{aux} \), together with our function \( g(\rho) \) given by (60) or by (62), provides our wavelet \( \psi \) in the Fourier domain via

\[
\hat{\psi}(\omega) = g(\rho) \left( FA_{aux}(n_+) + A_{aux}(n_-) - A_{aux}(-n_-) \right),
\]

with \( \omega = \rho \cdot n_- = \rho \cdot n(\vartheta, \varphi) \) and \( \rho = \| \omega \| \),

**The real part of \( \psi \) is a tube detector given by**

\[
\text{Re}(\psi) = F^{-1} (\omega \mapsto g(\rho) \cdot (FA_{aux})(n_-) ).
\]

**The imaginary part of \( \psi \) is an edge detector given by**

\[
\text{Im}(\psi) = \frac{i}{l} F^{-1} (\omega \mapsto g(\rho) \cdot (A(n_-) - A(-n_-))).
\]

When expanding the angular part in spherical harmonics and choosing \( A = G_{a}^{S^2} \):

\[
A_{aux}(n(\vartheta, \varphi)) = \sum_{l=0}^{L} a_l^0 Y_l^0(\vartheta, \varphi), \quad \text{with} \quad a_l^0 = \sqrt{\frac{2l + 1}{4\pi}} e^{-s(l+1)s_0},
\]
we have the following wavelet in the Fourier domain

\[ \hat{\psi}(\omega) = g(\rho) \cdot A(n(\theta, \varphi)) := g(\rho) \cdot \sum_{l=0}^{L} c_l^0 Y_l^0(\theta, \varphi), \]  

(73)

and the coefficients \( a_l^0 \) of \( A_{\text{aux}} \) and \( c_l^0 \) of the angular part \( A \) of \( \hat{\psi} \) relate via

\[ c_l^0 = P_l(0) a_l^0 + (1 - (-1)^l) a_l^0. \]

(74)

We obtain rotated versions of our filter via

\[ \hat{\psi}_n(\omega) = g(\rho) \cdot \sum_{l=0}^{L} \sum_{m'=0}^{l} c_l^0 D_{l, m'}(\gamma, \beta, 0) Y_{l, m'}(\theta, \varphi), \]

(75)

As we do not have analytical expressions for the spatial wavelets \( \psi_n \), we sample the filter in the Fourier domain using Eq. (75) and apply an inverse DFT afterwards. For \( L > 0, N > 0 \) (or \( \sigma_{\text{erf}}^{-1} \)) sufficiently large the wavelet \( \psi \) is a (steerable) proper wavelet with fast reconstruction property (Def. 13).

Exercise 14 (questions on the construction of 3D cakewavelets)

- Show that (74) follows by (69) and (65), (68).
- Show that the wavelets real part (70) and its imaginary part (71) follow by (69).
- See Figure 8. Why is the anti-symmetrization required in (71) and (69)?
- Show that (74) follows by (69) and (65), (68).

\[ g(\rho) = g(\rho) P_0(0) = g(\rho) \int_{S^2} A(n) \, d\sigma(n) = g(\rho) \int_{S^2} A_{\text{aux}}(n) \, d\sigma(n) = N_\psi(\omega), \quad \rho = \|\omega\|. \]

Lemma 6 Let \( \psi \) be a wavelet constructed via the procedure in Result 1. Then we have the bounds

\[ 1 - \sum_{l=0}^{L} \|d_l\| \sqrt{\frac{2l+1}{4\pi}} \leq N_\psi^d \leq 1 + \sum_{l=0}^{L} \|d_l\| \sqrt{\frac{2l+1}{4\pi}}, \]

(76)

with \( d_l = (d_l^m)^T_{m=-l} \) and \( d_l^m = \sum_{i=1}^{N_\psi} c_i^0 \cdot \Delta_l \cdot D_{l, m'}(0, \beta_i, \gamma_i). \)

Proof. First we expand function \( N_\psi^d \) in spherical harmonics:

\[ N_\psi^d(\omega) = \sum_{i=1}^{N_\psi} \mathcal{F}[\psi_n](\omega) \Delta_i = g(\rho) \sum_{i=1}^{N_\psi} h_i(\theta, \varphi) \Delta_i \]

\[ = g(\rho) \sum_{l=0}^{L} \sum_{m'=-l}^{l} \sum_{i=1}^{N_\psi} c_i^0 D_{l, m'}(0, \beta_i, \gamma_i) \Delta_l Y_{l, m'}(\theta, \varphi) \]

\[ = g(\rho) \sum_{l=0}^{L} \sum_{m'=-l}^{l} \sum_{i=1}^{N_\psi} d_i^m Y_{l, m'}(\theta, \varphi) \]

(77)

We have \( g(\rho) = 1 \) for \( \rho = \|\omega\| \leq \rho, \) but we still need to quantify the angular part. We define \( Y_l^N = (Y_{l-1}^{N}, Y_{l-1}^{N+1}, \ldots, Y_{l-1}^{N}, Y_l^N), \) so that

\[ \sum_{l=0}^{L} \sum_{m'=-l}^{l} d_i^m Y_{l, m'}(\theta, \varphi) = \sum_{l=0}^{L} d_l \cdot Y_l(\theta, \varphi) = Y_l^0(\theta, \varphi) c_0^0 + \sum_{l=1}^{L} d_l \cdot Y_l(\theta, \varphi) = 1 + \sum_{l=1}^{L} d_l \cdot Y_l(\theta, \varphi) \]

(78)

This varying component should remain small. We use Cauchy-Schwarz for each order \( l \):

\[ \left\| \sum_{l=0}^{L} d_l \cdot Y_l(\theta, \varphi) \right\| \leq \sum_{l=0}^{L} \|d_l\| \|Y_l(\theta, \varphi)\| \leq \sum_{l=0}^{L} \|d_l\| \sqrt{\frac{2l+1}{4\pi}}, \]

(79)

from which (76) follows.
Fig. 11 Inspection of the stability of the transformation for different values of $s_0$ given a orientation distribution $A = G_{s_0}^{S^2}$ and for $N_o = 42$. Left: Spherical plot of $A$ and the angular part of polar separable function $N^d_\psi$ and $M^d_\psi$ which gives insight in whether we cover all orientations equally. Where closer to the ball means more equal coverage of all orientations. Right: The upper and lower bounds of $N^d_\psi$. Comparison of the bounds according to Eq. (76) (filled line) and numerical results (dashed line) of the bounds by a very fine sampling of the sphere (icosahedron of tessellation order 6).

See Fig. 11 for visual inspection of bounds of $M^d_\psi$ and $N^d_\psi$, and numerical results for the bounds of $N^d_\psi$.

Corollary 3 Given our analytical bounds (76) from Proposition 6 and $N_o = 42$, we can guarantee that our set of wavelets from Result 1 sampled at $\{n_i\}_{i=1}^{N_0}$ is a proper wavelet set with fast reconstruction property according to Def. 16 with $\epsilon = 0.05$ when choosing parameter $s_0 \geq 0.04$.

In practice we have a proper wavelet set with fast reconstruction property already for smaller values of $s_0$, as follows by the numeric computations in Figure 11 where we see that $s_0 \geq 0.02$ is already enough.

Exercise 15 (question on the construction of 3D proper wavelet sets) Prove that for each $N_0$ there exists a unique $s_{\text{min}}(N_0) > 0$ such that for all $s > s_{\text{min}}(N_0)$ the set of wavelets from Result 1 and verify Corollary 3.

In the two subsequent subsections, we will overcome the theoretical short-coming that we must sample the cake-wavelets in the Fourier domain and apply an inverse DFT (iDFT) to get their representations on the spatial grid. We will consider two natural approaches for constructing proper wavelets that allow for a spatial analytic description in both spatial and Fourier domain (where one relies on inverse continuous Fourier transform rather than iDFT):

A) proper wavelet expansion in the harmonic oscillator basis.
B) proper wavelet expansion in a modified (weighted) Zernike basis.

From the practical point of view, we will observe that:

- the harmonic oscillator basis approach, generalizes Kalitzin’s wavelet [52], but has some limitations (especially when applying hard truncations) for local control of proper wavelets.
- the modified Zernike basis allows for a relatively simple analytic description of proper wavelets, whose grid samplings are very close to the practical 3D cake-wavelets described in Result 1 above.
3.2 Analytic Approach relying on Expansion in Eigenfunctions of the Harmonic Oscillator

For control of the shape and the localization of proper wavelets \( \psi \) we must analyze in the spatial domain, whereas for control of the stability/invertibility of the orientation score transform we need to analyze in the Fourier domain. It is therefore, important to come up with a choice of basis in the Fourier domain that has a simple counterpart in the spatial domain as well.

A natural idea here (inspired by Kalitzin’s distributional wavelet, see Exercise 19 in Appendix A), is to use the Harmonic oscillator basis for this purpose. Especially in view of the Bochner-Hecke theorem, cf. Appendix C, that allows us to easily transfer ball-coordinate expansions of wavelets from the spatial to the Fourier domain and back.

Fourier transform \( \mathcal{F} \) and the Harmonic oscillator operator \(-\Delta + ||x||^2\) commute

\[
\mathcal{F} \circ (-\Delta + ||x||^2) = (-\Delta + ||\omega||^2) \circ \mathcal{F},
\]

where we apply multipliers \( \mu = ||x||^2, ||\omega||^2 \) with their (unbounded) multiplier operators \( M_\mu \) acting in respectively the spatial and Fourier domain, and thereby they have a common basis of eigenfunctions.

3.2.1 The 2D case

In this subsection we will expand our wavelet into eigenfunctions of the 2D harmonic oscillator.

Note that \( L_2(\mathbb{R}^2) = L_2(S_1) \otimes L_2((0, \infty), r dr). \) Decompose \( L_2(S_1) \) into irreducible representations:

\[
L_2(S_1) = \bigoplus_{m \in \mathbb{Z}} D^{(m)} = \bigoplus_{m \in \mathbb{Z}} (Y_m) = \bigoplus_{m \in \mathbb{Z}} (\phi \mapsto e^{-im\phi}/\sqrt{2\pi})
\]

Let \( \{\gamma_{mn}\}_{n \in \mathbb{N}} \) in \( L_2((0, \infty), r dr) \) be an orthonormal base for each \( m \in \mathbb{Z} \), then \( \{\gamma_{mn} \otimes Y_m\}(r, \phi) = \gamma_{mn}(r)Y_m(\phi) \) is an orthonormal base in \( L_2(\mathbb{R}^2, r dr) \). As a result we can expand any wavelet \( \psi \in L_2(\mathbb{R}^2) \) in terms of this basis:

\[
\psi(r, \phi) = \sum_{m \in \mathbb{Z}} \sum_{n=0}^{\infty} \gamma_{mn}(r)Y_m(\phi)(\gamma_{mn} \otimes Y_m, \psi)_{L_2(\mathbb{R}^2)}
\]

(80)

\[
= \sum_{m \in \mathbb{Z}} \psi_m(r, \phi) = \sum_{m \in \mathbb{Z}} g_m(r)Y_m(\phi)
\]

By the Bochner-Hecke Theorem, see Appendix C, the Fourier Transform \( \mathcal{F}(\psi) \) of \( \psi \in L_2(\mathbb{R}^2) \) is given by

\[
\mathcal{F}(\psi)(\rho \cos \varphi, \rho \sin \varphi) = \sum_{m \in \mathbb{Z}} g_m(\rho)Y_m(\varphi),
\]

with \( g_m \in L_2(\mathbb{R}^2; r dr) \) given by \( g_m(\rho) = \rho^{1/2}H_m[\rho^{1/2}g_m(r)](\rho) \), where the unitary Hankel Transform \( H_m : L_2((0, \infty)) \to L_2((0, \infty)) \) is given by (146). Given such a wavelet \( \psi \in L_2(\mathbb{R}^2) \), the orientation score \( U_f \) can be written

\[
U_f(b, e^{i\theta}) = (\langle R_{e^{i\theta}} \psi * f \rangle)(b) = (\langle R_{e^{i(\theta+\pi)}} \psi * f \rangle)(b) = \sum_{m \in \mathbb{Z}} (-1)^m e^{-im\theta}/\sqrt{2\pi} \langle \psi_m * f \rangle(b)
\]

If the radial functions do not depend wildly on \( m \), the wavelet will be directed along \( \phi = 0 \). The real part of the orientation score (constructed by a real valued wavelet which is even around \( \phi = 0 \)) reveals elongated line structures, whereas the imaginary part (constructed by a real valued wavelet which is odd around \( \phi = 0 \)) reveals elongated edge structures.

The function \( M_\psi : \mathbb{R}^2 \to \mathbb{R} \), which by theorem 3 completely determines the well-posedness of \( f \leftrightarrow U_f \), is now given by

\[
M_\psi(\omega) = \int_{SO(2)} |\mathcal{F}(R_{e^{i\theta}} \psi)(\omega)|^2 d\Omega
\]

(81)

\[
= \sum_{m \in \mathbb{Z}} |\hat{g}_m(\rho)|^2, \quad \text{with} \, \rho = ||\omega||.
\]
Fourier invariant basis, which are also the eigen functions of the 2D-harmonic oscillator. For $m < 0$ we define $\hat{h}_m^n = h_{|m|}^n$. Therefore, we expand $\psi$ and express $M_\psi$ in this angular-irreducible radially Fourierinvariant basis, which are also the eigen functions of the 2D-harmonic oscillator\textsuperscript{14}:

$$\psi(x) = \sum_{m \in \mathbb{Z}} \sum_{n=0}^{\infty} \alpha_m^n (Y_m \otimes h_m^n)(\phi, r),$$

$$F[\psi](\omega) = \sum_{m \in \mathbb{Z}} \sum_{l=0}^{\infty} (i)^{|m|} (-1)^{n+m} \alpha_l^n (Y_m \otimes h_{|m|}^n)(\varphi, \rho),$$

$$\mathcal{R}_{\omega, \varphi} \psi(x) = \sum_{m \in \mathbb{Z}} \sum_{n=0}^{\infty} \alpha_m^n \exp(i n \theta) (Y_m \otimes h_m^n)(\phi, r),$$

$$M_\psi(\omega) = \sum_{m=-\infty}^{\infty} \left| \sum_{n=0}^{\infty} (-1)^n \alpha_m^n h_m^n(\rho) \right|^2 = \sum_{m=-\infty}^{\infty} \sum_{n=0}^{\infty} \sum_{n'=0}^{\infty} (-1)^{n+n'} \alpha_m^n \alpha_m^{n'} h_m^n(\rho) h_{n'}^m(\rho).$$

Considering numerical expansions of typical local patches of elongated structures into this basis we notice that for each $|m|$ a soft (linear) cut-off in $n$ is required, see Figure 13.

In the remainder of this section we will construct wavelets $\psi_{N_1, N_2}$, with coefficients $\alpha_m^n = 0$, for $|m| > N_1$ and $n > N_2$, for fixed $N_1, N_2 \in \mathbb{N}$, i.e.

$$\psi_{N_1, N_2} = \sum_{m=-N_1}^{N_1} \sum_{n=0}^{N_2} \alpha_m^n Y_m \otimes h_m^n.$$
such that

\[ M_{\psi, N_1, N_2}(\omega) = M_N(\rho^2), \quad \text{with } N = N_1 + 2N_2, \rho = ||\omega|| \]  

(84)

where we recall that \( M_N(\rho^2) \) is given by (60). We consider (84) as an equation in variable \( \psi \), determined by its coefficients \( \{ \alpha_m \}_{|m|=0}^{N_1} = \{ \{ \alpha_m^n \}_{n=0}^{N_2} \}_{|m|=0} \) and thereby we obtain \( \rho = ||\omega|| > 0 \), if and only if

\[
M_{\psi, N_1, N_2}(\omega) = M_N(\rho^2) \iff \\
\sum_{m=0}^{N_1} \sum_{n=0}^{N_2} (-1)^{n+n'} \sqrt{\frac{2n!}{(n+|m|)!}} \sqrt{\frac{2n!}{(n+|m|)!}} \rho^{2|m|} L_{m,n}(\rho^2) L_{n,n'}(\rho^2) = \sum_{q=0}^{N} \frac{\rho^{\alpha_q}}{q!},
\]

(85)

where the \((N_2 + 1) \times (N_2 + 1)\) positive symmetric matrices \( A_k^m \) equal \( [A_k^m]_{n'} = \sum_{j=0}^{k} (a_j^m)_n (a_{j-k}^m)_{n'} \), with

\[
(a_j^m)_n = \begin{cases} (-1)^n \sqrt{\frac{2n!}{(n+|m|)!}} d^{m,n}_k = (-1)^{n+k} \sqrt{\frac{2n!}{(n+|m|)!}} \frac{1}{k!} (n+|m|) & \text{if } k \leq n, \\
0 & \text{else,}
\end{cases}
\]

where \( d^{m,n}_k = \frac{(-1)^k}{k!} (n+|m|) \) equals the coefficient of \( \rho^{2k} \) in \( L_{m,n}(\rho^2) \). Now in the left hand side of (84) we introduce the summation index \( q = |m| + k \) and assume \( \alpha_{-m} = \alpha_m \in \mathbb{R}^{N_2+1} \) for all \( m \), (i.e. the wavelet is symmetric around its direction) then we obtain

\[
\sum_{q=0}^{N} \sum_{k=0}^{N_2} \sum_{n=0}^{N_1} \alpha^m_k A^q_{m-k} \alpha_{q-k} \rho^{2q} = \sum_{q=0}^{N} \frac{\rho^{\alpha_q}}{q!} \iff \\
\sum_{k=0}^{N_2} \sum_{n=0}^{N_1} \alpha^m_k A^q_{m-k} \alpha_{q-k} \rho^{2q} = \frac{1}{\pi}, \quad \text{for } q = 0, \ldots, N,
\]

which are \( N + 1 = N_1 + 2N_2 + 1 \) equations for \((N_1 + 1)(N_2 + 1)\) variables \( \{ \alpha_m \}_{|m|=0}^{N_1} \).

**Example: The special case** \( \alpha_m^n = \alpha^m \delta_{n,0} \)

We take for each \( m \) the radial basis function that oscillates the least (i.e. \( n = 0 \)). We get :

\[
M_{\psi}(\omega) = \sum_{m=0}^{N} |\alpha_m|^2 (h^m_m(\rho))^2 = M_N(\rho^2), \rho = ||\omega||,
\]

(86)

The (up to phase factors unique) solution \( \psi_N^0 \) of (84) is now given by (\( \alpha_m = 1 \) for all \( m \))

\[
\psi_N^0(\omega) = \frac{1}{\sqrt{N}} \sum_{m=0}^{N} \frac{1}{\sqrt{m!}} \rho^{m} e^{i m \phi} e^{-\frac{i m \omega}{\sqrt{2 \pi}}} e^{-\frac{i |m| \omega}{\sqrt{2 \pi}}} = \frac{1}{\sqrt{2 \pi}} \sum_{m=0}^{N} \frac{1}{\sqrt{m!}} e^{-\frac{i |m| \omega}{\sqrt{2 \pi}}}.
\]

(87)

This series converges uniformly on compacta, but not in \( L_2 \)-sense. The real part of this wavelet corresponds to the wavelet first proposed by Kalitzin cf.[52] as a line detector in medical images. The imaginary part is a good edge detector. For plots of the graph of wavelet \( \psi_N \) for several values of \( N \), see figure 14. For more plots and a comparison of the corresponding \( M_\psi \) function to the \( M_\psi \) function of some wavelet used in practice for end-point detection see Figure 16.

**Practical aspects regarding this example:**

The cutoff index \( N \) has a practical upper bound because of sampling. If \( N \) increases the reconstruction will become better, but if we choose \( N \) to large the wavelet behaves badly along \( \phi = 0 \), see Figure 15.

We stress that \( \psi_N^0 \) is essentially different than the proper wavelets constructed in the previous subsection. The simple approximative reconstruction from an orientation score \( U_f \) constructed by \( \psi_N^0 \) to image \( f \) by integration over the angles only, see (43), is not possible.

The size of the wavelet \( \psi_N^0 \) can be controlled by dilatation, \( x \mapsto (D_\sigma \psi_N^0)(x) = \frac{1}{\sqrt{\sigma^2}} \psi_N^0(\frac{x}{\sigma}) \). This does effect \( M_\psi \) and fixing the bending-point, like in Figure 6) is the appropriate choice of choosing \( \sigma \) (or \( t = \sigma^2 \)).
Fig. 14 Top row: Left: 2 different viewpoint Plots of graphs $\psi_0^{N=15}$. Right: 2 different viewpoint Plots of graphs $\psi_0^{N=30}$. Notice that the kernel becomes sharper and the wiggle-ring vanishes as $N$ increases.

Fig. 15 Left: The graphs of the kernel $\psi_0^N(r,0)$ cut off at $N = 10, 20, 30, 40, 50$ with $\sigma = 1/8$. Notice that the peaks move out as $m$ increases. The formula derived for $\psi_0^\infty(r,\phi = 0) = (8\pi)^{1/4}\sqrt{r} + O(r^{-3/2})$ see [18], is a good approximation (we included the graph of $r \mapsto (8\pi)^{1/4}\sqrt{r}$). Right: The corresponding functions $M_{\psi_0^N} = M_N \to 1$ as $N \to \infty$.

Fig. 16 Top row: left three images: Example of rotated line detector-wavelets $\psi_0^N$ in practice at different scales. Right image: Example of kernel developed for catheter endpoint detection. Bottom row: The corresponding functions $M_{\psi_0^N}$. Notice that the line detectors have better $M_0$ and thereby induce a more stable exact reconstruction than the catheter endpoint detector (most right image). The intensity profiles along the red-lines are given in Figure 15.

3.2.2 The 3D case

We expand our wavelets in the harmonic oscillator eigenfunctions restricting ourselves to eigenfunctions which are symmetric around the $z$-axis: the spherical harmonics with $m = 0$. The wavelet then equals

$$\psi(x) = \sum_{n=0}^{\infty} \sum_{l=0}^{\infty} \alpha_n^l g_n^l(r) Y_0^l(\theta, \phi), \quad \hat{\psi}(\omega) = \sum_{n=0}^{\infty} \sum_{l=0}^{\infty} \alpha_n^l (-1)^{n+l} l^l g_n^l(\rho) Y_0^l(\theta, \phi), \quad (88)$$

with $Y_l^m$ the spherical harmonics, $(r, \theta, \phi)$ and $(\rho, \vartheta, \varphi)$ spherical coordinates for $x$ and $\omega$ respectively, i.e.

$$x = (r \cos \phi \sin \theta, r \sin \phi \sin \theta, \cos \theta),$$

$$\omega = (\rho \cos \varphi \sin \vartheta, \rho \cos \varphi \sin \vartheta, \rho \sin \varphi), \quad (89)$$
and \( g_n \) given by

\[
g_n(r) = \frac{1}{\pi} L_{n+\frac{3}{2}}(r), \quad \text{with} \quad E_n(r) = \left( \frac{2n!}{\Gamma(n+1)} \right)^{\frac{1}{2}} r^{n+\frac{1}{2}} e^{-\frac{r^2}{2}} L_n(r),
\]

(90)

where \( L_n(r) \) is the generalized Laguerre polynomial and \( \Gamma(z) = \int_0^\infty t^{z-1} e^{-t} dt \) denotes the usual Gamma function. We then choose the case with least radial oscillations \( \alpha_n = \alpha_n^0 \) up to \( l \leq L \). If we then choose

\[
\alpha_l = \sqrt{\frac{\Gamma(l + \frac{1}{2})}{\Gamma(l + 1)}},
\]

(91)

for \( l \in \{0, \ldots, L\} \) we again have that

\[
M_\psi(\omega) = \int_{SO(3)} |\hat{\psi}(R^{-1}\omega)|^2 dR = M_{N=L}(\rho^2) \text{ given by (60)}
\]

(92)

smoothly approximates 1 in the Fourier domain as \( L \to \infty \) and we get the following wavelet:

\[
\psi_H(x) = \sum_{l=0}^{L} \frac{1}{\sqrt{l!}} r^l e^{-\frac{r^2}{2}} Y_l^0(\theta, \phi).
\]

(93)

For this wavelet we have an analytical description in both spatial and Fourier domain. This wavelet, however, again has some slight drawbacks: 1) the wavelet is not localized and has long spatial oscillations. 2) the wavelet is not centered. Both problems can be observed in Fig. 17. However, due to use if spherical harmonics for the angular part of the wavelet it is nicely steerable, and allows for steerable implementations of orientation scores, where rotations are exactly implemented (without interpolation). See Appendix D.

**Exercise 16** Show by direct computations that (92) indeed holds.

**hint:** Apply Weyl’s Theorem for the compact group \( SO(3) \) (or alternatively Fourier theory on \( SO(3) \)), and switch orders of integration and summation (Fubini’s theorem). For details see [18, ch.4.7.2].

### 3.3 Analytic Approach relying on Modified Zernike Basis Expansion (for \( d = 3 \))

Here we consider the case \( d = 3 \) only. The case \( d = 2 \) can be treated in a similar way.

The wavelets from the previous subsection had some unwanted properties such as poor spatial localization (long oscillations) and the fact that the wavelets maximum does not lie at the wavelets center. A possible explanation is that the basis used is orthogonal on the full \( L^2(\mathbb{R}^3) \) space and not limited to the ball in the Fourier domain, and truncation of this basis at the Nyquist frequency could lead to oscillations. An alternative basis that is a basis for the unit-ball is the Zernike basis which we can scale later to be a basis in the Fourier domain for ball-limited images \( f \in L^2_\rho(\mathbb{R}^3), \) recall Eq. (5).
The 2D Zernike basis is often used in applications as optics, lithography and acoustics [1,10], since efficient recursions can be used for calculating the basis functions and nice formulas exist for many transformations among which the Fourier transform which is expressed in jinc functions. The basis is therefore highly suitable for problems where the shape needs to be controlled in both domains such as in aberration retrieval where the basis is used in an inverse problem with an unknown aberration in the Fourier domain and optimization functional in the spatial domain.

The Zernike basis was extended to 3D in [49]. The Zernike basis is orthogonal on the unit-ball and has explicit results for the Fourier transform and is therefore more suitable for the application in mind. Here we will use the generalized Zernike functions [46], which have the added advantage of going to zero when approaching the edge of the ball.

3.3.1 The 3D Generalized Zernike Basis

Let \( \alpha > 0 \). Then the generalized Zernike functions are given by

\[
Z_{n,l}^{m,\alpha}(\omega) = R_{n}^{l,\alpha}(\rho) Y_{l}^{m}(\theta, \phi),
\]

for all \( \omega = \rho \mathbf{n}(\theta, \phi) \), with \( 0 \leq \rho \leq 1 \), for integer \( n, l \geq 0 \) such that \( n = l + 2p \) with integer \( p \geq 0 \) and \( m = -l, -l + 1, \ldots, l \), and

\[
R_{n}^{l,\alpha}(\rho) = \rho^{l}(1 - \rho^{2})^{\alpha} \frac{P_{\alpha,l+\frac{1}{2}}^{(\alpha,l+\frac{1}{2})}}{p_{n-l}^{\alpha,l+\frac{1}{2}}}(2\rho^{2} - 1),
\]

where \( P_{p}^{\alpha,l+\frac{1}{2}}(z) \) denotes the Jacobi polynomial with weight-function \((1 - z)^{\alpha} (1 + z)^{\frac{l}{2}} \) of degree \( p \). The generalized Zernike functions are orthogonal on the unit ball

\[
\int_{||\omega|| \leq 1} \frac{\omega}{(1 - \rho^{2})^{\alpha}} = N_{n,l}^{\alpha} \delta_{n_{1},n_{2}} \delta_{m_{1},m_{2}} \delta_{l_{1},l_{2}},
\]

with \( \delta \) the Kronecker delta and with normalization factor

\[
N_{n,l}^{\alpha} = \frac{(p + 1)_{\alpha}}{(p + l + \frac{1}{2})_{\alpha}} \frac{1}{2(n + \alpha + \frac{1}{2})},
\]

in which \((x)_{n} = \frac{\Gamma(x + n)}{\Gamma(x)}\) is the (generalized) Pochhammer symbol.

Remark 12 They are called ‘generalized’ Zernike functions because of the extra factor \((1 - \rho^{2})^{\alpha} \) suppressing the Zernike basis functions at the boundary \( \rho = 1 \), where later we will rescale this to the boundary \( \rho = \rho_{q} \) in the Fourier domain of our restriction to ball-limited images \( L_{2}^{q}(\mathbb{R}^{3}) \). Note that for \( \alpha = 0 \) the functions \( Z_{n,l}^{0} \) correspond, up to normalization, to the standard 3D Zernike ball polynomials considered in [50,51].

Fourier transform

The Fourier transform of the generalized Zernike function

\[
(F^{-1} Z_{n,l}^{m,\alpha})(\mathbf{x}) = \int_{||\omega|| \leq 1} e^{2\pi i \langle \omega, x \rangle} R_{n}^{l,\alpha}(\rho) Y_{l}^{m}(\theta, \phi) d\omega
\]

is given by

\[
(F^{-1} Z_{n,l}^{m,\alpha})(\mathbf{x}) = 4\pi i S_{n,l}^{\alpha}(2\pi r) Y_{l}^{m}(\theta, \phi),
\]

with \( \mathbf{x} = r \mathbf{n}(\theta, \phi) \) and

\[
S_{n,l}^{\alpha}(q) = \int_{0}^{1} R_{n}^{l,\alpha}(\rho) j_{q}(q\rho) \rho^{2} d\rho
\]

\[
= \begin{cases} 
2^{\alpha}(-1)^{p}(p + 1)_{\alpha} \frac{J_{n+1+\frac{1}{2}}(q)}{q^{n+1}} & \text{if } q > 0, \\
\sqrt{\pi} \frac{P_{q}(1+\alpha)}{4^{\alpha}i^{\alpha}} & \text{if } q = 0.
\end{cases}
\]

For integer \( \alpha \in \mathbb{N} \), the expression for \( q > 0 \) reduces to \( 2^{\alpha}(-1)^{p} \frac{\Gamma(p+\alpha+1/2)}{\Gamma(\alpha+1)} \frac{J_{n+1+\frac{1}{2}}(q)}{q^{n+1}} \). For details on the computation see [46].
Expansion of separable functions

An additional constraint for the wavelets is that they should be separable in the Fourier domain, i.e., \((\mathcal{F} \psi)(\omega) = F(\omega) = A(n(\vartheta, \varphi)) \cdot B(\rho)\). When expanding such a function in the generalized Zernike basis,

\[
F(\omega) = \sum_{n,l,m} c_{n,l}^{m,\alpha}(F) Z_{n,l}^{m,\alpha}(\omega),
\]

we can split the coefficients in radial coefficients and angular coefficients

\[
c_{n,l}^{m,\alpha}(F) = \frac{1}{N_n^{|\omega| \leq 1}} \iint Z_{n,l}^{m,\alpha}(\omega) F(\omega) \frac{d\omega}{(1 - \rho^2)^{\alpha}}, \quad b_{n,l}^{1,\alpha}(B) = a_l^{n}(A) \cdot \tilde{b}_{n}^{l,\alpha}(B),
\]

Due to orthogonality of the basis functions (94) one has

\[
a_l^{n}(A) = \int_{0}^{2\pi} \int_{0}^{\rho} (Y_l^m(\vartheta, \varphi)) A(n(\vartheta, \varphi)) \sin \vartheta \, d\vartheta \, d\varphi,
\]

\[
b_{n}^{1,\alpha}(B) = \int_{0}^{1} B(p) R_n^1(\rho) (\rho^2) \frac{d\rho}{(1 - \rho^2)^{\alpha}}.
\]

The coefficients \(c_{n,l}^{m,\alpha}\) in (102) reflect the separation of \(F\) as a product of an angular and radial factor as well as a corresponding separation of the generalized Zernike basis functions in (94). In the latter, the index \(l\) appears both in the angular and radial factor. Thus we have

\[
A(n(\vartheta, \varphi)) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} a_l^{m} Y_l^m(\vartheta, \varphi),
\]

while for all \(l \geq 0\)

\[
B(\rho) = \sum_{n=l+2p+3}^{\infty} \tilde{b}_{n}^{l,\alpha} R_{n}^{l,\alpha}(\rho).
\]

For each \(l\), the radial functions \(R_n^{l,\alpha}\) with \(n\) varying are a basis for functions defined on the interval \([0, 1]\). For separable functions, we expand the same radial function \(B(\rho)\) for each \(l\), and it can be shown that there is an efficient recursion formula for the radial coefficients [46].

3.3.2 Wavelets

We now choose an appropriate radial and angular functions for our wavelets expressed in the Zernike basis.

Angular function for the Zernike wavelets

For the angular functions we again choose the (truncated) spherical diffusion kernel \(A(n(\vartheta, \varphi)) = G_{n}^{2}(n(\vartheta, \varphi))\), recall (65).

Flat radial profile for all-scale transform

Recall the procedure of splitting of the lowest frequencies (45) in a vector-valued wavelet \(\psi = (\psi_0, \psi_1)\).

For all-scale wavelets we design a radial function for the relevant part of the wavelet \(\psi_1\) that is used in processing, and we set \(\int_{S^ {d-1}} \psi_0(n) d\sigma(n) = G_{n}(\rho)\).

The radial function of \(\psi_1\) should therefore approximate \(B(\rho) = 1 - G_{n}(\rho)\) on the interval \([0, \rho]\) and should smoothly go to zero when approaching the edges of the interval. For the moment we set \(\rho = 1\) and include the scaling later.

To start, we define the function

\[
B_{\alpha, \beta}(\rho) = (1 - \rho^2)^{\alpha} \rho^\beta,
\]

see Fig. 18a. For this function we have the following coefficients

\[
\tilde{b}_{n=1+2p}^{l,\alpha,\beta} = \frac{\rho^{\frac{\beta-\alpha}{p}}}{(2\alpha + \beta + l + 2p + 3)\binom{2(\beta + p + 1) + \alpha + p}{\alpha + p}}.
\]
To obtain a flatter function we multiply the function with a second order Taylor expansion of the reciprocal function \( \rho \mapsto (B_{\alpha,\beta}(\rho))^{-1} \) around the function maximum obtained at

\[
\rho_{\max} = \left( \frac{1}{2} \frac{\beta}{\alpha + \frac{1}{2} \beta} \right),
\]

see Fig. 18b. Henceforth we denote the 2nd order Taylor expansion of the reciprocal basis function around \( \rho_{\max} \) by \( B_{\alpha,\beta}^{\text{rec}}(\rho) \). The resulting function is again a sum of functions of type (107) with different values for \( \beta \), so we can find the coefficients \( b_{n,l}^{\alpha,\beta} \) for the flattened function. For the specific case \( \beta = 2 \) we get the following flattened function

\[
B_{\alpha,2}^{\text{flat}}(\rho) = B_{\alpha,2}(\rho) \cdot B_{\alpha,2}^{\text{rec}}(\rho) = (1 - \rho^2)^\alpha \rho^2 \cdot \left( 1 + \frac{(\alpha + 1)^3}{2\alpha} \right) (\rho^2 - \rho_{\max}^2)^2,
\]

The flattened function and its coefficients are now given by

\[
B_{\alpha,2}^{\text{flat}}(\rho) = \sum_{n - l = 2p, \ l, n \geq 0} b_{n}^{\text{flat}} R_{n,l}^{\alpha}(\rho) \quad \text{and} \quad b_{n}^{\text{flat}} = \sum_{i = 0}^{2} c_{i} b_{n}^{\alpha,\beta + 2i},
\]

with \( c_{i} \) the coefficients before the different powers of \( \rho^2 \) in the second order Taylor series of the reciprocal. These coefficients are given by

\[
B_{\alpha,2}^{\text{rec}}(\rho) = \sum_{i = 0}^{2} c_{i} \rho^{2i} = c_0 + c_1 \rho^2 + c_2 \rho^4,
\]

with

\[
\begin{pmatrix}
  c_0 \\
  c_1 \\
  c_2 
\end{pmatrix} = \begin{pmatrix}
  1 + \frac{(\alpha + 1)^3}{2\alpha} \rho_{\max}^4 \\
  -2 \frac{(\alpha + 1)^3}{2\alpha} \rho_{\max}^2 \\
  -2 \frac{(\alpha + 1)^3}{2\alpha} \rho_{\max}
\end{pmatrix}.
\]

The filters from this section are summarized in the following result:

**Result 2. (Analytic 3D-wavelets in generalized Zernike basis)**

Let \( \alpha > 0 \) and let \( A : S^2 \to \mathbb{R}^+ \) be a function mostly supported in a sharp, convex cone around the \( z \)-axis and symmetrically around the \( z \)-axis. Then \( A \) provides our wavelet \( \hat{\psi} \) in the Fourier domain by Eq. (69). The real part of \( \psi \) detects tubes, whereas the imaginary part detects edges. We choose radial function \( g(\rho) = B_{\rho,\rho}^{\text{flat}}(\frac{\rho}{\rho_N}) \), angular function \( A(\mathbf{n}(\vartheta, \varphi)) = G_{\rho,\rho}^{\mathbf{n}}(\mathbf{n}(\vartheta, \varphi)) \) and expand in the generalized Zernike basis:

\[
\hat{\psi}_\alpha(\omega) = \sum_{n - l = 2p, \ l, n \geq 0} c_{n,l}^{\alpha} R_{n,l}^{\alpha} \left( \frac{\rho}{\rho_N} \right) Y_{n,l}^0(\vartheta, \varphi).
\]

Then the coefficients \( c_{n,l}^{\alpha} \) follow by expanding \( A \) in spherical harmonics and \( B_{\alpha,2}^{\text{flat}} \) in the radial Zernike polynomials, recall Eq. (105) and Eq. (106). This yields \( a_{l}^{\alpha} \) (Eq. (72)) and \( b_{n,l}^{\alpha} \) (Eq. (110)) and

\[
c_{n,l}^{\alpha} = b_{n,l}^{\alpha} \cdot a_{l}^{\alpha} \cdot \left( 1 - (-1)^l + P_l(0) \right).
\]
3.4 Comparison of wavelets obtained via DFT and analytical expressions using the Zernike basis

First we compare the filters obtained by sampling in the Fourier domain followed by a DFT (Section 3.1) to the filters obtained by expansion in the Zernike basis (Section 3.3). Settings were chosen such that the radial functions of both wavelets matched best and the same settings for the angular function were used. In Fig. 19 we show that the filters are very similar in shape. We see no major artifacts caused by sampling followed by an inverse DFT.

3.5 Quality of the 3D image reconstruction

A visual inspection of the reconstruction after the transformation and reconstruction procedure can be found in Fig. 20. As expected, a small amount of regularization is observed. We see no qualitative differences between the two reconstructions.
The series in (115) converges rapidly and the analytic wavelets in Result 2 are really close to the numerical and practical ones from Result 1. This justifies the numeric DFT-approach, and at the same time the analytic description of the kernels could be used for analytic (and steerable) processing in the orientation score. For example, for computing left-invariant derivatives.

Exercise 17 (relating derivatives on kernels to left-invariant derivatives on scores on Lie groups) Let \( G \) be a Lie group. Let \( \psi : \mathbb{R}^d \to \mathbb{R}^+ \) be smooth. Let \( U : G \to B(\mathbb{L}_2(\mathbb{R}^d)) \) be a group representation with which we construct the score given by

\[
W_{\psi} f(g) = (U_g \psi, f)_{\mathbb{L}_2(\mathbb{R}^d)}.
\]

Let \( R : G \to B(\mathbb{L}_2(\mathbb{R}^d)) \) denote the right-regular representation given by (11). Let \( L : G \to B(\mathbb{L}_2(\mathbb{R}^d)) \) denote the left-regular representation given by (12). Let us recall from the preliminaries how generators of Lie group representations were defined; see Eq. (17).

a.) Show that

\[
W_{U_g \psi} f = R_g W_{\psi} f.
\]

for all \( f \in \mathbb{L}_2(\mathbb{R}^d) \) and all \( g \in G \).

b.) Show that

\[
W_{dR(A) \psi} f = dR(A)(W_{\psi} f),
\]

for all \( A \in T_e(G) \) and all \( f \in \mathbb{L}_2(\mathbb{R}^d) \).

c.) Show that

\[
L_g \circ R_h = R_h \circ L_g \text{ for all } g, h \in G.
\]

d.) Show that

\[
L_g \circ dR(A) = dR(A) \circ L_g \text{ for all } g \in G \text{ and all } A \in T_e(G).
\]

e.) Set \( d = 3 \) and \( G = SE(3) \). How can the above four items (in combination with analytic representations in Result 2) be used to compute left-invariant derivatives of an orientation score?
4 Processing via Invertible Scores

4.1 Image Processing via Scores on Lie groups $G = \mathbb{R}^d \rtimes T$

Let $G = \mathbb{R}^d \rtimes T$ be a Lie group which is the semi-direct product of the translation group with another Lie group $T$ via an isomorphism $\tau : T \to \text{aut}(\mathbb{R}^d)$. Let $U : G \to B(\mathbb{L}_2(\mathbb{R}^d))$ be a unitary Lie group representation chosen to tackle the application of interest. For example the representation given by $U_{g= (b, t)} \psi(x) = \frac{1}{\det(\tau(t))} \psi((\tau(t))^{-1})(x - b)$, or in particular the representation $U : SE(d) \to B(\mathbb{L}_2(\mathbb{R}^d))$ given by (4) which essentially rotates and translates images and wavelets. This could also be the Schrödinger representation of the Heisenberg group $H(2d + 1)$ onto $B(\mathbb{L}_2(\mathbb{R}^d))$.

Set $\psi \in L_1(\mathbb{R}^d) \cap L_2(\mathbb{R}^d)$. Then (in all cases) we consider the corresponding ‘score’ given by

$$ (W^G_\psi f)(g) = (U_g \psi, f)_{\mathbb{L}_2(\mathbb{R}^d)} \text{ for all } g \in G, f \in H, $$

where $W^G_\psi : H \to \mathbb{C}^G_\mathcal{K}$ with

$$ H = \{U_g \psi \mid g \in G\}, $$

is unitary according to Lemma 4.

Now in our primary case of interest (4) with $G = SE(d) = \mathbb{R}^d \rtimes SO(d)$, $\psi$ an (axially symmetric) proper wavelet according to Definition 13), and $H_{SE} = H \cap L_2^0(\mathbb{R}^d)$, the ‘rotation score of a ball-limited image’ boils down to an ‘orientation score’ of a ball-limited image, as we define

$$ W_\psi f(x, n) = (W^G_\psi = SE(d) f)(x, R_n), $$

for all $f \in L_2^0(\mathbb{R}^d)$, and $(x, n) \in \mathbb{R}^d \rtimes S^{d-1}$, which is independent on the choice of $R_n \in SO(d)$ mapping reference axis $a$ onto $n$.

In other cases of interest, such as the Schrödinger representation of the Heisenberg group [20] the score is a Gabor transform (equipped with a relevant phase), which is very similar to a ‘musical score’ and provides an overview of all local frequencies (instead of local orientations) present in a signal.

There exists exists a 1-to-1 correspondence between bounded operators $\Phi \in B(\mathbb{C}^G_\mathcal{K})$ on scores and bounded operators $\mathcal{Y} \in B(\mathbb{L}_2(\mathbb{R}^d))$ on images given by

$$ \mathcal{Y}[f] = ((W^G_\psi)_* \circ \Phi \circ W^G_\psi)[f], \ f \in H \subset L_2(\mathbb{R}^d). $$

If the closed vector subspace of images $H$ and $\psi$ is chosen such that the space $\mathbb{C}^G_\mathcal{K}$ is embedded as a normed subspace of $L_2(G)$, this allows us to relate operators on transformed images to operators on images in a robust manner. To get a schematic view of the operations see Figure 21.

Fig. 21 A schematic view on image processing via invertible orientation scores. According to Theorem 4, $\Phi$ must be left-invariant and not right-invariant.

Let us consider the case $G = SE(d)$ where $T = SO(d)$. By Theorem 2 the range of the unitary wavelet transform $W_\psi : L_2(\mathbb{R}^d) \to \mathbb{C}^G_\mathcal{K}$ is a subspace of $L_2(G)$. For proper wavelets we have (approximative) $L_2$-norm preservation when restricting do ball-limited images. For certain distributional proper wavelets $\psi$, see the exercise in Appendix A), one even has $M_\psi = 1$ and this case the reproducing kernel norm truly equals the $L_2$-norm itself.
Now this idea, can unfortunately be transferred to a limited amount of other unimodular Lie groups $G = \mathbb{R}^d \times T$ where $T$ is a matrix group, since for a finite definition of function $M_\psi$, cf. [40] of

$$M_\psi(\omega) = (2\pi)^{-\frac{d}{2}} \int_T |\hat{\psi}(\tau(t))^T \omega)|^2 d\mu_T(t),$$

with (left) Haar-measure $\mu_T$, we need compact stabilizers $\text{Stab}_T(\omega) := \{ t \in T \mid (\tau(t))^T \omega = \omega \}$, which already rules out $SO(m_d, n_d)$ with $m_d, n_d \in \mathbb{N}$ such that $m_d + n_d = d$ and $\min(m_d, n_d) \geq 2$. Even the Lorentz group case for $d \geq 3$ is problematic as $T = SO(d - 1, 1)$ gives a rather strong condition on $\omega$ for $\text{Stab}_T(\omega)$ to be compact, namely the cone-condition $(\omega^2)^2 > \sum_{i=1}^{d-1}(\omega^i)^2$.

In general, we consider some matrix group $T$ and a mother wavelet $\psi$ such that $M_\psi$ is essentially bounded on $\mathbb{R}^d$ (in particular we think of $T = SO(d)$) and in that case $W^G_\psi$ maps $L_2(\mathbb{R}^d)$ into $L_2(G)$. Let $\Phi : \mathbb{C}_K^G \to L_2(G)$ be a bounded operator. Then its range need not be contained in $\mathbb{C}_K^G$, i.e. the transformed score $\Phi(W^G_\psi f)$ is a function on a Lie group and may not be equal to the score of some image.

Therefore we also consider $\tilde{W}_\psi : L_2(\mathbb{R}^d) \to L_2(G)$ given by $\tilde{W}_\psi f = W^G_\psi f$. Its adjoint is given by,

$$\tilde{(W_\psi)}^*(V) = \int_G U_g \psi V(g) d\mu_G(g), \quad V \in L_2(G). \quad (117)$$

The operator $\mathbb{P}_\psi = \tilde{W}_\psi (\tilde{W}_\psi)^*$ is the orthogonal projection on the space $\mathbb{C}_K^G$, whereas $W^G_\psi (W^G_\psi)^* = I$.

This projection can be used to decompose operator $\Phi$:

$$\Phi(U_\Psi) = \mathbb{P}_\psi(\Phi(U_\Psi)) + (I - \mathbb{P}_\psi)(\Phi(U_\Psi)).$$

Notice that the orthogonal complement $(\mathbb{C}_K^G)^\perp$, which equals range $\mathcal{R}(I - \mathbb{P}_\psi)$, is exactly the null-space of $(\tilde{W}_\psi)^*$ as $\mathcal{N}((\tilde{W}_\psi)^*) = \mathcal{N}((\tilde{W}_\psi)^*) = (\mathcal{N}(W_\psi))^\perp = (\mathbb{C}_K^G)^\perp$ and so

$$[\tilde{(W_\psi)}^* \circ \Phi \circ \tilde{W}_\psi](f) = [(\tilde{W_\psi})^* \circ \mathbb{P}_\psi \circ \Phi \circ \tilde{W}_\psi](f). \quad (118)$$

for all $f \in L_2(\mathbb{R}^d)$ and all $\Phi \in B(L_2(G))$, so we see that the net operator associated to $\Phi : L_2(G) \to L_2(G)$ is given by $\mathbb{P}_\psi \circ \Phi : L_2(G) \to \mathbb{C}_K^G$. In the remainder of this section we present design principles for $\mathcal{T}$.

4.2 Design Principles

We now formulate a few desirable properties of $\mathcal{T}$, and sufficient conditions for $\Phi$ that guarantee that $\mathcal{T}$ meets these requirements.

1. **Covariance with respect to the group representation in the image domain:**

$$T \circ U_g = U_g \circ T, \quad \forall g \in G. \quad (119)$$

This is achieved by restricting one self to left-invariant operators $\Phi$. Often we will omit scaling covariance in Eq.(119) as in many imaging applications this is not natural and therefore we require (119) only to hold for the $SE(2)$ subgroup.

2. **Left-invariant vector fields:** In order to achieve the Euclidean invariance mentioned above, we need to employ left-invariant vector fields on $SIM(2)$ as a moving frame of reference.

3. **Nonlinearity:** The requirement that $\mathcal{T}$ commute with $\mathcal{U}$ immediately rules out linear operators $\Phi$. Her we note that $\mathcal{U}$ can be decomposed into irreducible representations (recall for example Section 2). Now by Schur’s lemma [15], any linear intertwining operator with an irreducible representations is a scalar multiple of the identity. For continuous wavelet transforms on $G = SIM(2)$, or Gabor transforms on $G = H(2d + 1)$ the representation used is already irreducible, which shows that linear operators acting on those types of scores are useless. For invertible orientation scores, one has that linear operators $\Phi$ just correspond to isotropic convolutions $\mathcal{T}$ in the spatial domain, which again would not need an orientation score decomposition. Combining linear diffusions with monotone operations on the co-domain can be simple and effective though [18].

4. **Crossing-preserving, left-invariant parabolic evolutions on $G$:** We consider the following two types of evolutions which include the wavelet transform as a initial condition.
5. **Crossing-preserving wavefront propagation in G**: Avoid the hassle of book-keeping of multi-valued solutions: extend the domain instead of the range of images \( f : \mathbb{R}^d \to \mathbb{R} \).

6. **Probabilistic models for contextual, left-invariant feature propagation in the wavelet domain**: Instead of uncorrelated soft-thresholding of wavelet coefficients we aim for PDE flows that amplify the wavelet coefficients which are probabilistically coherent w.r.t. neighbouring coefficients. This coherence w.r.t. neighbouring coefficients is based on underlying stochastic processes (random walks) for multiple-scale contour enhancement.

7. **Geometric curve fitting in the score using left-invariant Finslerian, Riemannian and sub-Riemannian (SR) geometries within G**:
Deal with both crossings and bifurcations: Turn off the reverse gear along SR geodesics in scores to avoid cusps in their spatial projections.

### 4.3 Score Processing via Left-invariant (and not Right-invariant) Operators

Let \( G = \mathbb{R}^d \times T \) denote an arbitrary unimodular Lie-group.

**Definition 17** An operator \( \Phi : L_2(G) \to L_2(G) \) is **left-invariant** iff
\[
\Phi[L_h V] = L_h[\Phi V], \quad \text{for all } h \in G, \; V \in L_2(G),
\]
where the left-regular action \( L_g \) of \( g \in G \) onto \( L_2(G) \) is given by \( L_h V(g) = V(h^{-1} g) \).

Recall that the right-regular action is given by \( R_h V(g) = V(gh) \).

**Theorem 4** Let \( U : G \to B(L_2(\mathbb{R}^d)) \) be a unitary representation. Let \( \Phi : C^Q_R \to L_2(G) \) be a bounded operator. Then the unique corresponding operator \( \Upsilon \) on \( H \) given by \( \Upsilon[f] = (\Psi \circ \Phi \circ \Psi^*)[f] \) on the images satisfies
\[
U_g \circ \Upsilon = \Upsilon \circ U_g \quad \text{for all } g \in G,
\]
if and only if the effective operator on the score \( P \circ \Phi \) is left-invariant, i.e.
\[
L_g (P \circ \Phi) = (P \circ \Phi)L_g, \quad \text{for all } g \in G,
\]
which shows that score processing must be left-invariant. Moreover, we have
\[
\Phi \circ R_g = R_g \circ \Phi \quad \Upsilon \circ \Upsilon_g = \Upsilon R_g \circ \Upsilon_g \quad \text{for all } g \in G,
\]
which shows that right-invariance is a highly undesirable property for score processing.

**Exercise 18**

a.) Derive the adjoint operator of \( \tilde{\Psi} : L_2(\mathbb{R}^d) \to L_2(G) \), and the adjoint operator of \( \Psi \) on \( C^Q_R \)

**hint:** Recall (34) and (117)

b.) Use the unitarity of the representation \( \Upsilon \) to show that
\[
\tilde{\Psi} \circ U_g = L_g \circ \tilde{\Psi} \quad \text{and} \quad \tilde{\Psi} U_g = R_g \circ \tilde{\Psi} \quad \text{for all } g \in G
\]

c.) Show that \( \tilde{\Psi} \circ L_g = U_g \circ \tilde{\Psi} \quad \text{for all } g \in G \).

d.) Prove Theorem 4.

**Corollary 4** Every PDE-image processing technique involving shift-invariant partial derivatives \( \{\partial_{x_1}, \ldots, \partial_{x_d}\} \) in \( \mathbb{R}^d \) admits a PDE-processing extensions involving left-invariant derivatives \( \{A_1, \ldots, A_d, A_{d+1}, \ldots, A_n\} \) in \( G = \mathbb{R}^d \times T \) where left-invariant derivatives coincide with left-invariant vector fields given by
\[
A_i \mid_g = (L_g)_{\ast} A_i = \text{d}R(A_i) \mid_g, \quad i = 1, \ldots, n = \text{dim}(G), \quad \text{for all } g \in G,
\]
where \( \ast \) denotes the push-forward, and where \( \text{d}R(A_i) \) denote the generator (17) of the left-invariant (!), right regular representation \( \text{d}R \), relative to some choice of Lie algebra basis \( \{A_1, \ldots, A_d, A_{d+1}, \ldots, A_n\} \).

The key advantage is that this extended PDE-processing technique allows one to deal with complex-structures requiring multiple frames per position.
Fig. 22 A roto-translation of the image corresponds to a shift-twist of the orientation score, both defined via a group representations of $SE(2)$ on the image and the orientation score. Shift-twist of images and orientation scores are denoted respectively by the left-regular representations $U_g$ and $L_g$. In this illustration of $W_\psi \circ U_g = L_g \circ W_\psi$, we have set $g = (0, \theta)$, with $\theta$ increasing from left to right.

Remark 13 (practical illustrations for $G = SE(2)$)
See Figure 22 and Figure fig:comp on how Theorem 4 for our case of interest $G = SE(2)$ (where our score is an orientation score) enters practical image processing. Figure 22 illustrates the crucial identity $W_\psi U_g = L_g W_\psi$. However, the crucial idea that left-invariant score processing is a must from the application point of view, is best seen in Figure 23 where we compare application of left-invariant derivatives

$$A_1 = \cos \theta \partial_x + \sin \theta \partial_y, \ A_2 = -\sin \theta \partial_x + \cos \theta \partial_y, \ A_3 = \partial_\theta,$$

(121)

to application of Cartesian derivatives $\partial_x, \partial_y, \partial_\theta$ to real parts of orientation scores $W_\psi f : SE(2) \to \mathbb{C}$.

4.4 Concise Overview of Image Processing Techniques via Invertible Orientation Scores
The orientation scores provide a full comprehensive overview of all local orientations present in the image, and this can be exploited for many processing techniques (typically where the assignment of only one orientation per spatial location is insufficient; i.e. where complex structures are involved, or where some notion of contextual-alignment for a more robust processing).

In the remainder of this course we shall restrict ourselves on the following type of crossing-preserving image processing operators in the orientation score domain:

- Nonlinear (adaptive) diffusions on invertible orientation scores for enhancement of elongated structures or denoising. Recall the bottom figures in Figure 4. See the top figure in Figure 24.  
3D: To stress the strength of the crossing-preserving diffusions via 3D invertible orientation scores, we compare with (Gaussian) regularization acting directly in the image domain, see Figure 26. For a fair comparison diffusion times are in both cases separately optimized for contrast to noise ratios. For details see [48]. It is remarkable to see how stable vessel-widths stay under the data-adaptive diffusions for a wide range of diffusion times, see Figure 27.

- Linear Diffusions combined with soft-thresholding of wavelet coefficients (via non-linear transformations in co-domain) for line-amplification/enhancement. See [24,18].

- Wavefront propagation for connectivity quantification. See [28,11]. The basic idea is illustrated in Figure 3. This is particularly interesting in Diffusion Weighted-MRI applications (where crossings fiber structures are prominently present), see e.g.[60,63,58].

- Feature-analysis and biomarkers via locally adaptive frames [6, chapter 11].

- Tracking of elongated structures (vessels, fibers) in medical images. The key advantage to do tracking via orientation scores is illustrated in Figure 4 (2nd row) as crossings ar manifestly disentangled in the score allowing for decent tracking without weird corners and short-cuts at complex regions such as

\[
W_\psi f : SE(2) \to \mathbb{C}.
\]
In orientation scores a left-invariant derivative frame \( \{A_1, A_2, A_3\} \) should be used instead of the axes-aligned frame \( \{\partial_x, \partial_y, \partial_\theta\} \) (illustrated in the top figure). The bottom three rows of figures compare different orientation layers of the orientation score with the Cartesian derivative \( \partial_y \) and left-invariant derivative \( A_2 \). Here we see that \( A_2 \) is invariant under the orientation, i.e., its interpretation does not change.
crossings. For a first impression see also Figure 29 See Figure 28 where we track vessels in retinal images, and show advantages of our approach. For many more test-cases we refer to [6,7,64] and extensions that deal generically with bifurcations, cusps and spherical data see [28,47,7].

Application 1: Noise Reduction

![Abdominal aortic anatomy](image1)

**Complex vasculature in noisy 3D X-ray data**

Enhanced data

![Diffusions via orientation scores](image2)

Application 2: Tubularity via Orientation Scores

![Brain](image3)

**Complex vasculature in conebeam CT data**

![Geometric Features](image4)

Tubularity and feature extraction

![Radiussmap](image5)

![Orientationmap](image6)

**Fig. 24** Applications of processing via 3D orientation scores. Top: We reduce noise in real medical image data (3D rotational Xray) of the abdomen containing renal arteries by applying diffusions via 3D orientation scores. Bottom: Geometrical features can be directly extracted from our tubularity measure via 3D orientation scores. We apply this method to cone beam CT data of the brain. The picture of the brain (bottom left) was used with permission from Blausen Medical inc., copyright 2016.
Fig. 25  Left-invariant processing via invertible orientation scores is the right approach to generically deal with crossings and bifurcations. Left column: original images. Middle column: result of standard coherence enhancing diffusion applied directly on the image (CED), cf. [76]. Right column: coherence enhancing diffusion via invertible orientation score cf. [97, 25]. Top row: 2-photon microscopy image of bone tissue. Middle row: collagen fibers of the heart. Bottom row: artificial noisy interference pattern. CED-OS is capable of handling crossings and bifurcations, whereas CED produces spurious artifacts at such junctions.
Fig. 26 Volume rendering of the diffusion output results for 3 noisy datasets visualized in the Philips viewer [67] using default settings in both cases. For both cases we used optimized diffusion times w.r.t. contrast to noise ratios as explained in [48].
Fig. 27 Measurement of vessel radius in vessel cross-sections after different amounts of diffusion in a noisy dataset. Left: 3D Visualization of the data with the select slices. Middle: Radii measurements for increasing diffusion time for CEDOS. Right: Radii measurements for increasing diffusion time for Gaussian regularization. The detected vessel width is not influenced by our regularization method which is the case for Gaussian regularization. Bottom: Cross-sections of one vessel for increasing diffusion time with detected vessel edge position (green points) and search area for edge detection (red circle).
Fig. 28  Some typical examples showing the benefit of vessel tracking in invertible orientation scores. When applying vessel-tracking along globally optimal sub-Riemannian geodesics (with infinite spatial anisotropy in the left-invariant frame of reference, recall Figure 23), in the orientation score domain results are better than the results obtained by globally optimal (isotropic) sub-Riemannian geodesics. Details will follow in part IV of this course.
Fig. 29 Illustration of vessel tracking in the domain of an orientation score, cf. [6].
Exercise-Mathematica 1. Some steps regarding hands-on experience of invertible orientation score processing via our Lie Analysis package:

a.) Consider the Lie-Analysis package for latest version of Mathematica (version 11.0 or later), Wolfram Research. It can be downloaded from the web-address:

http://www.lieanalysis.nl/downloads

b.) If you are unfamiliar with Mathematica as a programming language, we recommend to first study the general Mathematica tutorial at


c.) You can install the Lie-Analysis package in the right folder on your computer, that is in the Mathematica addons folder (NB. this address is found by typing an input cell with $UserBaseDirectory or $AddOnsDirectory).

d.) Consider the Help-index (this is automatically included when installing the Lie Analysis package). Study the following items in the help-index:
- CakeWaveletStack
- OrientationScoreTransform
- InverseOrientationScoreTransform.

e.) Study the tutorial "http://www.lieanalysis.nl/documentation/?ref=www.lieanalysis.nl/reference/tutorial/ProcessingOn2DImages.html"

You can run this tutorial yourself as follows:
- press F1 (this opens help index Mathematica),
- search for LieAnalysis,
- go to section tutorials,
- open processing on 2D images. Run the cells by pressing SHIFT-ENTER.

f.) Study the tutorial "http://www.lieanalysis.nl/documentation/?ref=www.lieanalysis.nl/reference/tutorial/ProcessingOn3DImages.html"
The closure of the distributional orientation score transform is an $L_2$-isometry on the whole $L_2(\mathbb{R}^2)$ space.

From the condition $\psi \in L_1(\mathbb{R}^2) \cap L_2(\mathbb{R}^2)$ it follows that the function $M_\psi : \mathbb{R}^2 \to \mathbb{R}^+$ is a continuous function vanishing at infinity. In fact this follows by [66, Thm. 7.5], Fubini’s theorem and compactness of SO(2). As a result, we can not take the limit $\varrho \to \infty$ in the definition of proper wavelets, recall Definition.

Therefore we restricted ourselves, a priori, to bandlimited/disklimited images $f$, bounded by a fixed radius $\varrho > 0$ close to the Nyquist frequency induced by the sampling rate. However, as we will show in this section such a restriction to band limited images is not crucial (and in principle the invertibility of the orientation scores does not necessarily rely on finite pixel sizes).

Akin to the unitary Fourier transform $F : L_2(\mathbb{R}^2) \to L_2(\mathbb{R}^2)$, whose kernel $k(\omega, x) = e^{-i\omega \cdot x}$ is not square integrable, we can allow non-square integrable kernels and rely on Gelfand-Triples [78] as we will explain next.

To this end we first drop the constraint $\psi \in L_1(\mathbb{R}^2) \cap L_2(\mathbb{R}^2)$ by imposing $\psi$ to be in a dual Sobolev-space:

$$\psi \in H_{-1}(\mathbb{R}^2) = H^*_2(\mathbb{R}^2) = (D(D\beta))^*,$$

(122)

where

$$H_1(\mathbb{R}^2) = D(D\beta) = \{ f \in L_2(\mathbb{R}^2) \mid f \text{ admits generalized derivatives s.t. } D\beta f \in L_2(\mathbb{R}^2) \}$$

(123)

equipped with inner product

$$\langle \cdot, \cdot \rangle_{H_1(\mathbb{R}^2)} = \langle D\beta^{1/2} \cdot, D\beta^{1/2} \cdot \rangle_{L_2(\mathbb{R}^2)}$$

and where $\beta : \mathbb{R}^2 \to \mathbb{R}^+$ is continuous, bounded from below, isotropic, and with differential operator

$$D\beta = F^{-1} \beta F.$$

Now $D\beta$ is an unbounded self-adjoint, positive operator with bounded inverse. This means that $D\beta$ defines a so-called Gelfand-Triple

$$H_1(\mathbb{R}^2) \hookrightarrow L_2(\mathbb{R}^2) \hookrightarrow \mathbb{H}^*_1(\mathbb{R}^2) = H_{-1}(\mathbb{R}^2),$$

where $H_{-1}(\mathbb{R}^2)$ is equipped with inner product

$$\langle \cdot, \cdot \rangle_{H_{-1}(\mathbb{R}^2)} = \langle D\beta^{-1/2} \cdot, D\beta^{-1/2} \cdot \rangle_{L_2(\mathbb{R}^2)},$$

and where all embeddings are dense. Subsequently, we define the distributional orientation score transform:

$$\mathcal{M}_\psi f(g) = \langle \psi, U_{g^{-1}} f \rangle,$$

for all $f \in H_1(\mathbb{R}^2)$ and all $g \in SE(2)$, where we applied the notation $(b, a) = b(a)$ for functional $b$ acting on vector $a$. Note that our non-distributional orientation score transform can be rewritten as

$$\langle \mathcal{W}_\psi f, g \rangle = \langle U_{g^{-1}} \psi, f \rangle = \langle \psi, U_{g^{-1}} f \rangle.$$

Under a certain condition on $\psi$, we show that operator $\mathcal{W}$ is an isometry from $H_1(\mathbb{R}^2)$ (with $L_2$-norm) into $L_2(SE(2))$. Therefore this operator is closed and its closure is an isometry. This brings us to the main result.

**Theorem 5** Let $\psi \in H_{-1}(\mathbb{R}^2)$. If $M_{D\beta^{-1}} \psi = \beta^{-2} \text{ then } \mathcal{M}_\psi$ maps $D(D\beta)$ isometrically (w.r.t. $L_2$-norm) onto a closed subspace of $L_2(SE(2))$. Moreover, this operator is closable and its isometric closure is given by $\mathcal{D} \mathcal{W}^{-1} : L_2(\mathbb{R}^2) \to L_2(SE(2))$, where $\mathcal{W}^{-1} \psi$ is the normed non-distributional orientation score transform, w.r.t. kernel $D\beta^{-1} \psi \in L_2(\mathbb{R}^2)$.

**Proof.** First we provide some preliminaries. Operator $D\beta$ is an unbounded, self-adjoint (thereby closed) operator that is bounded from below, with bounded inverse. Therefore, $H_2(\mathbb{R}^2)$ is again a Hilbert space.

Let $f_n \in \mathbb{H}_1(\mathbb{R}^2)$ be Cauchy in $H_2(\mathbb{R}^2)$. Then $(D\beta f_n)_{n \in \mathbb{N}}$ is Cauchy in $L_2(\mathbb{R}^2)$. Because $L_2(\mathbb{R}^2)$ is complete we have $D\beta f_n \to g$ in $L_2(\mathbb{R}^2)$. But then, since $D\beta^{-1}$ is bounded, $f_n$ is also Cauchy in $L_2(\mathbb{R}^2)$, so $f_n \to f$ in $L_2(\mathbb{R}^2)$ to some $f \in L_2(\mathbb{R}^2)$. Now $D\beta$ is self adjoint and therefore closed so $f \in D(D\beta)$ and $D\beta f = g$. So we have $D\beta f_n \to D\beta f$ in $L_2(\mathbb{R}^2)$, and $f_n \to f \in \mathbb{H}_1(\mathbb{R}^2)$.

The space $H_{-1}(\mathbb{R}^2)$ is defined as the completion of $H_1(\mathbb{R}^2)$ and is equipped with inverse product

$$\langle f, g \rangle_{H_{-1}(\mathbb{R}^2)} = \langle D\beta^{-1} f, D\beta^{-1} g \rangle_{L_2(\mathbb{R}^2)}.$$

This space is isomorphic to the dual space of $H_1(\mathbb{R}^2)$ under the pairing

$$\langle F, f \rangle = \langle R^{-1} F, R f \rangle_{L_2(\mathbb{R}^2)}$$

(124)

for all $F \in H_{-1}(\mathbb{R}^2)$ and $f \in H_1(\mathbb{R}^2)$. In fact, all embeddings in $H_1(\mathbb{R}^2) \hookrightarrow L_2(\mathbb{R}^2) \hookrightarrow H_{-1}(\mathbb{R}^2)$ are dense. Now every $L_2(\mathbb{R}^2)$ element is the limit of $H_1(\mathbb{R}^2)$ elements, i.e., $H_1(\mathbb{R}^2)$ is dense in $L_2(\mathbb{R}^2)$. Furthermore, since $D\beta^{-1}$ is bounded we have $H_1(\mathbb{R}^2) = D\beta^{-1}(L_2(\mathbb{R}^2))$.

---

The unitary representation $U_\beta$ naturally extends to $H_1(\mathbb{R}^2)$ as the multiplier $\beta$ in the Fourier domain is isotropic.
Now after these preliminaries, let us continue with the proof. Consider the associated normal orientation score transform

$$W_{\psi} : L_2(\mathbb{R}^2) \rightarrow \mathbb{C}^{I(2)}_K$$

with $\tilde{\psi} = D^{-1}_\beta \psi \in L_2(\mathbb{R}^2)$ associated to $\psi \in \mathbb{H}_{-I}(\mathbb{R}^2)$. Then by Lemma 4 and Theorem 2, this transform is unitary. This transform maps $L_2(\mathbb{R}^2)$ onto the unique reproducing kernel subspace $C^{I(2)}_K$, with reproducing kernel $K(g,h) = \langle U_\psi U_h \psi \rangle$. In fact we have

$$\|W_{\psi} f\|_{L_2(\mathbb{R}^2)}^2 = \int_{\mathbb{R}^2} |F W_{\psi} f(\omega, \theta)|^2 d\theta M^{-1}_\psi(\omega) d\omega = \int_{\mathbb{R}^2} |f(x)|^2 dx,$$

for all $f \in L_2(\mathbb{R}^2)$. Therefore $D_{\beta} W_{\psi} = D_{\beta} W_{D^{-1}_{\beta} \psi}$ is an isometry from $L_2(\mathbb{R}^2)$ into $L_2(SE(2))$ if $M_{D^{-1}_{\beta} \psi} = \beta^{-2}$ (since $\beta^2 M_{D^{-1}_{\beta} \psi} = 1$), and moreover if $f \in D(D_{\beta}) = \mathbb{H}_{I}(\mathbb{R}^2)$ we have (using Eq. (124) and $D_{\beta} U_\psi = U_{\psi} D_{\beta}$) that

$$(D_{\beta} W_{D^{-1}_{\beta} \psi} f)(g) = (W_{D^{-1}_{\beta} \psi} D_{\beta} f)(g) = (U_{\beta} U_{\psi} f)_{\mathbb{H}_{I}(\mathbb{R}^2)} = (D_{\beta}^{-1} \psi, D_{\beta} U_{\psi} f)_{\mathbb{H}_{I}(\mathbb{R}^2)}$$

for all $g \in SE(2)$ and for all $f \in D(D_{\beta})$.

Now Hilbert space $\mathbb{H}_{I}(\mathbb{R}^2)$ is dense in $L_2(\mathbb{R}^2)$ and $D_{\beta} W_{D^{-1}_{\beta} \psi} \big|_{\mathbb{H}_{I}(\mathbb{R}^2)} = \mathfrak{M}_{\psi}$ maps $\mathbb{H}_{I}(\mathbb{R}^2)$ (with $L_2$-norm) isometrically into $L_2(SE(2))$. So $\mathfrak{M}_{\psi}$ is closable as it admits the closed extension $D_{\beta} W_{D^{-1}_{\beta} \psi}$ as an extension.

**Remark 14 (Conclusion)** By the result of the previous theorem, $\psi \in \mathbb{H}_{-I}(\mathbb{R}^2)$ with $M_{D^{-1}_{\beta} \psi} = \beta^{-2}$ can be called proper distributional wavelets. When insisting on an L2-isometric mapping between image and score one has to fall back on these kind of wavelets. In case of cake wavelets (proper wavelets of class I [18, Ch. 4.6.1]), when $\psi \sim \infty$ such wavelets typically become oriented $\delta$-distributions.

In case of proper wavelets of class II [18, Ch. 4.6.2] (including the kernel proposed by Kalitzin [52]) such wavelets concentrate around and explode along the x-axis when $N \rightarrow \infty$ [18, Fig. 4.11 and Ch. 7.3]. In both cases the limits do not exist in $L_2$-sense, but they do exist both pointwise and in $\mathbb{H}_{-I}$-sense. See also the exercise below.

We conclude from the results in this section that the orientation score framework does not insist on images to be bandlimited, and remains valid regardless of the sampling size/rate.

**Exercise 19 (the distributional orientation score transform via Kalitzin’s 2D-wavelet)**

a.) Show that the following series converges pointwise in $\mathbb{C}$

$$\psi(x^1, x^2) = \frac{1}{\sigma} \sum_{n=0}^{\infty} \left(\frac{x}{\sigma}\right)^n e^{-|\frac{x}{\sigma}|^2}, \text{ with } x = x^1 + i x^2 \in \mathbb{C}. \quad (125)$$

b.) Show that $F \psi(\omega) = \psi (R_\omega \omega)$ for all $\omega = (\omega^1, \omega^2) \in \mathbb{R}^2$.

c.) Show that the series (125) converges uniformly on compact sets, both in the spatial and Fourier domain.

d.) Show that the series does not converge in $L_2$-sense.

e.) Show that both $M_{\psi} = 1$ and deduce that $\psi$ is a proper distributional wavelet, but not a proper wavelet.

f.) Show that $\psi$ does not have the fast reconstruction property (recall Definition 13).

g.) Show that

$$\psi(r,0) = (8\pi)\frac{3}{4} \sqrt{r} + O(r^{-\frac{7}{4}}).$$

(hint: For details see [18, ch.7.3]).

h.) Show that $\psi \in (\mathbb{H}^4(\mathbb{R}^2))^* = \mathbb{H}^{-4}(\mathbb{R}^2)$.

i.) Choose $\beta(\omega) = (1 + |\omega|^2)$ and show that $\mathfrak{M}_{\psi}$ maps $\mathbb{H}^4(\mathbb{R}^2)$ onto a closed subspace of $L_2(SE(2))$.

j.) Determine the closure of $\mathfrak{M}_{\psi}$.

### B Separate Storage of the Low-frequency Components: Stability of the Vector-valued Transform

In practice we are not interested in the zero and lowest frequency components since they represent average value and global variations which appear at scales much larger than the structures of interest. We are however interested in storing this data for reconstruction. Therefore we perform an additional splitting of our proper wavelets into two parts

$$\psi = \psi_0 + \psi_1, \quad \text{with } \psi_0 = \tilde{G}_{s_0} \tilde{\psi}, \quad \psi_1 = (1 - \tilde{G}_{s_0}) \tilde{\psi}, \quad (126)$$
The additional splitting in low and high frequencies effectively quantifies the stability of the transformation. The steepness of the decay when approaching \( \rho_N \) is controlled by the parameter \( \sigma_{\text{eff}} \). At what frequency the splitting of \( \hat{\psi} \) in \( \hat{\psi}_0 \) and \( \hat{\psi}_1 \) is done is controlled by parameter \( \sigma_\rho = \sqrt{2 \delta} > 0 \) which is here set relatively large for illustration purposes.

For this transformation we have exact reconstruction formula therefore guaranteeing stability is maintained after performing the splitting.

\[
\hat{G}_{\text{sp}}(\omega) = e^{-\alpha_\rho ||\omega||^2},
\]  
(127)

which is one at \( ||\omega|| = 0 \) and decreases when moving to higher frequencies. After splitting, \( \psi_0 \) contains the average and low frequency components and \( \psi_1 \) the higher frequencies relevant for further processing. In this case we construct two scores. One for the high-frequency components

\[
(W_\psi[f])(x, n) = (\psi_1, n \ast f)(x),
\]  
(128)

and one for the low-frequency components

\[
(W_\psi[f])(x, n) = (\psi_0, n \ast f)(x).
\]  
(129)

The vector transformation is then defined as

\[
W_\psi[f] = (W_\psi[f], W_\psi[f]).
\]  
(130)

For this transformation we have exact reconstruction formula

\[
f(x) = (W_\psi^{-1}[W_\psi[f]](x)
\]

\[
= \mathcal{F}^{-1}\left[ M_\omega^{-1}\mathcal{F}\left[ x \rightarrow \int_{S^{d-1}} (\hat{\psi}_1, n \ast W_\psi_2[f], n)(\tilde{x}) + (\hat{\psi}_0, n \ast W_\psi_0[f], n)(\tilde{x})\right] d\sigma(n)\right](x)
\]  
(131)

with

\[
M_\omega(\omega) = \int_{S^{d-1}} |\hat{\psi}_0(\omega)|^2 + |\hat{\psi}_1(\omega)|^2 d\sigma(n)
\]  
(132)

Again, \( M_\omega \) quantifies the stability of the transformation. The additional splitting in low and high frequencies effectively causes a splitting in the radial function, see Fig. 30 where we used the relatively simple error function (62) as a point of departure.

The next lemma shows us that the stability of the vector-valued orientation score transform is maintained after performing the additional splitting.

**Lemma 7** Let \( \psi \in L_2(\mathbb{R}^d) \cap L_1(\mathbb{R}^d) \) such that

\[
\exists M > 0, \delta > 0, \forall \omega \in B_\delta : 0 < \delta \leq M_\delta(\omega) \leq M < \infty.
\]  
(133)

holds and with \( \hat{\psi}(\omega) \in \mathbb{R}^+ \). Then the condition number of \( W_\psi : L_2^d(\mathbb{R}^d) \rightarrow L_2^d(\mathbb{R}^d \times S^{d-1}) \) is given by

\[
|\text{cond}(W_\psi)|^2 = ||W_\psi||^2 ||W_\psi^{-1}||^2 = \frac{M}{\delta}.
\]  
(134)

The condition number of \( W_\psi_0 : L_2(\mathbb{R}^d) \rightarrow L_2^d(\mathbb{R}^d \times S^{d-1}) \) obtained from \( W_\psi \) by performing an additional splitting in low and high frequency components is given by

\[
|\text{cond}(W_\psi_0)|^2 = ||W_\psi_0||^2 ||W_\psi_0^{-1}||^2 = \frac{2M}{\delta},
\]  
(135)

therefore guaranteeing stability is maintained after performing the splitting.
Proof. First, we find the condition number of $\mathcal{W}_\psi$ which is given by

$$|\text{cond}(\mathcal{W}_\psi)|^2 = \sup_{f \in L^2_s(\mathbb{R}^d)} \frac{\|f\|_{L^2}}{\|\mathcal{W}_\psi f\|_{L^2}} \cdot \sup_{f \in L^2_s(\mathbb{R}^d)} \frac{\|\mathcal{W}_\psi f\|_{L^2}}{\|f\|_{L^2}}. \quad (136)$$

For the first factor in Eq. (136) we find

$$\left( \sup_{f \in L^2_s(\mathbb{R}^d)} \frac{\|f\|_{L^2}}{\|\mathcal{W}_\psi f\|_{L^2}} \right)^2 = \sup_{f \in L^2_s(\mathbb{R}^d)} \frac{\|f\|_{L^2}^2}{\|\mathcal{W}_\psi f\|_{L^2}^2} = \sup_{f \in L^2_s(\mathbb{R}^d)} \frac{\int_{S^{d-1}} |\hat{f}(\omega)|^2 d\omega}{\int_{S^{d-1}} |\hat{\mathcal{W}_\psi f}(\omega)|^2 d\omega} = \sup_{\omega \in B_\psi} \frac{1}{\sup_{\omega \in B_\psi} M_\psi(\omega)}, \quad (137)$$

which can be done similarly for the second factor now resulting in $\sup_{\omega \in B_\psi} M_\psi(\omega)$. Then we obtain

$$|\text{cond}(\mathcal{W}_\psi)|^2 = \sup_{\omega \in B_\psi} \frac{1}{M_\psi(\omega)} \cdot \sup_{\omega \in B_\psi} M_\psi(\omega) = \frac{M}{\delta}. \quad (138)$$

Similarly the condition number of $\mathcal{W}_\psi$ is given by

$$|\text{cond}(\mathcal{W}_\psi)|^2 = \sup_{\omega \in B_\psi} \frac{1}{M_\psi(\omega)} \cdot \sup_{\omega \in B_\psi} M_\psi(\omega). \quad (139)$$

Then we express $M_\psi$ in $M_\psi$ (keeping in mind $\hat{\psi} \geq 0$) of the original wavelet

$$M_\psi(\omega) = \int_{S^{d-1}} \left| \hat{\psi}_{0,n}(\omega) \right|^2 + \left| \hat{\psi}_{1,n}(\omega) \right|^2 d\sigma(n)$$

$$= \int_{S^{d-1}} \left| \hat{\psi}_{0,n}(\omega) + \hat{\psi}_{1,n}(\omega) \right|^2 d\sigma(n) - \int_{S^d} 2\hat{\psi}_{0,n}(\omega)\hat{\psi}_{1,n}(\omega) d\sigma(n) = M_\psi(\omega) - I(\omega). \quad (140)$$

So it remains to quantify $I(\omega)$. For a wavelet splitting according to (126) we have

$$I = \int_{S^{d-1}} 2\hat{\psi}_{0,n} \hat{\psi}_{1,n} d\sigma(n) \overset{(126)}{=} \int_{S^{d-1}} 2(\hat{G}_{s_0} \hat{\psi}_n)(1 - \hat{G}_{s_0})\hat{\psi}_n d\sigma(n) = 2(\hat{G}_{s_0}(1 - \hat{G}_{s_0}))M_\psi$$

$$\Rightarrow M_\psi(\omega) = \left( 1 - 2(\hat{G}_{s_0}(\omega)(1 - \hat{G}_{s_0}(\omega))) \right) M_\psi(\omega). \quad (141)$$

And since $\frac{1}{2} \leq 1 - 2(1 - x) \leq 1$ for $0 \leq x \leq 1$ we have for $M_\psi$ satisfying (133) the following bounds on $M_\psi$:

$$0 < \delta/2 \leq M_\psi(\omega) \leq M < \infty, \quad \text{for all } \omega = B_\psi, \quad (142)$$

therefore guaranteeing stability after the splitting (126).

If $N_\psi \approx 1_{B_\psi}$, this vector transformation also allows for an approximate reconstruction by integration over orientations:

$$f(x) \approx \int_{S^d} \mathcal{W}_\psi[f](x, n) d\sigma(n) \quad (143)$$

$$= \int_{S^{d-1}} \mathcal{W}_{\psi_0}[f](x, n) d\sigma(n) + \int_{S^{d-1}} \mathcal{W}_{\psi_1}[f](x, n) d\sigma(n) \overset{L_{\psi_0}[f](x)}{=} \int_{S^{d-1}} \mathcal{W}_{\psi_0}[f](x, n) d\sigma(n),$$

and since we are only interested in processing $\mathcal{W}_{\psi_0}[f]$ (the higher frequencies) and not $\mathcal{W}_{\psi_1}[f]$ (the average and global variations) we do not have to separate the orientations in $\mathcal{W}_{\psi_0}[f]$ and directly calculate $L_{\psi_0}[f]$ via

$$L_{\psi_0}[f](x) = (\mathcal{G}_0 \ast f)(x), \quad \text{with } \mathcal{G}_0 = \int_{S^{d-1}} \psi_0(n) d\sigma(n). \quad (144)$$

For a design with $N_\psi = 1_{B_\psi}$ we have

$$f(x) = \int_{S^{d-1}} \mathcal{W}_{\psi_0}[f](x, n) d\sigma(n) + (\mathcal{G}_s \ast f)(x). \quad (145)$$
C The Bochner-Hecke Theorem and the Spectral Decomposition of the Hankel Transform

In this section we formulate the Bochner-Hecke theorem and then present the basics that are needed in the analytic expansion of proper wavelets in the harmonic oscillator basis in Subsection 3.2. In fact, the basics in this appendix will provide analytic expressions for both \( \psi : \mathbb{R}^d \rightarrow \mathbb{C} \) and for \( M_C : \mathbb{R}^d \rightarrow \mathbb{R}^3 \) in Subsection 3.2.

**Theorem 6** Let \( H \) be a harmonic homogeneous polynomial of degree \( m \) in \( d \) variables. Let \( F \) be an element of \( L_2((0, \infty) ; r^{m+2}dr) \) then the Fourier transform of their direct product \((r, x) \rightarrow F(r)H(x)\), which is in \( L_2(\mathbb{R}^d) \), is given by:

\[
(-i)^m H(\omega) \int_0^\infty (pr)^{-\frac{d-2}{2}+m} J_{\frac{d-2}{2}+m}(pr) e^{\pm i \omega} dr = (-i)^m H(\omega) e^{-\frac{\omega^2}{2}} \frac{L_n^m(\omega)}{\Gamma(n+m+1)} \]

for \( n = 0, 1, 2, \ldots, r > 0 \), where \( \rho = ||\omega|| \) and the \( \mathcal{H}_{\frac{d-2}{2}+m} \) the Hankel Transform given by:

\[
(\mathcal{H}_{\frac{d-2}{2}+m} \phi)(\rho) = \int_0^\infty (pr)^{-\frac{d-2}{2}+m} \phi(r) dr , \phi \in L_2((0, \infty)) .
\]

The proof can be found in [31]pp.24-25. The Hankel Transform \( \mathcal{H}_\mu, \mu = \frac{d-2}{2}+m \), is a unitary map on \( L_2((0, \infty), dr) \) and has a complete set of orthonormal eigen functions \( \{L_n^{(\mu)}\} \) given by

\[
L_n^{(\mu)}(r) = (-\frac{\pi}{\mu})^{\frac{1}{2}} \frac{d}{dr} \left( \frac{d}{dr} \right)^n (e^{-r^2}) , r > 0 ,
\]

with corresponding eigenvalues \((-1)^n\): \( (\mathcal{H}_\mu \phi) = \sum_{n=0}^{\infty} (-1)^n (E_n^{(\mu)} \phi) L_n^{(\mu)} , \) \( E_n^{(\mu)} \) are also eigen functions of the operator

\[
-\frac{d^2}{dr^2} + r^2 + \frac{\mu^2 - \frac{1}{4}}{r^2} - 2\alpha ,
\]

with eigen value \( 4n + 2 \), cf.[30]p.79, which coincides with the fact that the Harmonic oscillator \( ||x||^2 - \Delta \) commutes with Fourier transform.

These results gives us:

- For \( d = 2 \) we have \( L_2(\mathbb{R}^2) = L_2(S^1) \otimes L_2((0, \infty); rdr) \) and a Fourier invariant orthonormal basis is given by \( \{Y_m \otimes h_m^0\}_{m \in \mathbb{Z}, n \in \mathbb{N}, \mu > 0} \), where

\[
h_m^0 = r^{-\frac{3}{2}} L_n^{(0,0)}(r) , \quad \text{Y}_m(\phi) = \int_{S^1} Y_m(\phi) d\phi .
\]

It now follows by the Bochner-Hecke Theorem that:

\[
\mathcal{F}(Y_m \otimes h_m^0) = \mathcal{F}(r^m Y_m \otimes h_m^0) = (-1)^n (-1)^m (Y_m \otimes h_m^0) .
\]

- For \( d = 3 \) we have \( L_2(\mathbb{R}^3) = L_2(S^2) \otimes L_2((0, \infty); rdr) \). All \( l \) homogeneous harmonic polynomials are spanned by \( \{x \mapsto r^l Y_l^m(\theta, \phi)\}_{l=0, m \in \mathbb{N}, \mu > 0} \). Define

\[
g_m^l(r) = r^{-l} \frac{L_n^{(l,0)}(r)}{\sqrt{\pi}} , r > 0
\]

then \( g_m^l \in L_2((0, \infty); rdr) \) are eigen functions of \( \rho^{-1} \mathcal{H}_{\frac{d-2}{2}+m} \) with corresponding eigenvalues \((-1)^n\). Therefore it follows by the Bochner-Hecke Theorem that

\[
\mathcal{F}(Y_m^l \otimes g_m^l) = (i)^l (-1)^{m+l} (Y_m^l \otimes g_m^l) .
\]

D Steerable Orientation Score Transform

In this manuscript we often rely on spherical harmonic decomposition of the angular part of proper wavelets in spatial and Fourier domain. As the choice of radial basis does not affect steerable filter [39,38,65] properties, we simply write \( \{g_m^l(r)\}_{m \in \mathbb{Z}, n \in \mathbb{N}} \) for a radial orthonormal basis for \( L_2(\mathbb{R}^+, r^{d-2}dr) \) associated to each \( 2l+1 \)-dimensional \( SO(3) \)-irreducible subspace indexed by \( l \). Then by the celebrated Bochner-Hecke theorem of the previous section this induces a corresponding orthonormal radial basis \( \{g_m^l(\rho)\}_{m \in \mathbb{Z}, n \in \mathbb{N}} \) in the Fourier domain which can be obtained by a Hankel-type of transform. We expand our wavelets in spherical harmonics \( Y_m^l \) and ball-coordinates (cf. (89)) accordingly:

\[
\psi(x) = \sum_{m=0}^{2\infty} \sum_{n=0}^{\infty} \alpha_m^l g_m^l(r) Y_m^l(\theta, \phi), \quad \text{with } x = (r \cos \phi \sin \theta, r \cos \phi \sin \theta, r \cos \theta),
\]

\[
\psi(\omega) = \sum_{m=0}^{2\infty} \sum_{n=0}^{\infty} \alpha_m^l g_m^l(\rho) Y_m^l(\theta, \phi), \quad \text{with } \omega = (\rho \cos \phi \sin \theta, \rho \cos \phi \sin \theta, \rho \cos \theta).
\]
Remark 15 In Section 3.3, we consider the modified Zernike basis in which case $g_D^l$ and $\tilde{g}_D^l$ are given by respectively by (96) and (94), whereas for the harmonic oscillator basis one has $g_D^l = \psi^{(-1)^m+i\theta}\tilde{g}_D^l$ given by respectively (88) and (90).

We obtain steerability via finite series truncation at $n = N$ and $l = L$. Then we rotate the steerable kernels via the Wigner-D functions $D_{0,m}^l(\gamma, \beta, 0) \in \mathbb{R}$ and one obtains the following steerable implementations of orientation scores:

$$U(x, n) = \sum_{n=0}^{N-1} \sum_{l=0}^{L-1} \sum_{m=-l}^{l} \alpha_n^m D_{0,m}^l(\gamma, \beta, 0) \cdot \left( (g_D^l \otimes Y^m) \ast f \right)(x) = \sum_{n=0}^{N-1} \sum_{l=0}^{L-1} \sum_{m=-l}^{l} \alpha_n^m D_{0,m}^l(\gamma, \beta, 0) \cdot F^{-1} \left( \tilde{g}_D^l \otimes Y^m \cdot \tilde{f} \right)(x)$$

(153)

where $n = (\cos \gamma \sin \beta, \sin \gamma \sin \beta, \cos \beta)^T$, $\ast$ denotes correlation, the overline denotes complex conjugation and with function product $(g_D^l \otimes Y^m)(x) = \tilde{g}_D^l(r) Y^m(\theta, \phi)$.
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