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Abstract

A new method is presented to get insight into univariate
timeseriesdata. The problemaddressed hereishowtoiden-
tify patternsand trends on multipletime scales (days, weeks,
seasons) simultaneoudly. The solution presentedisto cluster
similar daily data patterns, and to visualize the average pat-
terns as graphs and the corresponding days on a calendar.
Thispresentation providesa quickinsight into both standard
and exceptional patterns. Furthermore, it is well suited to
interactive exploration. Two applications, numbers of em-
ployees present and energy consumption, are presented.

1 Introduction

Time series data are ubiquitous. The aim of time se-
riesanalysisisto obtaininsight into phenomena, to discover
repetitive patterns and trends, and to predict the future. We
focus here on the analysis of univariate time series data.
Suppose, we have collected energy consumption or air pol-
[ution data at short time intervals during one year, then how
can we extract information from these data?

In the next section we discuss the problem and consider
various solutions. Current methodsfall short in the analysis
of time series data at the various time scales, such as years,
weeks, and days. Our new approach is based on acombina-
tion of two methods: The use of cluster analysis (section 3)
and the visualization of the result on a calendar (section 4).
Several applicationsare presented. In section 5 the strengths
and limitations are discussed.

2 Background

Time series data consist of a sequence of N pairs
(i, t),i = 1,---, N, wherey; isthe measured value of
aquantity at timet;. They arethe simplest type of datato be
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analyzed, much simpler than for instance flow data, which
consist of a mix of scalar and vector quantities at a multi-
dimensional grid. Visualizationistrivial: just draw agraph.
So what’s the problem?

Thefirst isthat N can be very large. For instance, mea-
surement at 10-minuteintervals during ayear yields 52,560
values. The second isthat repetitive data patterns often have
different time scales. For our applicationswe usualy distin-
guish three time scales: seasons, weeks, and days. Human
activities can vary strongly for these time scales, and hence
also therelated measured quantities. Thethirdisthat clear a
priori hypothesesarerarely available. Hence, the user wants
to havean overview first, subsequently he may want to zoom
in on dataand detect peculiar patterns or subsequences, and
S0 on.

How can we analyzetime series data? Thefirst approach
is to use mathematical models. A well-known method is
the ARIMA model of Box and Jenkins[1]. This stochastic
model can beused to predict future values, and for an expert,
its coefficients give someinsight into its time-dependent be-
havior. But in general, the multi-scale aspect is not ad-
dressed, and, the counterpart of the very high compression,
details arelost.

Transformation from the time domain to a scal e space di-
rectly addresses the multiple scales that are present in the
data. Fourier transforms, Wavelet transforms, and fractal
analysis [2] are conceivable approaches. They are most
suited when the dominant frequencies or time scales are un-
known. However, for thetype of applicationsdiscussed here
it is often known a priori that patterns will have a scale of
days or weeks, hence such methods are too general. Fur-
thermore, the result after transformation, defined over afre-
guency or scale-space domain, is much harder to interpret.

Another approachisto usethe dependency ontime scales
explicitly, by considering the data as two-dimensional, for
instance as f (day, hour). The data can then be displayed
as a so-called fingerprints. The days and hours are mapped
on different axes, data is visualized via color [3]. In addi-
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Figure 1. Power demand by ECN, displayed as a function of hours and days

tion to color, the third dimension can be used to display the
data, yielding a mountain landscape. As an example, fig-
ure 1 shows the power demand data of a research facility
(i.c. ECN). Such images show all datasimultaneously. Sea-
sonal trends can be discerned, aswell asthetypical day pat-
tern. Yet, the variation over the week is harder to discern
and the day-patternsof Saturdaysand Sundaysare obscured.
Furthermore, in order to see the trends smoothing had to be
used, but this eliminates fine details.

A simple way to get an overview is to average the data.
For instance, temperature data over ayear can be displayed
as agraph of the average daily temperature, combined with
a grey-shaded band to show the variation over the day [4].
However, if the datafollow aweekly pattern, this technique
isless useful, and any pattern within aday is not shown.

This can be overcome by showing multiple graphs. We
could show the average day pattern for each month, for each
day of the week, and so on. However, information is lost
here too. As an example, many data patterns on holidays
show strong similarities to data patterns on Sundays. If the
data for each weekday is averaged separately, the holidays
will disturb the results. To get more preciseinformation and
to eliminate cross-over of the variouseffects, we could make
graphs for combinations of time scales: ranging from Sun-
daysin January to Saturdaysin December. As aresult, the
number of graphs to investigate becomes overwhelmingly

large, and the difficulty arises how to combine graphs prop-
erly and how to extract information.

Let'smake astep backward. What do we want? We want
to elucidatewhich standard day patternsoccur, and how they
are distributed over the year and over the week. Further-
more, we want to detect days with patterns that strongly
deviate from these standard patterns. If we use multiple
graphs, as suggested before, it is implicitly assumed that
there is a fixed relation between the distribution of patterns
over the months and weekdays. In general, this assumption
can not be tested a priori. An aternativeisto drop this as-
sumption, and let the analysis tool decide which daily pat-
terns are similar and show their distribution over the year.
Thisisthebasisof our approach: cluster analysis, combined
with a calendar based visualization.

3 Cluster analysis

Our am is to merge similar day patterns into clusters,
such that the day patterns within a cluster are more similar
than the day patternsin other clusters. Each cluster contains
an averageday pattern. To thisend, asimpleand straightfor-
ward bottom-up clustering algorithm suffices [5]. We split
thetime series datainto a sequence of M day patterns. Each
day patternY;, j =1, - - -, M consists of asequenceof pairs
(i, t),i =1,---, N, wherey; denotesthe measured value



and t; the time that has elapsed since midnight.

We start with M clusters, each cluster containing one day
pattern. Next, we compute the mutual differences between
all clusters, and mergethe two clusters which are most simi-
larinto anew cluster. Asaresult, wehave M — 1 activeclus-
ters. This step of merging small clustersinto larger clusters
is repeated until a single cluster results, which contains the
averageof all day patterns. To speed up the clustering proce-
dure, the calculated differences between clusters are stored
inatable, whichonly hasto beupdated for new clusters. The
result of thisalgorithm isabinary tree of 2M — 1 clusters.

Various distance measures can be used. Suppose that we
have two day patterns y; and z,i = 1,---, N. A smple
measure is the average geometric distance, or root-mean-
square distance:

drms = /Y (% —2)%/N.

This measure is robust and usually yields good results. If
wewant to cluster patternswith similar shapes, anormalized
version can be used:

A = /D /Y — 2/ 202/ N.

Herethe measured values are normalized viadivision by the
maximum value in the sequence. If we want to eliminate
slow trends, we haveto subtract the averagedifference. This
means that we consider two patterns as equal if they are the
same, except for an offset:

den = /(% — 7 — M/N,

A=) (i—z)/N

If we areinterested in peak values, we can use:

with

dma=|Ymax_Zmax|'

We have experimented with several other measures, and
found that the preceding measures gave the best results, and
provide an easy-to-use tool set.

4 Cluster visualization

Now we have grouped the day patterns, how can we get
insight into the result? A standard way to display the result
of clustering is the use of dendrograms as is shown in fig-
ure 2. The bottom row showsthe initial elements, each next
row shows how two clusters are combined. Thisworksfine
if the number of elementsissmall. For morethan, say, hun-
dred clusterssuchimagesare much harder to grasp. Figure3
shows afull clustering tree for 365 day patterns, which was
generated by the well-known graph visualization package

dot [6] without additional directivesfor thelay-out. Such an
automatic tool yields the best result when the user does not
supply lay-out directivesthat constrain the search for an op-
timal lay-out. Additional lay-out directives must be used to
generate adendrogram, with the daysin their original order
on the same row, and with each new cluster on a next row.

Thisyieldsa highly cluttered image.
|
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Figure 2. Dendrogram

Figure 3. Full clustering tree

This can beimproved if only aselection of all clustersis
displayed, where the user can browse through and zoom in
and out on the clustering tree, in the same style aswith afile
browser. What we still lack then is insight into the distri-
bution of the elements of the cluster over the year. What is
needed isavisual representation such that the viewer can ef-
fortlessly determine whether similarity is due to the season,
the day of the week, or that some other correlation exists.
Fortunately, such arepresentation already exists: acalendar.

4.1 Visualization

We have developed a combined representation of daily
patterns and clusters. Patterns are shown as graphs, clus-
tersare shown on acaendar. Colorsindicate corresponding
clusters and patterns. As an example, figure 4 shows are-
sult of acluster analysis of time series dataon the number of
employees present at ECN. The most significant seven clus-
tersare shown. On theright, the average value per cluster is
shown as a colored graph; on the left, each day in the calen-
dar is colored according to the cluster to which it belongs.
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Figure 4. Calendar view of the number of employees

Several conclusions can be drawn from this image. We
see that:

e Office hours are followed strictly. Most people arrive
between 8:30 and 9:00 am, and |eave between 4:00 and
5:00 pm. Furthermore, in the morning the number of
employees present is dlightly higher than in the after-
noon.

e On Fridaysand in the summer fewer peopleare present
(cluster 722);

e On Fridays in the summer even fewer people are
present (cluster 718);

e In the weekend and at holidays only very few people
areworking (cluster 710): security and fire brigade;

e Holidaysin the Netherlandsin 1997 were January 1st,
March 28th, March 31st, April 30th, May 5th, May 8th,
May 19th, December 25th and 26th.

e School vacationsarevisiblein Spring (May 3rdto May
11th), in Autumn (October 11th to October 19th), and
in Winter (December 21th to December 31st);

e Many people take a day off after a holiday (cluster
721);

e On December 5th many people left at 4:00 PM. Dutch
peoplewill immediately know the explanation: Onthis
day we celebrate Santa Claus and are allowed to leave
earlier!

We see that for this distribution of patterns quite plausible
explanations exist. The advantage of clustering is that none
of these explanations have to be inserted a priori, such as
separating working days and holidays, and all effects are
elucidated automatically. The combined representation of
average graphs and clusters enables a user to quantify these
effects easily. Another strong point isthat standard patterns
(cluster 719) aswell as exceptional patterns (December 5th)
are detected automatically.

4.2 Interaction

For effective data exploration, user interaction is asim-
portant as presentation. The combination of cluster analysis
with a calendar representation provides good opportunities
for interaction. We have embedded our presentationinanin-
teractivesystem for theanalysisof timeseriesdata, such that
the user can interact with the image presented to him (such
asfig. 4) in many ways.

Selection of the data to be displayed can be done easily.
Initially, no days are selected for display. The user can tog-



ole days for display via point-and-click on a single day, on
thelabel of amonth, or on thelabel of theyear. All daysare
then displayed as separate graphs. The user can point-and-
click on a graph, upon which the corresponding day on the
calendar is highlighted. Exceptional patterns are thus easy
to locate.

When the user selects a day, a typical next question is
which other days have a smilar pattern. Thisis where the
cluster analysis comes in. The user can select a day, and
ask for more similar daysviaasingle button press. The sys-
tem determines the parent cluster, shows the average graph
of this cluster and highlights the days within the cluster via
color. This step can be repeated and reversed, so that the
user caninteractively enlargeand shrink the cluster to bedis-
played. Also, the user can select other days, and inspect sev-
era clusters s multaneoudly.

In addition to this bottom-up approach, the user can show
clusters top-down. The user can select the number of clus-
tersto be displayed, upon which the system generates a par-
tioning of the year as shown in figure 4. Viatwo more/less
buttons, the user can add and remove clusters, until amean-
ingful decomposition is made.

Thefull clustering processitself isdoneinitially and later
on request of the user. Our non-optimized version takes
about 5 seconds on aPC with a Pentium 100 MHz processor,
which is quite acceptablefor interactive use. The clustering
treeis stored and re-used upon each query. Reclustering has
to be doneif the user wants to use a different distance mea-
sure. Asan additional option, the user can reduce or enlarge
thetimeinterval upon which the comparison hasto be made.
For instance, if he finds in a graph a strange peak occurring
between 9:00 am and 10:00 am, he can select this interval
graphically, and ask for a reclustering using only this time
interval and theds, measure. Asaresult, all dayswithasim-
ilar peak in thistime interval are clustered.

Many standard options are further provided for the dis-
play of the graphs. The user can zoom-in and out, show
the standard deviation for a cluster, and show each member
of the cluster individually. Smoothing, with different filters
and a user-controllable width, can be applied, which is use-
ful if noisy datahaveto be processed. Clusterscan be gener-
ated from these smoothed data. Some straightforward addi-
tional options could befit easily within our framework. The
use of the following distance measure:

5000 | Ymon/6 — Zmon/6 | +

1200 | Ymon/3 — Zmon/3 | +

400 | Ymon/3 — Zmon/3 | +
| Yday — Zday

dmn =

where Ymon and Ygay are the number of the month and the
day respectively, gives a balanced clustering of the year in
half-years, quartersof ayear, months, etcetera. Thisenables
auser to view standard averages and slow trends, using the

same methodsfor interaction aswith the content based clus-
tering. With a dightly modified measure, also a separation
into weekdays can be made.

Also, a simplified clustering method was implemented:
Starting at a selected day, al other are added one after each
other in order of their distance to aninitial day. This option
is useful to determine stepwise whether certain patterns are
exceptionsor not, again using the same methodsfor interac-
tion.

4.3 Application

The background of our interest in time series datais the
liberalization of the energy markets. In the Netherlands,
customerswith very high energy consumptionsare recently
allowed to choose their gas and electricity supplier and ne-
gotiate a tailor-made tariff. Other customers will follow in
the next few years. Thiswill strongly enhance competition
between the energy distribution companies, which will have
to transform themselvesfrom utility companiesinto market-
oriented companies. Insight into consumption patterns is
essential for the segmentation of their customer markets.
But also customersthemselvesneed insight into their energy
consumption patternsin order to lower consumptions, avoid
peak rates and to negotiate a lower tariff.

Our aim isto devel op methods, techniques, and toolsthat
enable customers to analyze their energy consumption pat-
terns easily and effectively. We started with a study of the
electricity consumption at ECN itself. After collection of
data several analysis and visualization methods were tried.
The time series analysis data tool described proved to be
very helpful.

Figure 5 shows a cluster analysis of the power con-
sumption. The five main clusters are shown here. During
week-endspower consumptionwasfairly constant. Further-
more, four clusters with about the same patterns but differ-
ent plateau levels emerge. The correlation with the seasons
isclearly visible. Finally, in the morning of February 4th a
high peak demand occurred.

5 Discussion

We have presented a new method for the exploration and
analysis of extensive time series data. The combination of
cluster analysis and calendar based visualization turned out
to be highly effective. Almost effortlessly images such as
figure 4 and 5 can be generated, which provide a good in-
sight.

The next step to be made is the extension to the inter-
active visualization and analysis of several variables simul-
taneoudly. This enables a user to study correlations be-
tween variables, either manually or automatically. Detected
correlations can lead the user in the direction of a suitable



1997 | kw

Cluster viewer
(c) ECN 1998

januari februari maart 2200

2000

2[9|26)23 30
31017 24 31

1800

1600

E /\ Graphs
W — 4/2/1997
E — Cluster 706
/\ [ ~—— Cluster 714
) /\MU\U'\, —— Cluster 720
/\_/\,. — Cluster 722
— Cluster 723
i /\/"\\/\—\/\\\

1400

J A

1200

) =

1000

1 8152229
1 8152229 2 916 23 30

2 9162330

31017 2431 EC0

600

400

1 8152229
2 9 16 2330
31017 2431

04 I | | | | |
0:00 3:00 6:00 9:00 12:00 1500 18:00

|
21:00

hours

|
24:00

Figure 5. Cluster analysis of power demand by ECN

model. Model parameters can subsequently be estimated by
aregression method, and a statistical analysis of the model
residuals will indicate the validity of the model. Adopting
this procedure in the study of ECN energy consumption, a
linear model was identified which could accurately predict
the power consumption from the sunlight intensity and the
number of employees[7]. We used different packages for
this, integration of such methods in a single tool would be
highly effective.

In conclusion, we think that our cluster and calendar
based analysis is a useful method to explore and visualize
large quantities of univariate time series data, and provides
asound basis for ageneral analysistool.
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